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Abstract – This paper proposes the design of a compact
monopole antenna loaded with metamaterial (MTM),
for multiband operation for wireless local area network
(WLAN) and Worldwide Interoperability for Microwave
Access (WiMAX) applications. The monopole antenna
is originally designed to operate in 2.8 GHz and 6 GHz
The placement of MTM yields one additional band at
3.5 GHz corresponding to WiMAX with a shift in fre-
quency of the original monopole to the WLAN frequen-
cies of 2.4 GHz and 5.5 GHz with improved matching at
the higher band. Dependencies of resonant frequencies
on various parameters are formulated through regression
analysis and a design equation for the proposed antenna
is developed. The full-wave simulation and design equa-
tion of the three resonances show a negligible differ-
ence. A comparative study of the developed monopole
with reported antennas shows that the developed struc-
ture is compact with an overall dimension of 19 x 31
mm2. The measured results of the antenna show good
impedance bandwidth of 6.25%, 24.57%, and 16.54%
for the three bands centered at 2.4, 3.5, and 5.5 GHz
The antenna compactness is obtained due to metamate-
rial loading. All the simulated radiation characteristics of
the proposed antenna are validated experimentally. The
proposed antenna obtains a compact electrical size of
0.248x0.152 λ02 at 2.4 GHz with multi-band operations
at frequencies 2.4 GHz, 3.5 GHz, and 5.5 GHz corre-
sponding to WLAN and WiMAX.

Index Terms – Double negative material (DNG), meta-
material (MTM), monopole antenna, multiband antenna,
WLAN, WiMAX.

I. INTRODUCTION

Multiband operation using a single antenna sys-
tem is the basic need of modern wireless communica-
tion. Multiband antennas operating for wireless local
area network (WLAN) and Worldwide Interoperability

for Microwave Access (WiMAX) applications are one
solution to the above problem. Several methods such as
alteration of the ground plane, cutting slots on radiating
patches, fractal antenna design, and use of metamaterial
(MTM) structures have been suggested and explained for
the design and development of multiband antennas [1–
25] that could meet the requirements of modern wire-
less communication systems to a certain extent. Sys-
tem compactness and interference minimization can be
achieved by using multiband antennas over ultra wide-
band antennas (UWB).

The era of multi-band operation developed through
defected ground structure [1–2], providing multiple slots
on radiator or ground [3–6], by the addition of metal
strips [7–8], and also by adding strips and slots [9–12].
A rectangular patch antenna is made electrically small by
engineering the patches of square and circular shape cuts
[13]. By etching a rectangular slot in the ground plane
and adding a fork-shaped strip in a modified rectangular
ring, the antenna produced three resonant modes [14]. A
recent development in the field is a triple-band modified
Hilbert curve fractal antenna [15].

Metamaterials are artificial materials. The grow-
ing interest in the study of MTM applications in
antenna development is due to the attractive proper-
ties such as negative permittivity and permeability pos-
sessed by the MTM. These properties of metamate-
rials help to improve the antenna performance such
as miniaturization, gain, and bandwidth. Also, the use
of metamaterials in multiband antenna design aids in
increasing the number of operating frequencies. In anten-
nas, metamaterials are used in different ways for obtain-
ing multi-band operation. Single-cell MTM loading in
monopole antenna results in dual-band operation for
WLAN/WiMAX applications [16]. Complementary split
ring resonators are loaded on a rectangular monopole
antenna for producing multi-band operation [17]. Sim-
ilarly, MTM cells and slots are loaded on the ground for
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obtaining multiband operation in a dual-band monopole
antenna [18]. Another way of using MTM for multi-
band operation is etching a meandering split-ring slot
on printed antennas [19]. MTM-inspired antennas are yet
another method of using MTM for multi-band operation.
Triple-band MTM-inspired antenna has been designed
and analyzed using FDTD [20]. Compact metamaterial
multiband antennas for wireless applications have been
reported in [21–22]. Two novel tri-band metamaterial
antennas are proposed with TER and CTER [23]. Active
devices are used on metamaterials for obtaining wide-
band operation [24].

All the above-mentioned antennas exhibit good
multi-band performance, but they are somewhat compli-
cated in structure. The design of a simple compact multi-
band antenna operating at 2.4 GHz, 3.5 GHz, and 5.5
GHz with good radiation characteristics is the objective
of this paper. The designed antenna is experimentally
validated. The proposed multiband antenna overcomes
the drawbacks of existing antenna designs by the com-
bination of a monopole antenna and a double negative
(DNG) metamaterial structure. This simple and compact
design will provide desirable radiation characteristics in
the required band as mentioned earlier.

II. MULTIBAND ANTENNA DESIGN

The evolution of the proposed antenna on FR4 sub-
strate with a relative permittivity(εr) of 4.4, loss tangent
of 0.02, and thickness of 1.6 mm with an overall size of
31 x 19 x 1.6 mm3 (0.407λg x 0.25λg x 0.021λg; λg is
the wavelength in the substrate at 2.4 GHz) is detailed in
the following procedural steps. It is derived from a sim-
ple monopole antenna operating in two bands, with the
modified ground and a DNG structure as shown in Fig. 1.

1) A simple monopole with length L3 as λg/2 of the
frequency 2.8 GHz is placed on one side of the sub-
strate. The monopole is loaded with an optimized
stub of dimensions 2.5 mm x 4.25 mm to improve
the impedance matching.

2) A DNG structure with inner radius R1= 6.5 mm and
outer radius 6.85 mm with two stubs of length 6.3
mm is etched on the backside of the monopole. The
dimensions can be optimized as explained in section
3 to excite MTM behavior.

3) The ground plane dimensions of the antenna are
optimized for good matching on the chosen sub-
strate and are shown in Table 1.

The monopole along with the defective ground is res-
onating at two frequencies 2.8 GHz and 6 GHz as shown
in Fig. 2.

When an MTM cell is introduced into the monopole
antenna, resonances are obtained at three frequencies 2.4
GHz, 3.5 GHz, and 5.5 GHz corresponding to WLAN

Fig. 1. The proposed Antenna (a) Front View, (b) Back
View, and (c) MTM unit cell.

Table 1: Design parameters of the proposed antenna
Parameters L1 L2 L3 L4 L5
Size (mm) 31 19 30 8.5 11
Parameters L6 L7 L8 W1 W2
Size (mm) 27 4 2.5 3 0.4
Parameters W3 W4 W5 R1
Size (mm) 4.25 0.5 0.35 6.5

and WiMAX applications. Since relative permittivity
(εr) and relative permeability (μr) are two parameters
that influence the wave propagation through a medium,
alteration of these parameters changes the resonant fre-
quencies of the antenna. On placing the MTM structure
with DNG property on the monopole antenna, the sub-
strate parameters and hence the resonant frequencies of
the antenna change. The placement of MTM also pro-
duces one additional resonance and improves the S11
in the higher band. MTM size and position optimiza-
tion are done in ANSYS� HFSS. The optimal position
for an MTM unit cell is at the center of the overall
geometry. When the radius of the MTM structure is

(a)

Fig. 2. Continued.
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(b)

(c)

Fig. 2. Simulated S11 of the proposed antenna (a) varia-
tion of R1, (b) variation of W2, (c) variation of h.

altered, the antenna becomes tunable to different reso-
nant frequencies.

The parametric analysis of the radius variation (R1),
gap (W2), and substrate thickness (h) are shown in
Fig. 2. The antenna tuning over a wide range in three
bands is possible through radius alterations as shown in
Fig. 2 (a). Further fine-tuning of operating frequencies
can be achieved by changing the gap between the stubs
shown in Fig. 2 (b). Variation in substrate thickness (h)
results in improved matching and bandwidth enhance-
ment of three bands (Fig. 2 (c)).

III. MTM DESIGN

It is already stated in [26] that antenna miniaturiza-
tion can be achieved by changing the relative permittiv-
ity and permeability. To lower the operating band of the
chosen monopole, it is loaded with an MTM unit cell.
The proposed MTM is a planar double negative mate-
rial in which both permittivity and permeability are neg-
ative at 2.4 GHz and 5.5 GHz Fig. 4 shows the retrieved
results of the refractive index (n) and impedance (z).
The magnitude of n and z are retrieved from S11 and

S21 characteristics of MTM, which are simulated using
ANSYS� HFSS, and the parameters are retrieved using
the s-parameter retrieval method [27–29].

To extract the S11 and S21 characteristics of MTM, a
two-port waveguide configuration as shown in Fig. 3 can
be used. For this boundary conditions are to be applied
in such a way that the walls of the waveguide use a pair
each, of both perfect magnetic conductor (PMC) and per-
fect electric conductor (PEC) along the planes x-y and
x-z respectively. MTM structure is modeled as PEC on a
dielectric slab located at the center of the waveguide.

Fig. 3. MTM unit cell simulation model with boundary
conditions and excitations.

Two waveguide ports are placed parallel to y-z
planes. Then the input wave is launched from port1 and
S11 and S21 are determined. Using these values, refrac-
tive index, impedance, permittivity, and permeability can
be retrieved by S-parameter retrieval method using the
following equations [29]. These equations are imple-
mented in MATLABTM.

Z =±
√√√√ (1+S11)

2 −S2
21

(1−S11)
2 −S2

21

, (1)

eink0d =
S21

1−S11
Z−1
Z+1

, (2)

n=
1

k0d

{[[
ln
(

eink0d
) ]′′

+2mπ
]
− i
[
ln
(

eink0d
) ]′}

.

(3)
Where k0 is the wavenumber of the incident wave in
free space, m is an integer which represents branch
index of refractive index. Relative permittivity ε and
relative permeability μ can be calculated using the
relations (4) and (5).

ε = n/z, (4)
μ = nz. (5)

Figure 4 shows the extracted values of relative per-
mittivity ε , relative permeability μ , refractive index n,
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(a) (b)

Fig. 4. (a) Retrieved results for relative permittivity ε ,
relative permeability μ . (b) Retrieved results for refrac-
tive index n and impedance z.

and impedance z. It can be observed in Fig. 4 (a) that,
at 2.4 and 5.5 GHz, both permittivity and permeabil-
ity show negative values. In Fig. 4 (b) the DNG prop-
erty is exhibited at desired bands of 2.4 GHz and 5.5
GHz where n is negative. A passive material shows
DNG behavior when its n shows negative values and z
shows positive values. This proves the designed MTM
can be used for miniaturisation of antennas in these
two bands.

IV. REGRESSION ANALYSIS

The data derived from the full-wave simulation of
the proposed structure was subjected to regression anal-
ysis. Dependencies of resonant frequencies on various
parameters are formulated through the regression anal-
ysis and they are explained as follows. The regression
equations are computed using the input values for L3 and
R1 in a millimeter scale and the resulting resonance fre-
quency values are in GHz.

A. First resonance

The first resonance of the proposed antenna is
affected by monopole length, substrate permittivity, and
size of the MTM structure. Therefore the first resonance
(f r1) can be calculated by:

fr1 = 5.03−0.02L3 −0.11εr −0.22R1. (6)
The regression analysis gives the variable dependen-

cies on the first resonance through equation (6) with 98%
accuracy. The design method is validated through a com-
parative study done on the data from full-wave simu-
lation and those calculated using a regression equation
for various values of L3, εr and R1. The resonant fre-
quencies calculated from the design equation agree well
with the simulated results. L3, εr and R1 parameters show
equal correlation with the first resonance, in the correla-
tion analysis.

B. Second resonance

The L3, εr, and R1 parameters also affect the sec-
ond resonance of the proposed antenna. The second res-
onance (f r2) can be calculated by:

fr2 = 7.59−0.08L3 −0.17εr −0.13R1. (7)

The regression analysis gives the variable dependen-
cies on the second resonance through equation (7) with
87% accuracy. The comparative study between simulated
results and the design equation for the second resonance
shows good agreement.

C. Third resonance

The third resonance (f r3) can be calculated by
equation (8). Variable dependencies on third resonance
through equation (8) are 98% accurate. The comparative
study between simulated results and the design equation
for the third resonance also shows good agreement.

fr3 = 11.48−0.1L3 −0.22εr −0.29R1. (8)

V. RESULTS AND DISCUSSIONS

As per the values proposed in Table 1, a prototype
has been fabricated and tested. The photograph of the
fabricated antenna is shown in Fig. 5. A comparative
study of the proposed antenna with the existing anten-
nas shows that the proposed metamaterial-loaded com-
pact multi-band monopole antenna is more compact than
the other existing schemes used for miniaturization.

The simulated and measured S11 are plotted in
Fig. 6. The (-10) dB impedance bandwidths at three
operating bands 2.4 GHz, 3.5 GHz, and 5.5 GHz are 200

g g

Fig. 5. Photograph of the fabricated antenna.

Fig. 6. Simulated and measured S11 of the proposed
antenna.
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MHz, 800 MHz, and 900 MHz respectively, which cover
all the bands of WLAN and WiMAX simultaneously.
The simulated and measured return loss are in good
agreement.

To understand the influence of DNG structure on the
monopole antenna, simulated current distribution at 2.4
GHz, 3.5 GHz, and 5.5 GHz frequencies are illustrated in
Fig. 7. This illustrates that at 2.4 GHz and 5.5 GHz the
monopole along with DNG jointly creates the resonance.

Fig. 7. Surface current distributions at (a) 2.4 GHz, (b)
3.5 GHz, and (c) 5.5 GHz.

Fig. 8. Measured radiation patterns of the antenna at Y-
Z and X-Z planes (a) 2.4 GHz, (b) 3.5 GHz, and (c)
5.5 GHz.

 

Fig. 9. Measured and simulated gain across operating
bands for the proposed antenna.

At 3.5 GHz most of the current is in DNG alone, and it
shows that the DNG structure generates the additional
resonance.

Figure 8 shows the normalized radiation character-
istics in the x-z plane and y-z plane at 2.4 GHz, 3.5
GHz, and 5.5 GHz of the proposed antenna. The pro-
posed antenna is omnidirectional in the x-z plane and
directional in the y-z plane in the desired bands; hence
it can be used for portable wireless devices.

The measured and simulated gain in three wireless
application bands is plotted in Fig. 9. This figure shows
that all the bands have positive gain with a maximum
of 3 dBi gain at 5.5 GHz A monopole antenna with a
DNG structure gives improved gain characteristics than
a simple monopole without DNG having comparable
dimensions. This happens because the DNG eliminates
substrate surface waves and the radiated energy is
concentrated.

VI. CONCLUSION

An MTM-loaded compact multi-band monopole
antenna for WLAN/WiMAX applications is proposed.
The measured results of the antenna show good
impedance bandwidth of 6.25%, 24.57%, and 16.54%
for the three bands centered at 2.4, 3.5, and 5.5 GHz
Measured and simulated radiation characteristics show
good agreement. The proposed MTM structure is sim-
ple in design with double negative capability. The nov-
elty of the proposed antenna is that a simple DNG struc-
ture is used and the monopole antenna loaded with the
DNG results in miniaturization and an additional operat-
ing band. MTM loading enables the antenna to achieve
a compact electrical size of 0.248× 0.152× 0.013λ 3

0 at
2.4 GHz with improved radiation characteristics. Depen-
dencies of resonant frequencies on various parameters
are formulated. The full-wave simulation and design
equation of the three resonances show a negligible differ-
ence. The proposed multiband antenna has the advantage
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of compact size, easiness of fabrication, and finds appli-
cations in wireless portable devices.
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Abstract – A compact Super ultra-wideband (SUW)
antenna is discussed in this work. A rectangular radiator
is modified into a tree-shaped structure with the defected
partial ground to enhance the operating bandwidth. The
novel rectangular parasitic with the circular slot is used
as a notch in the ground plane which prevents the WLAN
frequency. The proposed SUW antenna is achieving the
10 dB impedance bandwidth (IBW) from 3.5 GHz to
66.5 GHz frequency with a notched band varying from
5.0 GHz to 5.4 GHz. The bandwidth ratio (BDR) of the
proposed SUW antenna is 1773.4 whereas the obtained
bandwidth percentage (BW %) is 180. A modified SRR
frequency selective surface (FSS) is designed for UWB
application to improve the gain of the antenna. The com-
pact unit cell of FSS is having electrical dimensions of
0.16λ 0× 0.16λ 0. The antenna achieves the maximum
realized gain 9.46 dB when FSS is loaded as a super-
strate and up to 5.2 dB gain enhancement is observed in
the UWB frequency.

Index Terms – SUW, BDR, FSS, gain enhancement,
notch band.

I. INTRODUCTION

The present scenario of wireless communication
demands a compact antenna design with improved data
rate, large capacity and secure communication. The stan-
dard bandwidth of UWB communication is varying from
3.1 GHz to 10.6 GHz, it is preferred in short range appli-
cations [1]. To enhance the functionality of the com-
munication system, the SUW antenna can be a bet-
ter design option for long-range, short-range and many
wireless applications. Further due to the large band-
width (at least 10:1 bandwidth ratio [2]) of antenna it
provides high channel capacity with higher data rate
which can be advantageous for ISM band, GPS, GSM,
and WLAN, defense, satellite communication, aeronau-
tical navigation and radio astronomy [3]. Researchers

proposed different structures and technologies for SUW
antenna and they focused upon compactness, bandwidth
% and BDR of the antenna. In [2], a monopole SUW
antenna having 10 dB IBW from 2.59 – 31.14 GHz was
designed in which a rectangular stub is accomplished
for the improvement of impedance matching. In [3],
three elliptical structures are used to design a tree-shaped
radiator to obtained SUW characteristics from 0.65 –
35.61 GHz frequency. Sierpinski-shaped [4], the octago-
nal fractal antenna [5] with defects in the ground is used
to design a SUW antenna with 1414.5 and 3015 BDR
value respectively. In [6], an elliptical monopole SUW
antenna is designed where a tapered feed is used for
bandwidth improvement. In [7], CPW fed, Propeller-
shaped radiator is designed to obtain the SUW character-
istics from 3.15–32 GHz frequency. In [8], a transparent
antenna is designed for SUW application obtaining BW
% of 191. In [9], a gap is created between the ground
plane and radiator to achieve SUW characteristics from
2.5–110 GHz frequency.

The gain of the antenna is an essential require-
ment in wireless communication and the EM signals
can be transmitted as well as received effectively with
a high gain antenna therefore to fulfil this many gain
enhancement technologies are presented in the litera-
ture in which AMC [10–12], Metamaterial [13–15] and
FSS [16–21] are the major techniques introduced by
researchers. The Metamaterial techniques depends upon
the characteristics of permittivity and permeability for
the gain enhancement whereas the AMC and FSS control
the grating lobes introduced by the antenna, reflect the
radiations in a specific direction and increase the over-
all gain of the antenna. In [10], AMC technology is used
in multi-band antenna where gain enhancement depends
upon the reflection phase angle. In [11], rectangular loop
fractal AMC is positioned parallel to the ground plane
in a wideband antenna for gain enhancement. In [12],
modified circular loop AMC loaded on the CPW antenna
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where it is working as a reflector. In [13], the dielec-
tric superstrate is used the gain improvement and the
radius of slots in the superstrate altered the effective per-
mittivity. In [14], a metamaterial unit cell in the ground
plane placed diagonally enhances the gain of a dual-band
antenna. In [15], two hexagonal metamaterial cells are
placed behind the antenna having double Negative meta-
material (DNG) property increases the antenna gain. In
[16], a single layer FSS with the modification in loop
structure is designed for the antenna operating in sub-
6 GHz frequency. In [17], an FSS is designed using four
asymmetric rectangular conducting elements with circu-
lar slots in one unit cell for the UWB antenna. In [18], a
dual-layer FSS is designed for ISM band gain enhance-
ment. In [19], two-layer FSS is developed accomplished
with an air gap between the arrays for umbrella-shaped
antenna where the UWB antenna achieved up to 4 dB
gain enhancement with the FSS arrangement. In [20],
FSS is accomplished with four interconnected square
loop metallic paths demonstrating the stopband char-
acteristics in the entire operating band. In [21], two
layers of thin FSS are designed accomplished with
cross-shape and circular-shape design in the top and
bottom layer.

According to the literature analysis, the SUW
antenna and FSS are designed in the proposed work with
the following technical contributions and novelties.

(i) The proposed antenna is designed with a simple
structure and compact electric length of 0.29λ 0 ×
0.35λ 0 where λ 0 is a wavelength of the lowest
operating frequency. A very high value of BDR
(1773.4) validates the compactness of discussed
antenna.

(ii) A parasitic rectangular stub with a circular slot
demonstrates stopband characteristics and a novel
WLAN notch is achieved due to formation of paral-
lel LC circuit.

(iii) A modified SRR structure is used to design the com-
pact FSS unit cell with the electric dimension of
0.16λ 0 × 0.16λ 0 and the stopband characteristics
associated in FSS superstrate are diminished from
the antenna notch band.

(iv) FSS superstrate significantly enhances the realized
gain up of antenna up to 5.22 dB in the UWB fre-
quency range.

II. ANTENNA DESIGN AND EVOLUTION

The SUW antenna and FSS is designed with FR4
substrate having dielectric constant (εr) 4.4 and 1.6 mm
substrate thickness. The proposed SUW antenna design
is depicted in Figs. 1 (a) and (b), and hardware is illus-
trated in Fig. 1 (c). The antenna acquires a physical space
of 25 (U1) × 30 (U2) mm2. The SUW antenna is ensur-
ing the dimensions details as follows, P1 = 9.5 mm, U3

(a)

               (b)                                         (c)

Fig. 1. (a) Dimensions of top plane. (b) Dimensions of
bottom plane. (c) Prototype hardware of SUW antenna.

= 8.5 mm, G1 = 7.1 mm, P2 = 9 mm, G2 = 11 mm, U4
= 3 mm, P3 = 5.5 mm, G3 = 11 mm, U5 = 5.5 mm, G5
= 3 mm, P4 = 5.5 mm, U6 = 5.5 mm, G6 = 2 mm, P5
= 9 mm, G4 = 4 mm, G7 = 4 mm, G8 = 3.1 mm, R =
2.75 mm and U7 = 7.5 mm.

The proposed SUW antenna with parasitic stub is
developed in five successive steps as depicted in Fig. 2.
In step 1, a rectangular radiating patch is designed using
eqn (1) [22] given below.

WP =
c
2f

√
2

εr+1
, (1)

where WP is the patch width of the antenna, c represents
light velocity and f is the minimum operating frequency.
Using above equation the obtained width of patch is
25 mm for 3.5 GHz frequency validating the antenna
dimensions.

To obtain and validate 50 Ω impedance matching of
proposed work eqn (2) [22] is utilized as given below.

Z0=
120π

√
εre

[
Wp
h +1.393+0.667 ln

(
Wp
h +1.444

) ] , (2)

where WP and h is the dimension of proposed antenna
and εre is effective permittivity.

Further the micro-strip feed is designed with a 3 mm
width and 7.5 mm length where partial groundconductor
height is 7 mm. The feed is also matched with 50 Ω
impedance matching. The rectangular-shaped radiator’s
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            S1                             S2                        S3 

 
                          S4                      S5 (back view) 

Fig. 2. Development steps of SUW antenna.

|S11| varies from 4.3 GHz to 22.7 GHz. The radiator is
modified into a polygon shape in step 2, to enhance the
10 dB IBW and improved impedance matching where
|S11| varies from 3.7-23.6 GHz. Three circular stubs are
consummated with the polygon-shape radiator in step 3,
to convert into a tree-shape structure which increases the
electric length and smoothen the current movement in the
radiator and 10 dB IBW is obtained from 3.6 - 15.5 GHz
and 18.1 - 24.1 GHz. Figure 3 (a) depicts the variations
in |S11| of step 1 to step 3. To advance the impedance
matching the stair-shaped defects are created in the bot-
tom plane in step 4 to obtain the characteristics of SUW
and 10 dB IBW is obtained from 3.5 - 66.5 GHz. In step
5, a parasitic stub with a circular slot is embedded in
the ground that acts as a stopband and creates a notch
from 5.0 GHz to 5.4 GHz. Figure 3 (b) depicts the varia-
tions in |S11| of step 4 & 5 and Fig. 3 (c) shows the final
10 dB IBW of SUW antenna. The presence of a circular
defect in the parasitic stubs creates perturbation of cur-
rent distribution and the electric current flowing on the
ground has to face a longer path. This perturbation of the
path creates a change in inductance (L). Similarly, the
second effect of aperture in the ground plane is due to
the gap located below the strip conductor. The thin gap
determines an accumulation of charge and consequently
can be investigated as series capacitance (C). The com-
bination of these two singularities creates an equivalent
parallel LC circuit which results in a notch band from
5.0 GHz to 5.4 GHz frequency which can prevent the
WLAN frequencies in UWB applications. Figure 3 (d) is
demonstrating the current circulation in the antenna with
the parasitic stub.

(a) and (b)

(c)

(d)

Fig. 3. (a) and (b) Variation in |S11| for Step 1 to Step 5.
(c) Obtained |S11| of proposed SUW antenna with notch.
(d) Surface current distribution in the presence of para-
sitic stub and a circular slot at 5.1 GHz frequency.
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Table 1: Comparative study of proposed SUW antenna
with the recent works

Ref. Size (λ 0)2 10 dB
IBW

(GHz)

BW % BDR

2 0.345 ×
0.345

2.59-31.14 169 1419.86

3 0.325 ×
0.368

0.65-35.61 193 1613.7

4 0.347 ×
0.358

1.68-26 175.72 1414.5

5 0.32 ×
0.34

3.8-68 179 3015

6 0.37 ×
0.42

1.02-24.1 183 1167

7 0.55 ×
0.38

3.0-35.0 168 805

8 0.31 ×
0.46

3.15-32 164 1102.9

9 0.33 ×
0.416

2.5-110 191 1391

Proposed
work

0.29 ×
0.35

3.5-66.5 180 1773.4

III. SUW ANTENNA PARAMETERS

SUW antenna should have a BDR of 10:1, and with
this BDR antenna can be designed without the restric-
tion of predefined bandwidth. SUW antenna is used in
long and short-range of communication, the parameters
like BW % and BDR determines the performance of the
antenna with realized gain, radiation efficiency and far-
field analysis. BDR reflects the compactness as well as
measures fractional usable bandwidth in SUW antenna.
A higher value of BDR assures the wideband character-
istics and the compactness of the antenna. It can be cal-
culated with given eqn (3) [1].

BDR =
BW %

λL × λW
, (3)

where λL represents the electrical length and λW repre-
sents the electrical width of the antenna and BW% can
be estimated with the given eqn (4) [1].

BW% =
fH−fL

fC
× 100, (4)

where fH and fL are the lower and higher frequency
in operating bandwidth and center frequency fC is cal-
culated by arithmetical mean. The calculated value of
BW% and BDR are 180 and 1773.4 respectively.

IV. FSS EVOLUTION AND ANALYSIS

The proposed FSS is designed for UWB frequency appli-
cation where the FSS superstrate is positioned below
the antenna. The gain enhancement in the antenna is

obtained maximum when the reflection of EM waves
from the FSS superstrate and radiation of the antenna
is in the same direction. The FSS unit cell is designed
for frequency 3.5 to 10 GHz with a modified SRR struc-
ture. The FSS evolution and FSS analysis as discussed
below.

A. FSS evolution

To determine the dimensions of the FSS superstrate
eqn (5) [16] is used as given below.

Pr <
λ p

(1+Sinθ)
, (5)

where Pr is the periodicity of the unit cell, wavelength
λp is obtained from the maximum frequency in the oper-
ating band and incident wave angle is θ . At θ = 0◦ and
for frequency 10 GHz, the obtained λp is 30 mm, there-
fore the dimensions of the unit cell is considered only
14 mm x 14 mm with the electric length of 0.16λ0 ×
0.16λ0. The FSS unit cell is developed in four stages as
depicted in Fig. 4 (a). The FSS unit cell dimensions are
as follows, W2 = 4 mm, L4 = 6 mm, W1 = 14 mm, L3 =
7 mm, W4 = 2 mm, L2 = 6 mm, W3 = 10 mm and L1 =
14 mm as illustrated in Fig. 4 (b). The fabricated FSS and
the s-parameters of evolution steps of the FSS superstrate
are shown in Figs. 4 (c) and (d). A square shape FSS is
designed in step(S)-1, to obtain stopband characteristics
in UBW frequency. The |S12| is varying from 3 GHz to
10 GHz, demonstrating weak stopband characteristics.
In step 2, SRR is introduced with 1 mm uniform width
(Fw) in the FSS unit cell to improve the stopband charac-

Fig. 4. Continued.
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Fig. 4. (a) FSS evolution steps. (b) FSS unit cell dimen-
sions. (c) Hardware prototype of FSS. (d) S-parameters
associated with evolution steps. (e) Extracted EC model
of unit cell. (f) FSS s-parameters with variation in reflec-
tion phase angle. (g) S-parameters of the proposed unit
cell using HFSS simulation and EC model.

teristics where |S12| is varying from 5.6 GHz to 7.2 GHz.
In step 3, the structure of SRR is modified and improved
|S12| bands are obtained which are varying from 5.6 GHz

7.8 GHz but still, the stopband characteristics are not
obtained in the lower operating band. Finally in step-
4, the FSS unit cell is further modified which increase
the electric length and improves the stopband character-
istics but keeping in the mind the notch characteristics of
the antenna, the stopband characteristics mitigate from
the unit cell. The final |S12| is varying from 3.0 GHz to
10 GHz except notch band where it reveals that stopband
characteristics are diminished from the results where the
antenna demonstrates the notch band. The phase angle
of |S11| varies linearly in entier frequency range and
decreases when the frequency is increasing except the
notch band as shown in Fig. 4 (e).

(a) 

(b) 

Fig. 5. (a) |S11|. (b) Realized gain at different distance
between FSS and proposed antenna.

The equivalent circuit (EC) model of the FSS unit
cell is designed using QUCS software with lumped com-
ponents as depicted in Fig. 4 (f). The lumped elements
of the circuit are determined from the eqn (6) and (7)
[16] where three capacitive elements C1, C2 and C3
have values of 2.67 pF, 1.16 pF and 18.58 pF along with
three inductive elements L1, L2 and L3 with values of
0.276 nH, 0.39 nH and 0.049 nH.
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Table 2: Comparative analysis of proposed gain enhance-
ment technology with the other recent works

Ref. Antenna
Size

(mm2)

Technology
used

Operating
Band
(GHz)

Gain
Enhance-

ment
(dB)

11 64 × 64 AMC 3.36, 5.96,
9.09

3.58

12 70 × 70 AMC 1.9–6.95 3.06
14 38 × 38 Metamaterial 2.4–5.82 3.69
16 35 × 25 Metamaterial 5.6–10.3 3.2
17 30 × 30 Single layer

FSS
3.6–6.1 4.0

18 20 × 27 Single layer
FSS

4.7–14.9 4.5

19 63.65 ×
51.16

Single/dual
layer FSS

2.4 4.4

20 35 × 30 Single layer
FSS

3.0–13.4 4

21 40 × 30 Dual-layer
FSS

8.1–13.2 3.3

Propo
sed

work

25 × 30 Single layer
FSS

3.5–11.0 5.2

XL

Z0
= ωL =

w1

L1
Cosθ F(L1 ,2Fw, θ , λ ) . (6)

BC

Y0
= ωC = 4εr

w1

L1
Secθ F(L1 ,h, θ , λ ) , (7)

where w1, L1, the FSS width, length, h is the and θ
is the incidence angle. The extracted s-parameters from
EC model are compared with the simulated values using
HFSS-13 simulator as depicted in Fig. 3 (g) where both
are having similar variations. The advance simulation
techniques as a prospective are used to extract the solu-
tion for nonconformal meshes of EM wave [24], To solve
anisotropic Maxwell’s equations [25] and Phase Synthe-
sis of Beam-Scanning in Deep Learning Technique [26].

B. FSS analysis

The separation of FSS superstrate from the antenna
is the vital parameter for gain enhancement and it can be
calculated with eqn (8) [16] as given below.

ϕFSS−2KFd= 2Nπ. (8)
In the equation, Fd is the distance of the antenna

from FSS and K is constant which is equal to 2π/λ . The
value of N can be chosen for any integer value and λ is
the wavelength at which the reflection phase is zero. The
reflection phase is 0◦ at 4.4 GHz frequency as depicted
in Fig. 4 (e) and at this frequency, the value of λ /4 is
17.02 mm. Keeping this in mind that the position of
FSS is varied from 13 mm to 21mm and the variation in

 
(a) 

 
(b) 

 
(c) 

(d) 

 
(e) 

Fig. 6. (a) Measured |S11| with simulated values. (b)
Measured peak gain. (c) Radiation efficiency. (d) and (e)
Radiation patterns at frequency 4.1 GHz and 7.50 GHz
in x-z and y-z coordinates with FSS superstrate.
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|S11| and peak gain are observed. The |S11| of antenna
is having minor variations after the notch band irrespec-
tive of the FSS superstrate position but the lower oper-
ating bandwidth reduces when FSS distance behind the
antenna decreases as depicted in Fig. 5 (a). The peak
gain with the FSS superstrate at different placement is
illustrated in Fig. 5 (b) where at the 17 mm distance,
the minimum variations are observed and maximum gain
enhancement is achieved 5.2 dB. Therefore 17 mm opti-
mum distance is finalized between FSS superstrate and
antenna where the 10 dB IBW is varying from 3.5 GHz
to 11 GHz and the peak gain is having a maximum value
of 9.46 dB.

V. RESULT AND DISCUSSION

HFSS-13 software is used to simulate the proposed
antenna and FSS design whereas experimental results of
|S11| are obtained by Anritsu-MS2038C VNA and the
far-field analysis is done in the anechoic chamber. The
simulated |S11| of the antenna is varying from 3.5 GHz
to 66.5 GHz with a WLAN notch band from 5 GHz to
5.4 GHz. As per VNA availability the |S11| measure-
ment is carried out up to 11 GHz with and without FSS
and the measured results have similarities with the sim-
ulated values as shown in Fig. 6 (a). The measured gain
of the discussed antenna is shown in Fig. 6 (b) where
the measured gain is having minor deviations which are
less than 0.5 dB in the presence of FSS also. The gain
enhancement is achieved up to 5.2 dB using a single
layer FSS. The simulation radiation efficiency is found
more than 85 % except for the notch band as illustrated
in Fig. 6 (c). The measured and simulated radiation pat-
tern with FSS are illustrated in Figures 5 (e) and 6 (d), at
two centre frequencies in the x-z and y-z coordinate sys-
tem which are demonstrating the omnidirectional radia-
tion pattern. The comparative analysis with related work
of SUW antenna is given in Table 1, which authorizes
that the presented tree-shaped antenna is compact having
an electrical length of 0.29λ 0 × 0.35λ 0. The BW % of
the SUW antenna is 180 with a high value of BDR which
is 1773.4. The gain enhancement with a single layer
and single-sided FSS superstrate is compared with gain
improvement existing technology in Table 2; it reveals
that the proposed FSS enhances the gain effectively in
the entire operating band up to 5.2 dB.

VI. CONCLUSION

The tree-shaped SUW antenna is designed with a
novel parasitic stub in the ground demonstrating notch
characteristics. The tree-shaped radiator is improving the
operating bandwidth whereas defected ground enhances
the impedance matching in the antenna. The parasitic
stub with a circular slot in the bottom plane creates a
WLAN notch in the antenna. The high value of BDR
confirms the compactness of the proposed SUW antenna.

The modified SRR based single-layer FSS superstrate is
placed below the antenna which reflects the grating lobes
and enhances the antenna gain up to 5.2 dB.
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Abstract – In this contribution, the authors focus on the
use of a metasurface (physically implemented as a 2D
array of spiral resonators) as an additional component of
a two-coil Wireless Power Transfer (WPT) system, with
the aim of increasing the robustness to misalignment
between the transmitter and the receiver coils. Resonator
arrays have been proven to have a positive effect on
WPT systems’ performance since they produce a focus-
ing effect on the magnetic field; at the same time, they
contribute to the reduction of the electric near field. In
addition, we herein demonstrate how proper control over
the metasurface’s unit cells can contribute to making a
WPT system more tolerant to misalignment. In partic-
ular, the comparison between metasurfaces of different
sizes (keeping the same transmitting and receiving coils)
and their optimization performed to improve misalign-
ment robustness is proved by numerical simulations.

Index Terms – Metamaterials, metasurfaces, misalign-
ment compensation, wireless power transfer.

I. INTRODUCTION

Wireless Power Transfer (WPT) apparatuses based
on resonant multi-coil systems are becoming popular
devices. Especially for low-power applications, WPT
can be already considered a consumer-ready product,
regulated by specific international standards such as Qi.
At the same time, power levels up to hundreds of kilo-
watts can be delivered with the same concept (but with
different and more complex systems) for applications
such as e-mobility. In this latter case, more aspects
should be taken into account in the design phase of
the WPT system, such as electromagnetic shielding and
cooling issues ([1–7]).

Electromagnetic shielding is a particularly impor-
tant aspect when WPT apparatuses are used to power

biomedical devices or implants due to the proximity of
human tissue being at its maximum. Several solutions
for the reduction of magnetic field leakage are available
in the literature, employing shields and passive or active
coil arrangements [8–13].

More recently, some research shows that metamate-
rials (most commonly implemented as 2D metasurfaces)
can be useful to increase power transfer efficiency by
focusing the magnetic field and not being excessively
prone to eddy currents [14–15]. In addition, in [16]the
authors demonstrated that the use of a metasurface can
also improve the system’s performance from the EMC
point of view by reducing the electric near field produced
by the transmitting side of a WPT system.

Nevertheless, all of the above-mentioned applica-
tions critically suffer from misalignment between the
transmitter and the receiver; indeed, not perfectly aligned
coils share a drastically reduced inductive mutual cou-
pling, leading to a degradation of the global WPT per-
formance (efficiency, amount of delivered power, flux
leakage). In some commercial products, misalignment is
solved by forcing the position between transmitter and
receiver (i.e., in the wireless rechargeable toothbrushes).
Unfortunately, this is not always a viable option, for
obvious reasons. The authors demonstrated that the
insertion of a metasurface between driving and receiv-
ing coils also mitigates the efficiency drop problem that
arises from misalignment in a common inductive WPT
system [17]. Other research groups proposed a tunable
active version of the resonator’s matrix, with the same
purposes [18–19].

In this contribution, a study on a metasurface, in
which each resonator is passive, is performed, with the
goal of addressing the misalignment recovering purpose.

The analysis is conducted both by employing
full wave electromagnetic software (for the system
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characterization) together with a circuit simulator. Dif-
ferent optimization procedures are followed to find the
best values of the capacitors that are connected to each
single resonator of the metasurface

The practical implementation of the proposed com-
pensation is case-dependent. If the geometrical structure
of the system allows misalignment only along one direc-
tion, a direct solution without active devices, taking into
account the results shown below, is feasible. In case the
misalignment is completely not predictable, then the use
of varicaps is needed.

The results obtained (and shown in this paper)
demonstrate that the use of passive metasurfaces for mis-
alignment compensation is possible, and constitutes a
basis for the designers, evidencing how the size of the
metasurface affects the performance of the system.

II. WORKING PRINCIPLE

The WPT configuration object of this study is a
commonly used magnetic resonance-based system, in
which a compensation network is present both at the
transmitter and receiver sides; the compensation net-
work makes the system resonant at a specific working
frequency.

Instead of adopting additional repeater coils (typi-
cally one or two), a metasurface is specifically designed.
Typically, all the metasurface elements are tuned at the
same operating frequency of the two main coils (trans-
mitter and receiver); moreover, the metasurface is usu-
ally positioned in between the two principal coils, at a
specific distance from one of them, depending on the
specific purpose it is designed for.

The authors in [16] demonstrated that an optimally
designed metasurface, located in close proximity to the
transmitter, reduces the electric field that could reach
values above the limits recommended by the ICNIRP
guidelines. In the same study, the authors performed an
analysis of the geometrical characteristics of the meta-
surface, identifying, for this particular case, the optimal
number of elements. This optimum allowed us to achieve
the desired shielding level while maintaining an accept-
able decrease in the performance due to increased losses
in the metasurface itself.

By starting from this study, Fig. 1 shows the com-
plete system after the design process, leading to an opti-
mal configuration of the metasurface, i.e., a 5×5 matrix
of resonators. The system has been designed and pro-
totyped, showing that a real shielding effect can be
achieved [16].

Figure 1, on the contrary, shows the same configura-
tion but with the presence of a misalignment (indicated
by Dy) between the transmitting and receiving coils.
As anticipated, a misalignment between transmitter and
receiver in resonant WPT systems reduces the coupling

(a)

(b)

Fig. 1. Geometry of the proposed WPT system: (a) coax-
ial; (b) with a Dy misalignment along y axis.

coefficient, hence both the transmitted power and the
efficiency. There are various techniques to reduce the
misalignment effect on the performance, ranging from
mechanical constraints to a closed loop communication
between transmitter and receiver (implemented by the
measurement of sensitive quantities such as currents, for
instance), that gives feedback to the operator relative to
the misalignment quantity.

In this contribution, the authors focus on the use of
a passive metasurface as the means to recover the mis-
alignment between transmitter and receiver. The advan-
tage of this choice relies on the fact that no complex
communication link should be created; in addition, a pas-
sive metasurface, if compared to an active device, avoids
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the presence of complex networks for changing loading
capacitors values. In [17], only a metasurface of spe-
cific dimensions was considered (coincident with the one
shown in Fig. 1); in this case, the side of the square meta-
surface is coincident with the diameter of the transmitter
and receiver coils. As demonstrated in [16], this solution
reduces joule losses (that are introduced in the case of
larger metasurfaces, i.e., with a higher number of res-
onators), but once one of the two coils is moved, there is
a significant part of its surface that is projected outside
the metasurface. This led the authors to investigate the
possibility of employing larger metasurfaces that, despite
being characterized by higher power losses, can reduce
performance degradation in case of misalignment.

For this reason, the performances of metasurfaces
of different dimensions are compared, and a procedure
for the optimization of the loading capacitors’ value is
performed.

III. NUMERICAL METHODS

The CAD model of the system, as shown in Fig. 1,
has been created with commercial electromagnetic soft-
ware (Feko suite, Altair, Troy, MI, USA) based on the
Method of Moments. In the full wave model, each coil
of the WPT system (including the unit cells of the meta
surface) terminates in a lumped port. The ports of the
metasurface elements are, in turn, closed on a lumped
capacitor; the port of the driver coil (transmitter) is ter-
minated with a series connection between the generator
and the proper resonant capacitor, while the port of the
receiver is terminated with the resonant capacitor and
resistive load.

A single full-wave simulation (for a given operation
frequency) allows the characterization of the system as
an N-port entity, represented by using the S or Z parame-
ters matrix. In this particular case, N−2 ports are relative
to the lumped loading capacitances of the metasurface
unit cells (used to impose resonance of each resonator
at the selected frequency) while the 2 remaining ports
(labeled as Port 1 and Port 2) are relative to the transmit-
ter and receiver, represented in Fig. 2 as a generator and
a resistive load, respectively.

The rationale behind the choice of finding an equiv-
alent circuit stands in the fact that we are not interested
in the field distribution, but only in the performances of
the system in terms of currents and voltages. Indeed, the
efficiency of the system is calculated as:

η =
Pout

Pin
=

∣∣İ2
∣∣2RL

R
{

Ė İ∗1
} . (1)

Equation (1) applies to the N-port circuit repre-
sented in Fig. 2. A more synthetic representation would
be the usual 2-port circuit, easily obtainable by the same
full-wave model and not considering the capacitors as
external ports, as in the following expression.

 

Fig. 2. N-port circuit representation of the proposed
WPT system: N-2 ports are dedicated to the capacitive
loads of the metasurface unit cells, while the first two are
relative to the transmitting and receiving coils.

η =
RL|Z21|2R{Zin}
|Z22 +RL|2|Zin|2

, (2)

where:
Zin = Rs +Z11 −

Z12Z21

RL +Z22
. (3)

While this synthetic representation would anyway
allow the evaluation of the efficiency as in equations (1)
and (2) and give more insight due to the explicit pres-
ence of the impedance parameters, it will not allow for
an optimization of the capacitances to achieve misalign-
ment compensation.

The calculations on the N-port circuit have been car-
ried out by using the Keysight Advanced Design System
(ADS) software, according to the following steps:

a. evaluation of the performance in case of perfect
alignment between transmitter and receiver, with
the capacitance value optimized to a specific single
nominal value;

b. evaluation of the performances in case of misalign-
ment, with the capacitances set to the nominal value
(as in the previous simulation);

c. optimization the capacitances, with the goal of max-
imizing the efficiency level of the system in pres-
ence of misalignment.

The optimization procedure used in this paper is
directly implemented in the software ADS; the num-
ber of parameters to be optimized is relatively high
(the capacitance of each lumped element present in the
metasurface, ranging from 25 to 81 in the following
results), and the fitness function in equation (2) is rel-
atively flat with a high number of local minima. How-
ever, the obtained results are sound and small differences
in the value of the capacitances (obtained in different
optimization runs) do not significantly affect the results.
The authors also performed a set of Montecarlo analysis
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(not shown here for the sake of conciseness) to verify
how the system is robust towards capacitances variation
due to tolerance, and the outcome confirm the validity of
the results shown below.

IV. RESULTS

The numerical cases reported in this section have
been obtained by employing the commercial tools men-
tioned before; in addition, the system named “test case
#1” has been also implemented in a lab experiment, as
described below. On the contrary, the test cases with
metasurfaces of larger dimensions have been imple-
mented only numerically. All the simulations results are
characterized by a voltage source of amplitude Ė = 1V ,
since the goal of the analysis is to validate the working
principle of the proposal. Both the generator and the load
resistances (Rs and RL respectively) have been chosen
equal to 50Ω.

A. Test case #1: metasurface and coils characterized
by the same dimension

The first results are relative to the experimental
setup proposed in [16], in which the metasurface is a
square slab with the side coincident with the diameter
of the transmitting and receiving coils, fabricated with
a 3D printing process. The slab was engraved with spi-
ral grooves following the unit cells profile thanks to a
commercial 3D printer. Table 1 shows the main geomet-
rical quantities, while Fig. 3 shows the system during the
experiments performed and described in [16].

In this nominal case, the optimal value of the capac-
itances that leads to the higher efficiency level is Cnom =
585pF . A full-wave simulation with all the unit cells
tuned with Cnom has been carried out to obtain the
efficiency (as defined in equations (1) - (3)) and the
power delivered to the load, respectively η = 0.57, PL =
0.37mW .

Later, the same simulation has been performed in the
case of a misalignment of the receiver, where Dy = 6cm
(see Fig. 4).

Table 1: Geometrical quantities of the system
Quantity Value

Tx diameter D = 18cm
Rx diameter D = 18cm
Operating frequency f0 = 6 MHz
Slab thickness l = 5mm
Unit cell conductor diame-
ter

dcopper = 1.4mm

Unit cell average diameter dcell = 40mm
Slab distance from the
transmitter

1.4cm

Number of resonators 5×5

 

Fig. 3. Experimental setup. The metasurface is placed
few millimeters above the driving coil.

Fig. 4. Representation of the WPT system with the mis-
aligned receiver.

In the misaligned configuration, the performances
are summarized by efficiency and power as η = 0.49,
PL = 0.27mW , which is lower with respect to the previ-
ous nominal case.

To improve the performances in case of misalign-
ment, different values of the tuning capacitors are con-
sidered; the optimization procedure has now been set
to optimize every single capacitance. This result in new
values of efficiency and power to the load, respectively
η = 0.52, PL = 0.36mW .

As it is evident from the previous values, the new
capacitances allow a partial recovery both of the effi-
ciency and the power delivery levels.

Figure 5 shows a 5× 5 colormap matrix in which
the values of the capacitances are associated with their
position in the metasurface. At a first glance, it can be
easily noted that in areas of the metasurface not cov-
ered by the misaligned receiver, the capacitance assumes
a higher value, i.e., the single resonator is characterized
by a higher inductive behavior.
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Fig. 5. Values of the tuning capacitors in the metasurface
with 5×5 elements.

B. Test case #2: metasurface side larger than coils
diameters (7×7 elements)

In this second case, the authors simulated the pres-
ence of a slab of wider dimension, i.e., whose side is larger
than the transmitting and receiving coil diameters. The
metasurface is now composed of a 7 × 7 matrix of the
same identical spiral resonators, with the aim of investi-
gating the possibility of an increased capability misalign-
ment compensation. The new test case is shown in Fig. 6,
both in the aligned and in the misaligned configuration.

Fig. 6. WPT system with 7 × 7 metasurface, with the
receiver in aligned position (left) and misaligned posi-
tion (right).

In the nominal case, the optimal value of the
capacitances that leads to the higher efficiency is
Cnom = 598pF ; with all the unit cells tuned with Cnom,
the efficiency and the power delivered to the load, respec-
tively, are η = 0.57, PL = 0.77mW .

The simulation has been replicated in presence of
the same misalignment Dy = 6cm (see Fig. 6). It is worth
noticing that, in this case, the slab 7×7 (characterized
by increased size) covers both the transmitter and the
receiver also in the misaligned configuration, leading to
a potentially higher capability of misalignment recovery.

In this case, the performances are summarized by
efficiency and power as η = 0.52, PL = 0.61mW , that
are lower with respect to the previous nominal case. At
the same time, a newsworthy result is derived: the perfor-
mance decrease is lower if compared to the previous case.

The same optimization procedure has been per-
formed in this case, resulting in new values of the
selected performance parameters, respectively η = 0.56,
PL = 0.59mW .

As it is evident from the previous values, the new
capacitances allow an almost complete recovery of the
efficiency also in the misaligned configuration.

Figure 7 shows a 7×7 colormap matrix in which the
values of the capacitances are associated with their posi-
tion in the metasurface. Again, it is easy to verify that in
the section of the metasurface not covered by the mis-
aligned receiver, the capacitance assumes a higher value.

Fig. 7. Values of the tuning capacitors in the metasurface
with 7×7 elements.

C. Test case #3: metasurface side larger than coils
diameters (9×9 elements)

In the final case shown in this paper, the authors sim-
ulated the presence of a slab of an even wider dimension,
i.e., a matrix of 9× 9 resonators. The new test case is
shown in Fig. 8, both in the aligned and in the misaligned
configuration.

In the nominal case, the optimal value of the
capacitances that leads to the higher efficiency is
Cnom = 607pF ; with all resonators tuned with Cnom the
efficiency and the power delivered to the load, respec-
tively are η = 0.52, PL = 1.3mW .

The same simulations have been performed in pres-
ence of the same misalignment Dy = 6cm (see Fig. 8). In
this case, the performances are summarized by efficiency
and power as η = 0.48, PL = 1.13mW , which are lower
with respect to the previous nominal case. In the present
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Fig. 8. WPT system with 9 × 9 metasurface, with the
receiver in aligned position (left) and misaligned posi-
tion (right).

case, an already observed and interesting trend is con-
firmed: the performance decrease is lower if compared
to the previous cases.

The same optimization procedure has been per-
formed in this case, resulting in new values of the
selected performance parameters, respectively η = 0.51,
PL = 0.59mW .

In this case, the recovery in terms of efficiency is
practically total, even though it is performed at the cost
of a lower power delivered to the load.

Figure 9 shows a 9×9 colormap matrix in which the
values of the capacitances are associated with their posi-
tion in the metasurface. Again, it is easy to verify that in
the section of the metasurface not covered by the mis-
aligned receiver, the capacitance assumes a higher value,
suggesting a systematic behavior that the metasurface
needs to present with the aim of compensating for the
misalignment introduction in a specific direction, thus
confirming what already guess by the authors in [17].

Fig. 9. Values of the tuning capacitors in the metasurface
with 9×9 elements.

D. General comments

The following overall trend can be evidenced:

• The nominal capacitance capable of making the
whole system resonate at f0 = 6 MHz slowly
increases with the dimension of the metasurface.
This is due to the known frequency shifting phe-
nomenon caused by the mutual coupling between
all the metasurface elements. The larger the meta-
surface, the higher the mutual coupling contribution
coming from the surrounding cells.

• An increase of the dimension of the metasurface
above a certain limit, causes a reduction of the
efficiency, because of the joule losses in the high-
number resonators. Moreover, the unit cells far from
the center of the Tx or Rx coils have practically no
effect on the field focusing.

• An increase in the dimension of the metasurface
allows a lower performance degradation in case of
misalignment.

• An increase in the dimension of the metasurface
allows a stronger efficiency recovery when the val-
ues of the capacitances are properly selected.

• The inductive behavior of the single resonators
appearing in case of misalignment (of the areas
of the metasurface not covered by the misaligned
receiver) can be explained by the need of reducing
the current in these particular resonators to redis-
tribute the magnetic field spatial configuration, that
is achieved with an increase of the equivalent induc-
tance.

Considering all the previous points, from the eco-
nomical point of view, the inclusion of a passive meta-
surface in a WPT system does not significantly affect its
overall cost. In case the metasurface is implemented with
the use of varicaps, the main cost increase would be rel-
ative to the varicaps control circuit, but in the authors’
opinion, it will not anyway be comparable with the cost
of the high-frequency AC power supply.

V. CONCLUSION

In this paper the authors investigated the use of pas-
sive metasurfaces as a tool for the compensation of mis-
alignment in wireless power transfer systems. Starting
from a system implemented in the lab, the authors have
simulated metasurfaces of different dimensions and ver-
ified that, when they are properly designed, they can
contribute to the reduction and compensation of perfor-
mance degradation, in case a perfect placement of the
transmitter and receiver coil cannot be guaranteed.
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Abstract – In this paper, we prepare and test a graphene
field-effect transistor with two top gates. The Fermi
energy level of graphene can be adjusted by applying
positive and negative voltages to the two top gates, and
N-type and P-type graphene are formed in the channel re-
gion, thus inducing a graphene p-n junction. The current
model is established using the gradual channel approxi-
mation (GCA) method, and the current and p-n junction
characteristics of the device were obtained by formula
simulations. Based on the principle of p-n junction lumi-
nescence, this device with graphene p-n junction is ex-
pected to achieve terahertz wave radiation with an ap-
propriate optical resonant cavity.

Index Terms – current characteristics, GCA, graphene,
p-n junction, terahertz.

I. INTRODUCTION

Graphene is a two-dimensional material with a hexag-
onal honeycomb-like planar lattice structure. As an
emerging material, graphene is now used in a wide range
of applications. For example, it can be used in electro-
magnetic devices such as various absorbers [1–3], due
to its ability to change impedance by adjusting the bias
voltage; It can be used in transistors [4–6] and antennas
[7, 8] due to its excellent electrical and thermal proper-
ties; And most importantly, graphene materials are inex-
tricably linked to terahertz science due to their unique

band structure and linear dispersion relations. With car-
rier densities in the range of 109-1012 cm−2, the plasma
oscillation frequency of graphene materials lies in the
terahertz band; Zero band gap graphene facilitates the
generation of terahertz waves because the Fermi energy
level in the p-n junction of graphene can be controlled
by changing the gate to produce a smaller effective band
gap encompassing the terahertz band. Terahertz has a
lower wave frequency compared to the infrared and vis-
ible bands, and the terahertz conductance of graphene is
stable when the frequency is changed, approximating the
DC conductance over a wide range [9]; The bipolar elec-
tric field effect of graphene can be changed by applying
an electric field to the Fermi energy level [10], and ad-
justing the Fermi energy level can also be achieved using
light, magnetic fields, and chemical doping. Graphene
has the above terahertz properties and is uniquely suited
for research in the modulation, testing, and generation of
terahertz waves.

Graphene FETs can be structurally classified into
bottom-gate [11], top-gate [11–13], and double-gate type
[14]. In conventional top-gate + back-gate p-n junction
devices, the back gate is far from the graphene layer,
challenging to regulate its Fermi energy level adequately.
We designed a graphene field-effect transistor with 2 sep-
arated top gates in 2014 which was the first implemen-
tation at the time [15]. No one had made a device at the
time, although others had proposed the double top gate
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Fig. 1. Front view of DBR-DG-GFET.

Fig. 2. Top view of DBR-DG-GFET.

structure. Its process does not require excessive energy
injection while safeguarding the channel layer and im-
proving stability. The current-voltage characteristics of
the device are tested, and the results show that the gate
voltage effectively induces the formation of a p-n junc-
tion in graphene, which is consistent with the theoreti-
cal analysis. Therefore, we will generate terahertz waves
based on this gate-controlled p-n junction device in the
future.

II. DESIGN AND WORKING PRINCIPLE

The front view of the device is shown in Fig. 1,
graphene active region is between the dielectric layer
AI2O3 and the substrate. The graphene substrate is 4H-
SiC with a thickness of 500 μm, the source-drain, and
two top-gate metal electrode uses Ti/Au (5/95 nm) al-
loy, the dielectric layer Al2O3 the waveguide SiNx
(120 nm).

The top view of the device is shown in Fig. 2,
graphene dimensions and the effect of graphene dimen-
sions are as follows:

(1) Since only the zero-gap graphene can stably radiate
terahertz photons, the graphene thickness must be
0.34 nm for a single layer.

Fig. 3. Modulation of the Fermi energy level of graphene
by a gate pressure.

(2) The total graphene length L is 260 μm, the distance
between electrodes L1= L2 = 15 μm. The real im-
pact on the output power is the length of the reso-
nant cavity active region L1. The smaller the gate
gap L0 the better but we set it to 30 μm due to the
limitation of O2 plasma etching.

(3) Graphene width W0 is set as 100 μm. This value
is influenced by the integration and fabrication pro-
cess and is mainly determined by the design of the
resonant cavity target

Figure 3 illustrates the Fermi energy level of
graphene changes due to the gate voltage. With the pos-
itive gate voltage attracting electrons, the Fermi energy
level moves upwards; The negative gate voltage attracts
holes, so the Fermi energy level moves downwards,
forming a p-n junction.

III. THEORETICAL CURRENT MODEL OF
DG-GFET

Modeling the empirical channel current of the GFET
helps us to analyze its electrical characteristic [16, 17].
Theoretical calculations are performed using GCA [17,
18] to clarify the operating mechanism of the DG-GFET
under electrical injection.

With the source grounded, VG1 and VG2 are the gate
voltages, and the forward bias voltage VD is applied to
the drain. Figure 4 shows a simplified device area con-
taining only the insulating layer, metal gates, and chan-
nel, and the curve is the voltage drop along the channel.
Both electrons and holes in DG-GFETs have the poten-
tial to become carriers due to the bipolar electric field
effect of graphene, which is different from silicon-based
transistors.

Where x is the length of a position in the chan-
nel area at x, the conductivity σ(x,z) = n, p(x,z) · e.
n, p(x,z) is the number of electrons or holes per unit area.
Q = n, p · e is the charge per unit area, L and W are the
length and width of the channel, respectively. The carrier
mobility defaults to a fixed value μn,p, the conductance
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at a point in the channel

g =
σ (x,z)S (x,z)

L
=

W
L

∫ zi

0
σ (z)dz

=
W μn,p

L

∫ zi

0
e ·n, p(x,z)dz (1)

=
W μn,p

L
|Q(x)| ,

where Q(x) = −Cox[VG −V (x)] is the amount of charge
stored per unit area at x, Cox is the capacitance per unit
area at the channel with Cox = ε · ε0

/
d, ε and ε0 is the

insulation dielectric constant and vacuum dielectric con-
stant, respectively. d is the insulation thickness, where
V(x) is the bias voltage between x and the source. When
dV the voltage varies on each dx, the microscopic ex-
pression for the drain current in the channel is

ID = gL
dV
dx

=
W μn,p |Q(x)|dV

dx

=
W μn,p

L
Cox

|VG −V (X)|dV
dx

, (2)

then integrate from the source (x=0, V(x)=0) to the drain
(x=L, V(x)=VD) [19]

ID =
W μn,p

L
Cox

∫ VD

0
|VG −V (x)| dV. (3)

As shown in Fig. 5 (a), if 0 < VG1< VD, VG2 =
0, the conducting carriers consist of two parts, the side
near the source is electron accumulation, and from the
source to the drain, the electron concentration gradually
decreases to zero, and gradually turns to hole accumu-
lation. Therefore, the drain current is superimposed by
the drift of electrons (represented by black spheres) and
holes (represented by white spheres) under the action of
the drain voltage. Equation (4) is integrated by remov-
ing the absolute value and dividing it into two definition

Fig. 4. Voltage distribution in the channel.

(a)

(b)

(c)

Fig. 5. Three carrier distributions for single gate applied
pressure (a) 0<VG1<VD, VG2=0 (b) VG1>VD, VG2=0
(c) VG2<0, VG1=0.

domains:

ID =
W μn,p

L
Cox

∫ VD

0
|VG −V (x)|dV

=
WCox

L

(
μn

∫ VG

0
[VG −V (x)]dV

+μp

∫ VD

VG

[V (x)−VG]dV
)

(4)

=
W
2L

Cox

[
μnV 2

G +μp (VG −VD)
2
]
.

In Fig. 5 (b), if the conditions VG1 > VD and VG2 =
0 are satisfied, the conducting carriers in the channel are
mainly electrons, and the operating mechanism is pri-
marily electron conduction when the voltage is applied
at the drain. In Fig. 5 (c), if VG2< 0, VG1 = 0, the con-
ducting carriers in the channel are mainly holes, and the
operating mechanism is primarily hole conduction:

ID =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

W
2LCox

[
μnV 2

G +μp (VG −VD)
2
]

0 <VG1 <VD,VG2 = 0
W μn

L Cox

(
VGVD − V 2

D
2

)
VG1 >VD,VG2 = 0

W μp
L Cox

(
V 2

D
2 −VGVD

)
VG2< 0, VG1= 0 .

(5)
As shown in Fig. 6 (a), when positive and negative

voltages of the same magnitude are applied to the two
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(a)

(b)

Fig. 6. Two carrier distributions for double gate applied
pressure. (a) VG|>VD. (b) 0<|VG|<VD.

top gates, and the absolute value of the gate voltage is
greater than the drain voltage, electrons accumulate in
the positive gate voltage region and holes accumulate in
the negative gate voltage region. As shown in Fig. 6 (b),
when positive and negative voltages of the same mag-
nitude are applied to the two top gates, and the absolute
value of the gate voltage is smaller than the drain voltage,
electrons accumulate under the positive gate voltage re-
gion near the source. In contrast, holes accumulate under
the positive gate voltage region near the drain and the
negative gate voltage region. Referring to equation (4),
the case is divided into two definition domains, and the
integration is obtained as follows.

The channel resistance of each segment dR is

dR =
dx
gL

=

(
1

W μn |Qn (x)| +
1

W μp
∣∣Qp (x)

∣∣
)

dx. (6)

The formula for ID is

ID =
gLdV

dx
=

W
L

∫ VD

0

∣∣∣∣∣ μnμp |Qn (x)|
∣∣Qp (x)

∣∣
μp
∣∣Qp (x)

∣∣+μn |Qn (x)|

∣∣∣∣∣dV.

(7)
We get:

ID =

⎧⎨
⎩

t k
1−k

(
VGVD − V 2

D
2

)
, |VG|>VD

t
2 · k

1−k

[
V 2

G +(VG −VD)
2
]
, 0 < |VG|<VD,

(8)
where t =W μnC0x /L, k =μp /μn.

The device parameters are set as follows: ε=9(the
dielectric layer material is Al2O3), W=400 μm, L=60
μm, μn=10000 cm2/V · s, μp=4000 cm2/V · s,
ε0=8.85*10−14F/cm, d=40 nm

t =
W
L

μn
ε0ε
d

≈ 13.3mA/V 2,k =
μp

μn
= 0.4. (9)

By bringing t and k into equations (5) and (8), the oper-
ating current can be calculated for different gate voltage
and bias voltage conditions, and the current characteris-
tics of the device are plotted by Matlab.

Calculations explain the working mechanism of the
device. Figure 7 (a) shows the output characteristic curve
of the device under the single gate applied voltage. Pos-
itive gate voltage induces graphene to form an n-type
semiconductor, and electrons accumulate in the channel
area. When the drain-source bias voltage is small, elec-
trons move toward the channel anode direction, creating
a drift current, corresponding to the first linear region in
the figure. As VD gradually increases to a critical value,
the drift of holes in the channel cannot be neglected. It
moves in the opposite direction of electrons, preventing
the increase of current, corresponding to the saturation

(a)

(b)

Fig. 7. ID-VD Output characteristic curve. (a) Single-gate
applied voltage. (b) Double-gate applied voltage.
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region in the figure. When VD exceeds the critical value,
the hole conductivity in the channel prevails, and the
conductivity type of the channel changes from n-type to
p-type, corresponding to the second linear region in the
figure. Figure 7 (b) shows the output characteristic curve
of the device under the double gate applied voltage, the
positive gate pressure induces the accumulation of elec-
trons in the graphene channel region, and the negative
gate pressure induces the proliferation of holes in the
graphene channel region, and the graphene p-n junction
is formed in the channel region. When VD is small, elec-
trons move toward the positive pole, and holes move to-
ward the negative. Because the electron mobility is much
larger than the hole mobility, the channel still shows elec-
tron conduction. Still, the magnitude of the current is
reduced compared to the single gate voltage, which re-
flects the weakening effect of the electric field built into
the p-n junction on the drift current. Observe that a tran-
sient saturation region arises when the VD gradually in-
creases, and the conduction effects of electrons and holes

(a)

(b)

Fig. 8. ID-VD Double gate output characteristic curve un-
der, (a) different channel lengths L, and (b) different k.

are equivalent at this time; It is worth noting that when
VD increases to a certain level, a negative transconduc-
tance phenomenon occurs, indicating that the gate loses
control of the current, which may be because a large gate
voltage establishes a higher p-n junction barrier and sup-
presses the increase in output current.

According to equation (8), the parameters L and
k=μp/μn were also simulated to provide a reference for
future improvements to the DG-GFET. Figure 8 (a) tells
us that the channel length L should be reduced as much
as the process can achieve. Figure 8 (b) illustrates that
when considering graphene doping, increasing the k
value helps to improve the performance of the device

IV. DEVICE FABRICATION AND TESTING
OF DEVICE

The device is observed under a 30 times microscope,
as shown in, as shown in Fig. 9, and four gold wires are
connected to the device’s drain, source, and gate pins.
The overall fabrication flow of the device is shown in
Fig. 10, here are the details [20, 21]:

(1) Obtain monolayer graphene by thermal decompo-
sition of 4H-SiC under low pressure and high-
temperature environment using the epitaxial growth
method.

(2) Cutting off the excess part of graphene, leaving only
the graphene layer in the target region.

(3) Fabrication of leaky and source metal electrodes
with Ti/Au material, mainly with process steps of
gluing, exposure, development, metal deposition,
and exfoliation.

Fig. 9. Physical view of the device under a 30× micro-
scope.
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Fig. 10. DBR-DG-GFET fabrication steps.

(4) Deposition of Al2O3 media on graphene by atomic
layer deposition (ALD), the ALD process allows
precise control of the deposition thickness and high
quality with fewer impurities.

(5) Growing two top gates with the same Ti/Au mate-
rial, same steps as (3), it should be noted that the
grating is attached to the gate and the size is small,
requiring high precision, so a high level of the fab-
rication process is required.

(6) Deposition of waveguide material SiNx us-
ing plasma-enhanced chemical vapor deposition
(PECVD) as the cavity material of the resonant cav-
ity and coating on the device output port to improve
the device output efficiency.

The potential difference between the gate and
graphene determines the density of the two carriers in
the device channel and whether the conducting type is
electrons or holes. A sizeable forward gate voltage leads
to the accumulation of electrons in graphene to produce
an n-type channel. A sizeable reverse gate voltage leads
to the accumulation of holes in graphene to build a p-
type channel. This feature forms two branches separated
by a Dirac point. After fabrication, electrical tests were
performed on the double-top gate GFET. To obtain its
transfer characteristic curve, the gate voltage VG1= -3V-
3 V, VG2=0 V, and the drain-source VD were 0.1 V and
0.2 V, respectively, to get its transfer characteristic curve,
as shown in Fig. 11. The Dirac point of the intrinsic
graphene is located at 0 V, and a bipolar curve shifted
to the right is obtained because the substrate is heavily
doped silicon, and the Dirac point is situated near 1.8 V,
indicating that the graphene channel is P-type doped.

To eliminate the effect of graphene P-type doping,
the value of the applied positive gate voltage needs to be
greater than the Dirac point so that N-type graphene can
be induced below this gate, thus forming a p-n junction.
The output characteristics are tested by applying an ap-
propriate forward drain voltage. Let VG2 be 1 V and VG1

be 3 V, 4 V, 5 V, and 6 V, and try the output characteristic
curve of the device at the drain-source voltage VD from
0 to 5 V Results are shown in Fig. 12.

Based on the results, when no gate voltage is
applied, i.e., VG1=VG2=0 V, the graphene in the chan-
nel region is a good conductor, and the V-I curve is
linear, as shown by the dashed line in Fig. 12. If there
is no drain voltage, i.e., VD=0, the p-n junction is
in equilibrium, the current is zero, and the balance
is broken after the drain bias is applied; When VD
gradually increases to the critical point of the p-n
junction barrier, the growth trend of current turns; When
VD exceeds the breakdown point of the p-n junction
barrier, the current increases significantly and enters
into another linear growth region. It is worth men-
tioning that when VD increases to a certain degree
a negative transconductance phenomenon
appears, which is due to the large gate
voltage establishing a higher p-n junction
barrier, resulting in a lag in the growth turning
point of output current. Overall, the experimental results
demonstrate that applying an external bias voltage to the
double-top gate device effectively induces graphene to
form a p-n junction.

V. RESULTS AND DISCUSSION

This paper designs and fabricates a graphene p-n
junction device with a double-top gate structure. Com-
paring experimental test data versus simulation results,
the default channel in simulation is pure graphene. The
Dirac point is located at 0 V The gate voltage injec-
tion is positive and negative with equivalent absolute
values. The actual device has a Dirac point shift in the
graphene leading to a difference in the gate voltage set-
ting. The measured data are consistent with the simu-

Fig. 11. Transfer characteristic test curve.
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Fig. 12. Output characteristics test curve.

lation results. When the injected bias voltage is small,
larger the gate voltage causes the graphene channel to
accumulate more non-equilibrium carriers, at which time
the current operating increases linearly with the rise of
the gate voltage; when the bias voltage is raised to the
critical point of breaking through the p-n junction bar-
rier, the trend of current growth turns; When the bias
voltage reaches the p-n junction barrier-breaking point,
the current starts to increase significantly and enters into
the faster linear growth region. A large gate voltage
will increase the barrier height of the p-n junction to a
certain extent, and the negative transconductance phe-
nomenon appears, which suppresses the continuous in-
crease of the current. Since simulation parameters are
less accurate than in perfect theoretical conditions, there
are some numerical errors, but overall the model is quite
reliable.
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Abstract – Honey adulteration is one of the major health
concerns among honey consumers, it is essential to
inspect the quality of honey. One of the methods is to
characterize the honey by using the microwave reflection
technique. A Five-Port Reflectometer (FPR) is proposed
in this work. The microstrip Five-Port ring junction cir-
cuit was designed for multiple frequencies of 0.60 GHz,
2.28 GHz, and 3.47 GHz. The fabricated circuit works
with an analogue-digital converter, open-ended coaxial
sensor, diode detectors and computer to form a complete
FPR measurement system. The reflection measurements
were conducted on Honey Gold and Trigona Honey for
multiple frequencies. The performance of the FPR in s-
parameter measurement was verified by Vector Network
Analyzer (VNA). This study shown that the performance

of FPR in term of reflection measurement has promising
accuracy which is comparable with VNA. The FPR can
be used as an alternative instrumentation system for char-
acterizing pure and adulterated honey.

Index Terms – Dielectric, honey, reflectometer, reflec-
tion, sensor.

I. INTRODUCTION

Honey is sweet, viscous and nutrient-rich that pro-
duced by bees from nectar of plants or honeydew [1]. It
can be used for the treatment of burn wounds and ulcers
[2]. However, honey is overprice due to its health giving
properties and market demand. At the same time, honey
adulteration is a major issue in the honey’s industry.
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This is because only pure honey able to provide anti-
inflammatory and antifungal properties that leads to
precious medicinal values [3].

Conventionally, honey quality is measured by
human sensory method via color, viscosity, smell, and
flavor [4]. However, the human sensory method is not
scientific as it is dependent on subjective judgement
that based on experience of an individual. On the other
hand, chemical analyses, e.g. chromatography [5], high
performance liquid chromatography [6] and mass spec-
trometry [7] were used to characterize the honey. The
chemical analyses require high performance of instru-
ments, time-consuming and high skilled procedures that
limit the measurement in laboratory.

In recent years, microwave technique is widely uses
in characterizing material such as food and agricultural
products. The technique is a non-destructive, simple
and fast processing method that based on the reflection
measurement. On the other hand, the measurement
technique can be easily adapted by an enhanced mea-
surement setup that improve the effectiveness of material
characterization measurement [8]. Food properties can
be considered as a major contributing factor to describe
the reflection between microwaves and food products
[9] which depict the storage and dissipation of elec-
tromagnetic energy [10]. There are plants, foods and
agricultural products have been investigated in past
works that are associated with electrical characteriza-
tion, e.g. sea cucumber [11], corn flour [12], peanut
kernels [13], oil palm fruit [14, 15], vegetation [16],
agri-food [17] and etc. Based on the studies, electrical
properties of food are dependent on the moisture,
frequency, temperature, density and the physical state of
a food [18]. The dielectric characterization had achieved
a great success in the food technology and agricultural
industry which can be associated with the behaviour
of food material. Hence, honey characterization by
using the microwave reflection measurement has a great
development potential for instrumentation system.

II. MATERIALS AND METHODS
A. Development of five-port reflectometer (FPR)

The principle of Five Port Reflectometer (FPR) was
introduced by Riblet and Hansson [20] in 1983 based on
the origin of Six-Port which proposed by Engen in 1977
[19]. The FPR is a low cost and portable alternative to
VNA. It simplifies the circuitry by eliminating one of the
ports in Six-Port which used to detect the power of input
signal. The FPR is feasible when the connected signal
source performs stable [21]. In the FPR, three detection
ports are connected to diode detectors, while another two
ports are connected to power source and sensing port,
respectively. In a five-port algorithm [20], it requires
reflection coefficients (in magnitude) agree with |S11|=

|S22|= |S33|= |S44|= |S55| ≈ 0. In addition, the trans-
mission coefficients (in magnitude) need to agree with
|S21|= |S32|= |S43|= |S54|= |S15|= |S12|= |S23|=
|S34|= |S45|= |S51|= |S31|= |S42|= |S53|= |S14|=
|S25|= |S13|= |S24|= |S35|= |S11|= |S52| ≈ 0.5. All
these requirements must be complied for optimum per-
formance of FPR. Apart from that, the phase difference
between each port must be approximately 120◦ or −120◦
(+240◦).

The FPR’s circuit consists of five ports which can be
designed by using a symmetrical Five-Port ring junction
circuit. The computational electromagnetics techniques
play an indispensable role in the realms of electronics
design and optimisation [22]. Some numerical simu-
lation technologies are required as well to guarantee
its features especially in solving large-scale Maxwell’s
equations [23]. In this work, a multiple frequencies Five-
Port ring junction circuit was designed and simulated
using AWR Microwave Office (MWO) in accordance the
Riblet and Hansson theory. The compliance of the circuit
performance was verified by reducing the mismatch error
between the component parts through the simulation in
MWO. The optimum length, radius corner and width for
the components of ring junction were determined for a
compactness of size.

The simulated circuit consists of the components
of single microstrip transmission line, T-junction, bend-
ing and radius corner microstrip line. The dimensions of
the circuit are tabulated in Table 1 where the length1
(L1), length2 (L2), length (L3), radius 1 (R1), radius
2 (R2) and width (W) are in the unit of μm. The lay-
out is as illustrated in Fig. 1 (a) with a special bending
designed to minimise the size of the five-port circuit. The
dielectric substrate used in this design is Rogers RO3003
high frequency laminates (dielectric constant, εr = 3;
thickness of substrate = 1.52 mm; thickness of copper
cladding = 35 μm). It is a ceramic-filled PTFE com-
posites for use in printed circuit boards in commercial
microwave and RF applications. The schematic diagram
of ring junction circuit in MWO is shown in Fig. 1 (b).
This circuit layout is able to meet the requirements of
Riblet and Hansson Theory for frequency up to 3.5 GHz
with multiple frequency features. Operating frequencies

Table 1: Dimension of circuit
Parameters Specification

(μm)
Length 1, L1 8700
Length 2, L2 2070
Length 3, L3 1280
Radius 1, R1 7600
Radius 2, R2 7000
Width, W 4500
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                             (a)

                              (b)

                                  (c)

Fig. 1. Design and simulation of five-port ring junction
circuit. (a) Circuit layout, (b) schematic diagram, and (c)
fabricated circuit.

for the designed circuit are 0.60 GHz, 2.28 GHz, and
3.47 GHz. These three frequencies have been selected
based on the minimum error observed in the simulated
result. Other frequency band can be designed by adjust-
ing the dimensions of the components in the circuit. Five-
Port ring junction circuit was fabricated as illustrated in
the Fig. 1 (c). The performance of fabricated circuit was
validated using VNA to ensure it has good agreement
with the requirements that stipulated in Riblet and Hans-
son theory.

The reflection coefficient, Γ and the signal detected
at each detection port, qi can be expressed in complex
form as Γ = u+ jv and qi = xi + jyi respectively. Mean-

while, wi =
√

Pi
/

ki(i = 1, 2, 3) is in the real forms
where ki is calibration constant and pi is emerging power
detected at specific port (i = 1, 2, 3). The reflection coef-
ficient can be determined by solving the eqn (1) using the
power detected from each port, i.e. P1, P2, and P3. Mean-
while, k1,k2,k3,x1,x2,x3,y1,y2,y3 are the values which
determined through the calibration procedure.(

P1
k1
− P2

k2
− x2

1 + x2
2 − y2

1 + y2
2

P2
k2
− P3

k3
− x2

2 + x2
3 − y2

2 + y2
3

)
=(

u
v

)T (
(−2x1 +2x2)+(−2y1 +2y2)
(−2x2 +2x3)+(−2y2 +2y3)

)
.

(1)

A Graphical User Interface (GUI) program is devel-
oped by using the Agilent VEE Pro 6.0. The GUI pro-
gram has three modules, i.e., save calibration (save cal),
calibration and measurement. Figure 2 shows the panel
view of the GUI program. The save calibration section
was used to save the measured data of the selected cal-
ibration standards in calibration section. The calibration
procedures are completed when the GUI programming is
performed the correction of the measurement setup via
measured calibration standards data. This includes the
compute of unknown constants of Five-Port calibration
equations. The computed constants are to be used for
the computation of complex reflection coefficient in the
measurement. Calibration needs to be conducted prior to
reflection measurement which it is needed to remove the
systematic error.

The module of measurement can be used after the
calibration is completely conducted. The measurement
to determine the complex reflection coefficient, Γ of
material under test (honeys) in magnitude and phase as
well as in real and imaginary form can be conducted and
controlled by using the ON/OFF Button on the panel of
the GUI program.

Generally, the measurement setup of the FPR con-
sists of a computer (with a GUI program), microstrip
Five-Port ring junction, three Keysight diode detectors,
Mini Circuit microwave signal generator, open-ended
coaxial sensor and PICO analogue-digital converter
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(ADC). The input port of microstrip Five-Port ring junc-
tion is supplied with the microwave signal source. The
test port is connecting to an open-ended coaxial sen-
sor. Meanwhile, the other three ports are connected with
diode detectors to detect and convert the reflected field
strength to be in an electrical voltage form. The detected
analog voltages are then be further transform into a
digital signal by PICO ADC. The developed GUI pro-
gram is used to acquire data, conduct computation of
Five-Port algorithm and calculation of reflection coef-
ficient. Figure 3 illustrates the complete measurement
setup of FPR. The emerging wave due to interaction
of incident and reflected waves are distributed in each
of power detecting ports in five-port circuit. Variation
in reflection coefficient, Γ at test port which connects
with open-ended coaxial sensor attributed to different
reflected wave at power detectingport due to electrical
discontinuity occur during reflection measurement.

Fig. 2. Panel view of Graphical User Interface.

(a)

(b)

Fig. 3. The Five-Port Reflectometer (FPR) (a) Measure-
ment Setup, (b) Measurement diagram.

B. Sample preparation

Two types of pure honey are used, i.e., pure Honey
Gold (‘Lebah Asli’) and pure Trigona Honey(‘Kelulut’)
as shown in Fig. 4. Both honeys are obtained commer-
cially from the Harmony Bee Farm, which is located
in Perlis state, Malaysia. The selected honey samples
are based on the market demand and issue of adulter-
ation in the honey’s industry. In this work, these honeys
act as representatives in general to study the behaviour
and characterization of adulterated honey sample. The
initial water content for both honeys, i.e., pure Honey
and pure Trigona Honey is 18% and 35%, respectively.
The water content was measured through standard oven
drying method [24]. In this method, sample of honey
is poured evenly on a petri dish and the weight were
measured using a precision balance. It was heated in
the oven at 40◦C for 1 hour. Afterward, the weight of
sample was measured again. The process is repeatedly
until the difference between successive heated sample
is insignificant in term of weight. The initial water con-
tent of honey is then calculated using wet basic formula
as follows:

Water content in honey =
(Weight before dry−weight after dry)

Weight before dry x 100.
(2)

In this work, water adulterated and sucrose adul-
terated honey were prepared as sample under test. The
major composition in Honey Gold and Trigona Honey
is sucrose, fructose and glucose. However, the fructose
and glucose have higher nutrition value than sucrose.

(a) (b)

Fig. 4. Pure honey samples: (a) Honey Gold and (b) Trig-
ona Honey.
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In addition, sucrose is cheap in cost. As a result,
sucrose is being used frequently in honey adulteration.
It is very common in food industry. Sucrose can cause
severe hazard to diabetic patient. Sucrose is out of
the range of acceptable Glycemic Index (GI) where
GI is a measure of impact of blood glucose on an
individual [30].

For preparation of water adulteration sample, a 5 ml
of Honey Gold or Trigona Honey was kept in centrifugal
tube with a constant amount. The water was added for a
variation of sample based in the determination of water
content on the weight ratio percentage (% wt/wt). It is
expressed as [25].

Water content(%) =
Ma × (Wi)+Mb

Ma+Mb
×100, (3)

where

Ma = Mass of 5ml of honey which equivalent to 7g

Mb = Mass of distilled (deionized) water (1ml of distilled
water =1g)

Wi = Initial water content (%) of both pure honey
samples

In this work, distilled water with known amount is
mixed with each honey sample. The weight of distilled
water and honeys were measured. The water adulterated
honey samples were prepared at room temperature.

On the other hand, the sucrose adulteration sample
is prepared and studied. Each centrifugal tube is filled
in with a 5ml for different honey samples by using the
syringe (5ml). The sucrose syrup was prepared with var-
ious ratio, i.e., at ratio of 1:1 (20g of sucrose powder:
20g of distilled water) [26]. The sample with 100% indi-
cates the pure sucrose syrup which acts as a control refer-
ence. The ratio of sucrose syrup were prepared by using
the weight ratio percentage concentration by weight. The
determination is expressed as

Weight ratiopercentage(wt/wt) =
Massofsolute(g)
Massofsolvent(g) ×100, (4)

where mass of solute is sucrose powder while the mass
of solvent is deionized distilled water. The ratio of
sucrose syrup is within 10% to 100% and to be mixed
with pure honey samples (0%). To achieved homo-
geneity and dilution of the honey-sucrose mixture sam-
ples prior to measurements, the samples were soaked
in a water bath at 35◦C for at least 20 minutes All
the measurement and samples were measured at room
temperature.

III. RESULTS and DISCUSSIONS
A. Validation of five-port ring junction circuit

The simulated and measured S-Parameters for Five-
Port ring junction are validated and tabulated in Table 2.

The five ports ring junction circuit has three operating
frequencies, i.e., 0.60 GHz, 2.28 GHz and 3.47 GHz. The
simulated S-parameters at all three frequencies have a
good agreement with theoretical result of less than less
than 0.01 and 1.00◦ in magnitude and phase, respec-
tively. At the same time, all three frequencies exhibit
good agreement as indicated in Table 2. The perfor-
mance of S-parameters of fabricated circuits was verified
using a commercial Network Analyzer, Agilent E8362B
PNA. It compares with simulated S-parameters through
AWR Microwave Office. Absolute error of magnitude
and phase of S-parameters through this comparison is
less than 0.1 and 7◦, respectively.

                                                  (a) 

 

                                                   (b) 

Fig. 5. The variation of (a) magnitude (|Γ|), and (b) neg-
ative phase (−ϕ) of reflection coefficient over water con-
tent with various frequencies for Honey Gold.
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Table 2: Comparison between measured and simulated S-parameter (S) in (a) magnitude, |Γ| and (b) phase, ϕ with
various frequency (f)

(a)
f

(GHz)

S

(Mag)
Measure Simulate

Absolute

Error

0.60 |S11| 0.1007 0.0092 0.0915
|S21| 0.4443 0.4933 0.0503
|S31| 0.5358 0.5066 0.0292
|S41| 0.5339 0.5066 0.0273
|S51| 0.4428 0.4933 0.0505

2.28 |S11| 0.0546 0.0122 0.0668
|S21| 0.4771 0.5074 0.0303
|S31| 0.4744 0.4924 0.0161
|S41| 0.4763 0.4924 0.0274
|S51| 0.4805 0.5074 0.0269

3.47 |S11| 0.0146 0.0031 0.0115
|S21| 0.4504 0.5008 0.0504
|S31| 0.4409 0.4992 0.0583
|S41| 0.5061 0.4992 0.0069
|S51| 0.4876 0.5008 0.0132

(b)

f (GHz) S (Phase) Measure (◦)

|Phase Difference|
(Measured) (◦)

Simulate

(◦)

Phase Difference

(Simulated) (◦)

Absolute Error of

Phase Difference

(◦)

0.60 S21 284 113 284 120 7.00
S31 171 164
S41 170 113 284 120 7.00
S51 284 164

2.28 S21 357 242 353 239 3.00
S31 115 114
S41 114 239 114 239 0.00
S51 353 353

3.47 S21 186 113 191 120 7.00
S31 73 71
S41 77 117 71 120 3.00
S51 194 191

B. Adulterated honey reflection coefficient measure-
ment

From the observation of water adulterated honey
measurements as illustrated in Figures 4 and 5, in
average, the measured reflection coefficient magnitude,
|Γ| of the water adulterated honey sample is lower
when the frequency is higher. This can be described by
the complex reflection coefficient, Γ as express in the
eqn (5),

Γ =
ZL−Z0

ZL +Z0
. (5)

The Z0 is the impedance of the coaxial line and
open-ended coaxial sensor, while the load impedance,
ZL can be defined as mismatch impedance of the honey
sample.

The variation of the water content in adulterated
honey causes the mismatch impedance.

Prior to the measurement, the comparison of |Γ|
and ϕ through measurement of known loads indicate
that absolute error of |Γ| and ϕ is less than 0.07 and
9◦, respectively for all the frequencies of interest [27].
Figure 4 (a) shows that the pure Honey Gold has 18%
of water content and exhibit highest |Γ| for frequency
of 0.6 GHz and 2.28 GHz. The pure Honey Gold has
lowest water content (18%) however leads to significant
reflection. It is different from finding in Fig. 5 (a) where
of water adulterated Trigona Honey exhibit the higher
|Γ| when the water content is increasing. It indicates
that level of mismatch impedance is different for both
water adulterated honeys at variation of water content
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at different frequency band. It can be surmised that at
0.6 GHz, the reflection coefficient is decreases with the
increasing of water content for both the pure Honey Gold
and Trigona Honey. On the other hand, at 2.28 GHz
and 3.47 GHz, the increases of water content leads to
a drop of reflection coefficient and followed by a bounce
back when the water content is increasing. This can be
explained by the pure honey’s molecule forming and
interaction of sample mixture to the microwave signal.
The additional of water molecule in honey might lead to
the dispersion of fructose, sucrose and glucose molecule,
as water is important to reduce viscosity of solution. The
water breaks the behaviour of pure honey and lead to
a higher reflection coefficient when the percentage of
water in increasing. Both honeys has slightly difference
behaviour were due to the properties of mineral in the
honey, e.g., the pure Trigona Honey contenting a very
high percentage of Calcium, Potassium, Sodium, Mag-
nesium, Zinc and etc. [28]. These minerals decline the
magnetic effect of a sample when more water content is
added to diamagnetic substance [29].

Figures 4 (b) and 5 (b) show the variation of neg-
ative phase, −ϕ over frequency for Honey Gold and
Trigona Honey, respectively. The −ϕ increase as water
content increases for all frequency band. The increase of
−ϕ were contributed by the addition of water that has
high complex permittivity. The increases of −ϕ indi-
cated that the significant delayed time of incident field
and reflected field occurred. It also suggests that time
delay is lengthened during polarization when frequency
increases. This delay is due to process of polarization and
friction. The dissipated field energy increases with fre-
quency. Subsequently, time delay increases since the dis-
sipation of energy involves mechanism of collision and
friction. Increment of time delay increase lagging phase
shift is shown by the −ϕ in this work.

Apart from water, sucrose is another additive in
honey adulteration. The sucrose adulterated honeys mea-
surements are as illustrated in Figs. 6 and 7. The
Figs. 6 (a) and 7 (a) shown that when the frequency
increases, the |Γ| decreases for both the Honey Gold
and Trigona Honey samples. On the other hand, |Γ|
decreases when sucrose content increases. It can be
noticed that pure honey exhibits slightly lower |Γ| than
sucrose adulterated samples. It implies that the dis-
crepancy of capacitive impedance of pure honey from
characteristic impedance of coaxial line is due to high
inertia of bound fructose (180 grams/mol), water (18
grams/mol) and sucrose (342 grams/mol) molecules.
It increases difficulty of bound molecules in polariza-
tion. Subsequently, it reduces the energy dissipation
rate. When 10% sucrose content was used to adul-
terate honey, additional sucrose molecules is sufficient
enough to present as free molecules and they can be

(a)

(b)

Fig. 6. The variation of (a) magnitude (|Γ|), and (b) neg-
ative phase (−ϕ) of reflection coefficient over water con-
tent with various frequencies for Trigona Honey.

polarized easily. As a result, |Γ| of adulterated honey is
higher than pure honey for sucrose content more than
10% for adulteration. Worth to mention that the |Γ|
of sucrose adulterated Trigona Honey with only 10%
sucrose addition in adulteration could increase dras-
tically to a higher level due to the mineral contents
as explained previously. In addition, sucrose is a dia-
magnetic substance [31] which is similar to the water.
It decreases magnetic effect of minerals in a sample
under test.

Overall, the negative phase, −ϕ of sucrose adulter-
ated Honey Gold in Fig. 6 (b) and Trigona Honey in
Fig. 7 (b) varies insignificantly when sucrose content
increases. The sucrose is heavier than glucose, water and
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(a)

(b)

Fig. 7. The variation of (a) magnitude (|Γ|), and (b) neg-
ative phase (−ϕ) of reflection coefficient over sucrose
content with various frequencies for Honey Gold.

fructose, it has high inertia. This causes great reluctance
in polarization, friction and collision. As a result the vari-
ation of −ϕ is smaller if compared to Figures 4 (b) and
5 (b) for water adulterated samples. Microwave signal
has lower sensitivity towards sucrose content than water
content due to the heaviest molecular weight of sucrose.
It justified that sucrose content bring insignificant effect
to phase measurement.

C. Relationship between reflection coefficient, water
content, and sucrose content

In Table 3, the correlation of water content
and reflection coefficient for each frequency exhibit

Table 3: Mathematical expression for magnitude and
phase in predicting water content (wc) for (a) Honey
Gold and (b) Trigona Honey

(a)

f (GHz)
|Γ|

Equation R2

0.60 |Γ| = −1.384wc3 +
2.400wc2−
1.322 wc + 1.060

0.919

2.28 |Γ| = −3.849wc3 +
6.898wc2−
3.677wc + 1.325

0.972

3.47 |Γ| = −1.605wc3 +
3.156wc2−
1.657wc +1.004

0.814

f (GHz)
−ϕ (Deg)

Equation R2

0.60 −ϕ = 48.56wc + 154.3 0.975
2.28 −ϕ = 146.1wc + 575.3 0.953
3.47 −ϕ = 168.8wc + 873.2 0.899

(b)

f (GHz)
|Γ|

Equation R2

0.60 |Γ| = −1.068wc3 +
2.238wc2 − 1.536wc +

1.170

0.853

2.28 |Γ| = −7.603wc3 +
14.88wc2 − 9.004wc +

2.412

0.977

3.47 |Γ| = −4.159wc3 +
8.260wc2 − 4.928wc +

1.536

0.939

f (GHz)
−ϕ (Deg)

Equation R2

0.60 −ϕ = 32.01wc + 166.4 0.931
2.28 −ϕ = 148.9wc + 553.1 0.946
3.47 −ϕ = 172.4wc + 862.2 0.910

considerable high for both honeys as indicated by the fit-
ting coefficient R2. The R2 is a statistical measure that
represents the proportion of the variance for a dependent
variable that’s explained by an independent variable or
variables in a regression model. The |Γ| are fitted with
cubic polynomial model while the −ϕ are expressed in
linear model. The cubic polynomial model was used in
the |Γ| fitting due to multiple reflections that attributed
to inhomogeneity in sample under test. The multiple
reflections may cause distortion on reflected fields due
to constructive and destructive superposition. However,
it affects linearly towards the −ϕ . It is due to the
extremely high of dipole moment of water molecule that
becomes dominant in determining the −ϕ measurement,



CHENG, SHAHRIMAN, LEE, KHOR, NASIR, BAHARUDDIN, MOHAMAD, MOHD TARMIZI: MULTIPLE FREQUENCIES FIVE-PORT 790

Table 4: Mathematical expression for magnitude and
phase in predicting sucrose content (sc) for (a) Honey
Gold and (b) Trigona Honey

(a)

f (GHz)
|Γ|

Equation R2

0.60 |Γ| = 0.652sc3 − 1.152sc2 +
0.573sc + 0.848

0.772

2.28 |Γ| = 0.209sc3 − 0.404sc2 +
0.097sc + 0.777

0.767

3.47 |Γ| = 1.727sc3 − 2.973sc2 +
1.282sc + 0.612

0.871

f (GHz)
−ϕ (Deg)

Equation R2

0.60 −ϕ = 227.9sc3 - 407.6sc2 +
205.2sc + 155.5

0.809

2.28 −ϕ = 690.4sc3 − 1203sc2 +
564.9sc + 584.0

0.815

3.47 −ϕ = 843.6sc3 − 1514sc2 +
772.7sc + 873.7

0.778

(b)

f (GHz)
|Γ|

Equation R2

0.60 |Γ| = 0.652sc3 − 1.152sc2 +
0.573sc + 0.848

0.772

2.28 |Γ| = 0.209sc3 − 0.404sc2 +
0.097sc + 0.777

0.767

3.47 |Γ| = 1.727sc3 − 2.973sc2 +
1.282sc + 0.612

0.871

f (GHz)
−ϕ (Deg)

Equation R2

0.60 −ϕ = 76.60sc3 − 137.1sc2

+ 66.74sc + 175.1
0.621

2.28 −ϕ = 491.3sc3 − 905.7sc2

+ 464.2sc + 588.8
0.738

3.47 −ϕ = 683.2sc3 − 1217sc2 +
616.0sc + 897.4

0.770

instead of the effect from multiple reflection. As a result,
polarization of water molecule in water adulterated
honey cause linear relationship between −ϕ and water
content.

In Table 4, the |Γ| is similar as in Table 3 where it
expressed cubically over sucrose content. However, the
−ϕ fitting of the sucrose content for both honeys is not
linearly expressed in Table 4. It is different when com-
pare with water adulterated honeys. The sucrose adul-
terated honey shows cubic mathematical expression to
express the −ϕ using sucrose content with consider-
able good of R2(= 0.7). It was due to heavier molecular
weight and smaller dipole moment of sucrose molecule
than water molecule. The extreme dielectric behaviour
of water molecule might divert attention from sucrose

content during the −ϕ measurement over adulteration of
sucrose in both honeys as shown in Table 4. The −ϕ
seem more sensitive than |Γ|. It can be justified by the
high gradient of each mathematical model of −ϕ in func-
tion of water and sucrose content.

The −ϕ of sucrose adulterated honeys is more sen-
sitive in responding to variation of sucrose content than
water adulterated honeys in responding to the varia-
tion of water content. In general, sucrose molecule has
heavier molecular weight than water molecule, but sim-
ilar dipole moment with water molecule. Subsequently,
it leads to high impedance mismatch. The molecular
weight of water and sucrose molecule is 18 g/mol and
342 g/mol, respectively. This phenomenon causes high
sensitivity of −ϕ towards variation of sucrose during
adulteration. Meanwhile, the |Γ| is mostly exhibit higher
sensitivity for water adulterated honeys than sucrose
adulterated honeys.

The relationships of actual water content (awc) and
predicted water content (pwc) as tabulated in Table 5.
The prediction of water content of both honeys can be
acquired through simple mathematical approach. How-
ever, the |Γ| is not able to provide unique solution. It can
be solved by implementing the developed cubic poly-
nomial model as listed in Table 3 via inverse matrix
method. Hence, it can be noticed that the relationship
between awc and pwc is solely presented by one equa-

Table 5: Mathematical models of actual water content
(awc) and predicted water content (psc) for (a) Honey
Gold and (b) Trigona Honey

(a)

f (GHz)
|Γ|

Equation R2

0.60
awc = pwc 1.0002.28

3.47

f (GHz)
−ϕ (Deg)

Equation R2

0.60 awc = 1.020pwc + 0.006 0.999
2.28 awc = 0.960pwc + 0.018 0.954
3.47 awc = 0.901pwc + 0.046 0.900

(b)

f (GHz)
|Γ|

Equation R2

0.60
awc = 0.990pwc + 0.002 0.9972.28

3.47

f (GHz)
−ϕ (Deg)

Equation R2

0.60 awc = 0.929pwc + 0.038 0.926
2.28 awc = 0.950pwc + 0.028 0.944
3.47 awc = 0.907pwc + 0.052 0.920
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Table 6: Mathematical models of actual sucrose content
(asc) and predicted sucrose content (psc) for (a) Honey
Gold and (b) Trigona Honey

(a)

f(GHz)
|Γ|

Equation R2

0.60
asc = psc 1.0002.28

3.47

f(GHz)
−ϕ (Deg)

Equation R2

0.60
asc = 0.997psc + 0.004 0.9992.28

3.47
(b)

f(GHz)
|Γ|

Equation R2

0.60
asc = psc 1.0002.28

3.47

f(GHz)
−ϕ (Deg)

Equation R2

0.60
asc = psc 1.0002.28

3.47

tion for three frequencies. The developed FPR exhibit
R2= 0.9 for both honeys in the |Γ| for predicted real
water content (pwc). Similarly, the |Γ| of sucrose adul-
teration between real and predicted sucrose content
achieve R2= 0.9 for both honeys. Meanwhile, math-
ematical relationships for the −ϕ are well presented
in linear model with R2= 0.8. All linear models pro-
vide unity gradient and null y-intercept. It implies that
the predicted water content (pwc) has good agreement
with actual water content (awc). Likewise, linear mod-
els to relate between actual sucrose content (asc) and
predicted sucrose content (psc) as listed in Table 6 pro-
vide R2= 0.8 with approximate unity gradient and null y
intercept.

To validate the data and ensure the reliability, the
measurements of FPR were compared with the commer-
cial Network Analyzer, Agilent E8362B PNA (vector
network analyzer). The frequency response of measured
|Γ| and ϕ for FPR and PNA are consistent. Absolute
error |Γ| and −ϕ is less than 0.15 and 17◦, respectively
in measurement of water content in honeys. Meanwhile.
the absolute error of |Γ| and −ϕ is less than 0.13 and
14◦, respectively in measurement of sucrose content in
honeys.

In additional to the data used to fit, an additional
experiment has been conducted to verify the correct-
ness of the fitting functions in Tables 3–6. The measure-

ment setup in this work provides an accurate prediction
in terms of water content and sucrose content. |Γ| and
−ϕ are accurate in predicting water content in both hon-
eys with the absolute error < 0.1 and < 25◦. However,
|Γ| has the best agreement where it provides unity gra-
dient and zero y intercept. Withal, |Γ| and −ϕ can also
predict sucrose content accurately for both honeys with
the mean absolute error of 0.04 ± 0.03 and 7.6◦ ± 6.4◦,
respectively. |Γ| and −ϕ exhibit unity gradient and zero
y-intercept. However, −ϕ present the highest sensitivity
towards the variation of sucrose content in honeys [27].
Suffice to say, FPR with developed five ports ring junc-
tion circuit can provide accurate water and sucrose con-
tent prediction for multiple frequencies. The FPR can be
used as an alternative instrumentation system to charac-
terize pure and adulterated honey.

IV. CONCLUSION

The developed ring junction circuit with operating
frequencies of 0.60 GHz, 2.28 GHz and 3.47 GHz. The
simulated S-Parameter at these frequencies comply with
Riblet & Hansson theory. Meanwhile, the measured S-
Parameters through FPR at these frequencies have good
agreement with simulated S-Parameter and has been val-
idated with the VNA measurement. The relationship of
water content (wc) or sucrose content (sc) with |Γ| and
−ϕ were established in mathematical models. The math-
ematical correlation among wc or sc in pure and adulter-
ated honeys with |Γ| and −ϕ were investigated through
coefficient of determination, R2. This work is only based
on a single variable (water or sucrose content). These
two substances are commonly found in the market and
impose a huge impact on the honey industry. Hence, this
work was limited to single variable (either water content
or sucrose content). The multivariable regression analy-
sis is conducted in future work.

In overall, high R2 indicates a good agreement
between the calculation (mathematical model) and mea-
surement in term of reflection coefficient. In addition, wc
and sc can be predicted accurately through |Γ| and −ϕ
using these developed models. The developed FPR can
provides an accurate water and sucrose content predic-
tion for both honeys. The FPR is able to identify pure
and adulterated honey through the investigation of water
and sucrose content. A similar approach can be extended
for other sample of interest which has similar character-
istics to Honey Gold and Trigona Honey.
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Abstract – A novel parallelization of discontinuous
Galerkin time-domain (DGTD) method hybrid with the
local time step (LTS) method on Sunway supercomput-
ers for electromagnetic simulation is proposed. The pro-
posed method includes a minimum number of roundtrip
(MNR) strategy for processor-level parallelism and a
double buffer strategy based on the remote memory
access (RMA) of the Sunway processor. The MNR
strategy optimizes the communication topology between
nodes by recursively establishing the minimum span-
ning tree and the double buffer strategy is designed
to make communication overlapped computation when
RMA transmission. Combining the two methods, the
proposed method achieves an unprecedented massively
parallelism of the DGTD method. Several examples
of radiation and scattering are used as cases to study
the accuracy and validity of the proposed method. The
numerical results show that the proposed method can
effectively support 16,000 nodes (1,040,000 cores) par-
allelism on the Sunway supercomputer, which enables
the DGTD method to solve the transient electromagnetic
field in a very short time.

Index Terms – discontinuous Galerkin method, electro-
magnetic analysis, memory access optimization, sunway
TaihuLight.

I. INTRODUCTION

As one of the most accurate time-domain elec-
tromagnetic field calculation methods, the discontinu-
ous Galerkin time-domain (DGTD) method has higher
numerical accuracy and modeling flexibility than tradi-
tional time-domain methods, such as the finite differ-
ence time-domain (FDTD) method and the finite vol-
ume time-domain (FVTD) method [1–3]. Thus, it is
widely used in the simulation of broadband character-
istics in ultra-wideband (UWB) communication, pulse
radar, time-domain measurement, and electromagnetic
compatibility, etc [4, 5]. In the industrial application of
the DGTD method [1–3, 8, 9], the important key tech-
nologies are multi-scale techniques and the massively

parallelism techniques [10–12]. The common multis-
cale technique of the DGTD method is local time step-
ping (LTS). At present, some research on the thread-level
parallelism of LTS-DGTD [13, 20, 21], which makes the
implementation of the distributed parallelism of LTS-
DGTD is feasible, has been performed. However, LTS-
DGTD does not scale well on the multi-node parallelism
between nodes [13, 14]. The multi-node parallelism is
very common in distributed platforms, such as super-
computers. With the advancement of computer technol-
ogy, supercomputers have reached tens of thousands of
nodes so far [13, 15–17], and the maximum parallel size
of the DGTD method has stopped at hundreds of nodes
[14, 18–20], which makes the DGTD method unsuitable
for electrically large problems on modern supercom-
puters with ever increasing nodes.. Therefore, the mas-
sively node-level parallelism for the LTS-DGTD method
urgentiv.In addition, at the current situation of chip sup-
ply shortage and prohibition, it is necessary to study
the parallelism of China’s domestic processors, such as
SW26010, which composes the Sunway TaihuLight, the
most powerful supercomputer in China [21–26]. Based
on SW26010, a new Sunway CPU has been developed
[27]. The new Sunway CPU expands the computing
processing element (CPE)’s local data memory (LDM)
from 64KB to 256 KB and improves the bandwidth
of the LDM controller. At the same time, the remote
memory access (RMA) technology, which is one of the
most attractive technological advances of the new Sun-
way CPU is introduced for the communication between
CPEs. The new Sunway supercomputer composed of the
new Sunway CPU, will be possible achieves 1000 PFlops
[28]. However, there is no research on the DGTD method
with the new Sunway CPU.

To solve these problems, this paper proposes a
novel parallelism of the LTS-DGTD method for Sun-
way supercomputers. The proposed method has a min-
imum roundtrip strategy to improve the scalability
of node-level parallelism of the LTS-DGTD method,
and a double-buffer parallelism with RMA of LTS-
DGTD method for the new Sunway supercomputer. The
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double-buffer strategy is efficient for reducing the com-
puting time in-cores and improves the communication
efficiency of the LTS-DGTD in CPEs. These two pro-
posed strategies enable the LTS-DGTD method to be
implemented on the new Sunway supercomputer suc-
cessfully and efficiently.

II. THE FORMULATION OF
DISCONTINUOUS GALERKIN

TIME-DOMAIN

The Maxwell’s equation in 3D space [4] is:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

∇×H = ε
∂E
∂ t

+J

∇×E =−μ
∂H
∂ t

∇ ·D = ρ

∇ ·B = 0,

(1)

in which E, H, D and B are the electric field intensity,
magnetic field intensity, electric flux density, and mag-
netic flux density, respectively; ε is permittivity and μ
is permeability, and J is the electric current density; ρ is
the electric charge density. E and H are approximated as:

E =
np

∑
i

Ei(t)Ni

H =
np

∑
i

Hi(t)Ni,

(2)

where Ni denotes the basis function, Ei(t) and Hi(t) are
the time depent coefficients of basis function Ni, np is the
number of basis functions. In this study, the 0.5, 1 and 2
order hierarchical basis functions of [6] are used.

Following the Galerkin finite elements approach [1]
to the curl operators of equation (1) without J, it can be
written as:⎧⎪⎪⎨

⎪⎪⎩

∫
Ω

∇×H ·Nidν =
∫

Ω
ε

∂E
∂ t

·Nidν

∫
Ω

∇×E ·Nidν =−
∫

Ω
μ

∂H
∂ t

·Nidν ,
(3)

where Ω is the calculation domain divided into tetrahe-
drons. According to [1], with integration by parts, the
weak forms of equation (3) are:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∫
Ω

ε
∂E
∂ t

·Nidν −
∫

Ω
∇×Ni ·Hdν =

∫
Γ
(n̂×H) ·Nids

∫
Ω

μ
∂H
∂ t

·Nidν +
∫

Ω
∇×Ni ·Edν =

−
∫

Γ
(n̂×E) ·Nids,

(4)

where Γ is the boundary of Ω, and n̂ is the normal vector
located on Γ. The DGTD method introduces numerical
fluxes to substitute for the right-terms, i.e., integration

over the tetrahedron interfaces.We fthe procedure set out
in [7] to deal with the right-terms of equation (4): solv-
ing the Riemann problem under the Rankine-Hugoniot
condition yields an expression for the upwind flux:

n̂×Hi = n̂× ZiHi +Z jH j

Zi +Z j
+ n̂× n̂× Ei −E j

Zi +Z j

n̂×Ei = n̂× YiEi +YjE j

Yi +Yj
− n̂× n̂× Ei −E j

Yi +Yj
,

(5)

where j is the adjacent tetrahedron of tetrahedron i, the

wave impedances of i and j are Zi =
1
Yi

=

√
μi

εi
and

Z j =
1
Yj

=

√
μ j

ε j
, respectively. For anisotropic Maxwell

equations, it is necessary to deal with the tensor matri-
ces of permitivity and permeability, which has been well
solved in [4] and [5]. The isotropy semi-discrete form
with upwind flux is shown as:

∫
Ω

ε
∂Ei

∂ t
·Nidν −

∫
Ω

∇×Hi ·Nidν =

∫
Γ

(
n̂× Z j(H j −Hi)

Zi +Z j
− n̂× n̂× Ei −E j

Zi +Z j

)
·Nids

∫
Ω

μ
∂Hi

∂ t
·Nidν +

∫
Ω

∇×Ei ·Nidν =

−
∫

Γ

(
n̂× Yj(E j −Ei)

Yi +Yj
+ n̂× n̂× Hi −H j

Yi +Yj

)
·Nids,

(6)

which can be written as matrix forms as:

εM
∂ Ẽi

∂ t
= SH̃i+

4

∑
f=1

(
khFΓ f

(H̃ j − H̃i)− veGΓ f
(Ẽ j − Ẽi)

)

μM
∂ H̃i

∂ t
=−SẼi−

4

∑
f=1

(
keFΓ f

(Ẽ j − Ẽi)+ vhGΓ f
(H̃ j − H̃i)

)
,

(7)

where Ẽ and H̃ denote vectors composed by Ei and
Hi in the integral domain, respectively, the flux coeffi-

cients are kh =
Z j

Zi +Z j
, ke =

Yj

Yi +Yj
, ve =

1
Zi +Z j

and

vh =
1

Yi +Yj
, M is the mass matrix, S is the stiffness

matrix,F and G are the flux matrices. Those matrices can
be summarized:
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M =
∫

Ω
Ni ·Nidv

S =
∫

Ω
∇×Ni ·Nidv

F =
∫

Γ
n̂×Nk ·Nids, (k = i|| j) (8)

G =
∫

Γ
n̂× n̂×Nk ·Nids,(k = i|| j) .

Those linear equations defined in one tetrahedron or
a subdomain of Ω avoid composing a large sparse matrix.

Applying the explicit leapfrog (LF) scheme [10] to
deal with the time derivative of equation (7), we have:

μM
H̃n+ 1

2
i − H̃n− 1

2
i

Δt
=−SẼn

i −
4

∑
f=1

(
keFΓ f

(Ẽn
j − Ẽn

i )+ vhGΓ f
(H̃n− 1

2
j − H̃n− 1

2
i )

)

εM
Ẽn+1

i − Ẽn
i

Δt
= SH̃n+ 1

2
i +

4

∑
f=1

(
khFΓ f

(H̃n+ 1
2

j − H̃n+ 1
2

i )− veGΓ f
(Ẽn

j − Ẽn
i )

)
,

(9)

where Δt is the size of time step, Ẽ and H̃ differ by half
a time step. Following the CFL condition, the maximum
time step size is limited by the smallest element.

The size of the smallest and biggest element is
always large in practice, so that the time step size is too
short for most elements which leads to a huge number of
time steps. The LTS-DGTD method in [2] is:

μM
H̃

n+ 1
2p

i − H̃
n− 1

2p
i

Δt/
p

=−SẼn
i −

4

∑
f=1

(
keFΓ f

(Ẽn
j − Ẽn

i )+ vhGΓ f
(H̃n− 1

2
j − H̃n− 1

2
i )

)

εM
Ẽ

n+ 1
p

i − Ẽn
i

Δt/
p

= SH̃
n+ 1

2p
i +

4

∑
f=1

(
khFΓ f

(H̃
n+ 1

2p
j − H̃

n+ 1
2p

i )− veGΓ f
(Ẽn

j − Ẽn
i )

)
,

(10)
in which p = 3M−N , M is the number of levels and N is
the level of i. The minimum element size between lev-
els varies by three times and the time step size is three
times either. This greatly reduces the total amount of cal-
culation. However, this scheme has a higher error in 3D
space than in 2D space, so that the interpolation method
is used on the different time step fields between adjacent
elements of different levels to obtain pseudo time steps.

This paper uses an interpolation method as follows:

ui
n+Tj =

Δt j

Δti
(ui

n −ui
n−Ti), (11)

where u is field and Tj is the time step size of element
j, Ti is the time step size of element i. The computation
work is shown in Fig. 1. The ratio of time step sizes of
level1, level2 and level3 is 1:3:9. Pseudo time steps of
higher level are obtained by equation (11) and provided
to lower level, the stability of this scheme is proven in
[1]. Obviously, the acceleration of LTS is determined by
M and the number of elements in different levels.

Fig. 1. Computation work of LTS-DGTD with interpo-
lation, E and H are pseudo electric and magnetic field
obtained by equation (11), respectively.

III. THE MINIMUM ROUNDTRIP
STRATEGY FOR LTS-DGTD

Thread-level LTS-DGTD parallelism is very easy to
implement due to the independence of the element in
equation (10). When updating the electric and magnetic
fields, it only depends on the fields of i and j in the pre-
vious time step. As for processor-level parallelism, equa-
tion (10) can be written as:

μM
H̃

n+ 1
2p

i −H̃
n− 1

2p
i

Δt/p
=−SẼn

i −

x
∑

f=1

(
keFΓ f

(Ẽn
j − Ẽn

i )+ vhGΓ f
(H̃

n− 1
2p

j − J̃
n− 1

2p
i )

)
−

y
∑

g=1

(
keFΓg

(Ẽn
j − Ẽn

i )+ vhGΓg
(H̃

n− 1
2p

j − H̃
n− 1

2p
i )

)

εM
Ẽ

n+ 1
p

i −Ẽn
i

Δt/p
= SH̃

n+ 1
2p

i +

x
∑

f=1

(
khFΓ f

(H̃
n+ 1

2p
j − H̃

n+ 1
2p

i )− veGΓ f
(Ẽn

j − Ẽn
i )

)
+

y
∑

g=1

(
khFΓg

(H̃
n+ 1

2p
j − H̃

n+ 1
2p

i )− veGΓg
(Ẽn

j − Ẽn
i )

)

,

(12)
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where x is the number of elements belong to the local
processor and y is the number of elements belong to adja-
cent processors. Γg is the boundary adjacent with another
processor.

When the LTS-DGTD method executing on a
distributed platform, the communication is performed
between the adjacent processors which always are
defined on a host core of nodes. In this paper, the mes-
sage passing interface (MPI) is used to support the com-
munication between nodes. The logP [24] model is the
most popular topology of distributed platforms, and its
structure is shown in Fig. 2.

Fig. 2. The structure of massively distributed platform.
Processor is defined on cores, and NIC is the network
interface controller.

The running time of the logP model is:
T = Tc +Tm, (13)

where Tc is the time of calculation, Tm is the time of
communication. The computational time complexity of
LTS-DGTD in each iteration step is determined by the
number of elements of LTS levels. Communication time
complexity Tm can be expressed as

Tm =
R

∑
n=1

Pn

Sn
, (14)

where Sn is the network bandwidth, R is the number
of roundtrips between nodes and Pn is the amount of
data transmission per roundtrip. Sn can be considered
a constant when data transmitting continuously between
nodes. The memory of each node is accessed locally for
the storage structure of the logP model, non-dependent
processors do not influence each other while communi-
cating, thus they can communicate at the same time. We
should select nodes that communicating at the same time
to reduce the number of roundtrips, so a minimum num-
ber of roundtrip (MNR) strategy is proposed to solve this
problem.

As the global graph shown in Fig. 3, the number in
a node represents the rank of a processor, the edge indi-
cates the communication between two processes. Obvi-
ously, simple graph sorting cannot obtain the MNR.
Referring to the Kruskal algorithm [29], only each inde-
pendent subtree is saved in the process while finding the

minimum spanning tree (MST), the number of indepen-
dent subtrees is the MNR. This algorithm for finding
MNR of the LTS method is MNR-LTS algorithm which
has four steps as follows.

Fig. 3. The minimum number of roundtrips strategy and
the graph of communication. The weight of edge is its
roundtrip among the communication, the red circles indi-
cate that the processor communicates in this roundtrip
and the yellow circles indicate that the processor does
not communicate.

Step 1 Mark the weights of edges in the graph as 0,
set the current roundtrip as 1.

Step 2 Pick all unconnected edges in the graph,
remark the weight of those edges as current roundtrip.

Step 3 Remove the picked edges of the previous step
and create a new graph, add one to current roundtrip.

Step 4 Repeat steps 2 and 3 until all edges are
remarked. These four steps are performed in every LTS
levels, sum of all LTS levels roundtrip is the final num-
ber of roundtrips. The weight of an edge is the roundtrip
of the communication between the processors connected
by this edge. Since this graph is a bipartite graph above
send and receive, the MNR should be twice the current
roundtrip. Because the graph topology of nodes exists
naturally, this method can be used on most distributed
computers, such as distributed computing systems and
supercomputers.

IV. PARALLELISM ON SUNWAY
SUPERCOMPUTERS

The most classic Sunway many-core CPU is
SW26010, which is based on the Alpha framework and
composed of four core groups (CG). Each CG contains a
management processing (MPE) and an 8 × 8 CPE clus-
ter. Each CG has 8G of share memory space and can be
accessed by the primary and secondary cores, while each
CPE core has a separate LDM sized 64KB. The CPE core
reads the LDM quickly, but because the local memory
space is too small, it needs to communicate with the host
memory using the direct memory access (DMA).

The task division of inner-chip is important for Sun-
way manycore CPU. The structure of Sunway CPU is
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shown in Fig. 4, MPE broadcast the tetrahedrons and
matrices to CPEs, and LDM receives them. However, the
bandwidth of the interface is not optimal thus the com-
munication between MPE and CPEs is slow. The con-
ventional method to solve this problem is using DMA
to transmit data. On the new general Sunway supercom-
puter, there is a better method to improve the communi-
cation efficiency of MPE to CPEs.

Fig. 4. Structure of SW26010 and new general Sunway
CPU.

When LDM transmits data, MPE uses DMA chan-
nel to transfer data from main memory to local mem-
ory, which is suspended from the core processor and
allows access to parts of local memory that are not
data transferred for operation. At the RMA double-buffer
(RMA-DB) strategy, the received CPE memory buffers
are divided into two parts when transferring data from
one core to another through CPE inter-communication
on CPEs. The two buffers are used to transfer and calcu-
late data alternately to achieve the effect of communica-
tion masking, which hides the transmit time behind the
computation time as Fig. 5 shows. At the same time, the
application of MNR strategy to control process-level data
exchange between the core groups improves the parallel
efficiency and is suitable for large-scale parallel comput-
ing.

It should be noted that although the RMA-DB strat-
egy can hide the communication time behind the calcula-
tion time, the MPE to LDM still consumes a lot of time,
which is caused by the Sunway CPU architecture.

V. NUMERICAL RESULTS AND ANALYSIS

Firstly, a radiation problem is considered to test
the LTS-DGTD method with RMA-DB strategy. Patch

Fig. 5. Transmit data by RMA and DMA. In proposed
method, buffer 1 and buffer 2 transfer data using RMA
alternately. The stagnant stream denotes there is nothing
to do at that moment.

Table 1: Running time of the proposed method
Kernel LTS MPE CPEs Cluster RMA-DB

level time(s) time(s) time(s)

Update Level1 263.1 148.2 81.4
E Level2 295.5 156.3 85.2

Level3 1845.6 945.8 443.7
Update Level1 262.5 147.8 80.9
H Level2 296.0 155.2 86.8

Level3 1845.2 946.1 443.3

antennas are widely used in mobile communication and
miniaturized radars, so in this paper a rectangular patch
antenna is used to demonstrate the accuracy and effi-
ciency of the proposed method. The rectangular patch
is 22.7091 mm × 30.1615 mm, treated as perfect elec-
tric conductor (PEC), the size of the dielectric substrate
is 34.92 mm × 38.65 mm × 3 mm and its relative per-
mittivity is 4.5. A modulated Gaussian pulse in 2GHz
to 6 GHz excites the coaxial wave port at the bottom of
the antenna, inner and outer radius of the coaxial line
are 0.44 mm and 1.5 mm, respectively. The coaxial line
makes the antenna mesh has multi-scale size, there is
no sparse matrix solver that can use RMA-DB strategy
on the new sunway supercomputer for the time being,
thus, the LTS-DGTD method is suitable for this problem.
According to the wavelength of 4 GHz, 52,755 tetra-
hedrons were obtained through meshes discretisation,
which is partitioned into 3 LTS levels in LTS-DGTD,
the time step sizes are from 0.0602 ps to 0.5418 ps. The
geometry and mesh of the patch antenna are shown in
Fig. 6.

The S-parameter of the LTS-DGTD method on CPU
and Sunway processor are exhibited in Fig. 7, the result
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Fig. 6. The model and mesh of patch antenna. (a) Front,
top, and side views of the model; (b) Top and bottom
meshes.

of commercial software Ansys-HFSS is also proposed
in Fig. 7. Its obviously that the accuracy of the proposed
method on CPU is similar to that on Sunway. To show the
efficiency of the RMA-DB strategy, the running time of
different parts of the proposed method is summarized in
Table 1, the update E is the first stage of Eq. (12) and the
update H is the second stage of Eq. (12). With the RMA-
DB strategy, CPEs has 4.15 acceleration than MPE, that
demonstrates the efficiency of the RMA-DB strategy.
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Fig. 7. Transmit data by RMA and DMA. In proposed
method, buffer 1 and buffer 2 transfer data using RMA
alternately. The stagnant stream denotes there is nothing
to do at that moment.

Secondly, a slot antenna is used to demonstrate
the performance of MNR strategy on homogeneous dis-
tributed computers. The geometry of the antenna is
shown in Fig. 8. This antenna is excited by a coax-
ial wave port with the modulated Gaussian pulse in
15 GHz to 17 GHz. The antenna model is discretized into
1101096 tetrahedrons and is simulated by the DGTD-
LTS method with MNR strategy on a homogeneous
distributed computer. The homogeneous computer has
16 nodes, each node has 72 cores (Intel Xeon Gold
6140 @ 2.30GHz). The 120, 360, 720 and 936 cores
cases employ 2, 6, 12 and 13 nodes, respectively. Cores
are executed as threads by OpenMP. The Fig. 9 shows
the gain obtained by the MNR strategy and the FDTD
method. The calculation details of the original method
and MNR strategy are given in Table 2. Compared
with the original method, the MNR strategy significantly
improves computational efficiency, and as the number of
nodes increases, the acceleration becomes more obvious.

Fig. 8. Geometry of the slot antenna.
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Fig. 9. Gain of the slot antenna obtained by the MNR
strategy and FDTD method.

To show the performance of MNR strategy on super-
computers, a scatter analysis of an automobile is consid-
ered. The analysis of radar scattering can be regarded as
a typical case of the electrically large-scale target sim-
ulation, similar analysis can be aimed at aircrafts, ships



801 ACES JOURNAL, Vol. 37, No. 7, July 2022

Table 2: Computational Performance of the slot antenna
Number of

cores

Time of orig-

inal (min)

Time of MNR

(min)

Speedup

120 143.07 136.55 1.05
360 56.95 47.44 1.20
720 34.10 24.75 1.38
936 29.07 19.67 1.48

Table 3: Computational Performance of automobile
Method Number of

Roundtrips

Time (s) Speedup

Original 7590 8895.6 1
MNR 341 354.1 25.1

and other targets. The size of the automobile is 5.20 m ×
1.82 m × 1.55 m, for the convenience of calculation, the
shell of the car is regarded as PEC, the interior of the car
is vacuum, and the tire is non-conductive rubber, which
is regarded as microwave absorbing material. The plane
wave with frequency of 800 MHz to 1200 MHz illumi-
nates the car from front to back. Waves with this fre-
quency band can attenuate slowly and propagate to dis-
tant place. To prove the efficiency of MNR strategy in the
case of multiple nodes, this example is simulated by the
Sunway TaihuLight supercomputer. The Sunway Taihu-
Light supercomputer has 4 SW26010 CPU per node and
the SW26010 CPU has 65 cores [26].

The model is divided into 3,188,485 tetrahedrons
and the LTS-DGTD method simulates this model with
1600 nodes (6400 processors) on the Sunway Taihulight
supercomputer. To confirm the accuracy of the proposed
method, the results of using and not using MNR strategy
are compared and shown in Fig. 10. The normalized elec-
tric fields of the automobile from 3 ns to 14 ns obtained
by the proposed method are shown in Fig. 11. In order
to analyze the performance of MNR strategy, the cal-
culation details are given in Table 3. Its obviously that
the MNR strategy reduces the number of roundtrips by
22.3 times and improves the speed of data transmission
by 25.1 times, and this result verifies the effectiveness of
MNR strategy.

Slot antenna array always have high working fre-
quency and strongly resonance, its transient characteris-
tic is hard to be simulated by classical numerical method.
There a slot antenna array to highlight the validity of
the two proposed methods is shown. The array size is
0.34115 m × 0.018477 m × 0.35456 m and its work-
ing frequency band is 15.9 GHz–17.9 GHz, the curved
slots make the model have multi-scale characteristics.
Absorb boundary condition (ABC) is used to terminate
the air box. A modulated Gaussian pulse from 14 GHz
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Fig. 10. Comparisons of electric field between the LTS-
DGTD method with and without the MNR strategy.

Fig. 11. Normalized electric field of the automobile from
3 ns to 14 ns proposed by the LTS-DGTD method with
MNR strategy.

to 19 GHz is applied into a coaxial port which loaded
at the bottom of the array. The model is divided into
19,320,201 tetrahedrons, whose number of unknowns is
386,404,020. The proposed method partitions the mesh
into 5 LTS levels and the time steps are from 0.0243 ps
to 1.9683 ps.

The proposed method is excuted with 4000 nodes (4
processors per node) on the new Sunway supercomputer,
Fig. 12 shows the normalized directivity of 16GHz pro-
vided by measurement and the proposed method in plane
yoz, and Fig. 13 shows the 3D directivity of the array and
its transient electric fields at 1.5ns, 2ns and 3ns, which is
helpful for us to analyze the excitation mode and design
of slot antennas. The iteration time and strong scalabil-
ity efficiency are presented in Table 4. The results show
that the proposed method can achieve 73.8% parallel effi-
ciency [24] when extended to 1040000 cores of 16000
processes, which expands the scale of the LTS-DGTD
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Table 4: Computational Performance of automobile
Number of

procs

Number of

cores

Time of

update (s)

Efficiency

1600 104,000 809.5 100.0
3200 208,000 409.8 98.7
6400 416,000 225.1 89.9
16000 1,040,000 109.6 73.8
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Fig. 12. Normalized directivity of slot antenna array in
plane yoz.

method from hundreds of nodes to tens of thousands of
nodes, and can effectively support its operation on mod-
ern supercomputers.

VI. CONCLUSION

In this paper, a high-performance parallelism of
the LTS-DGTD method on China’s homegrown Sunway
supercomputers is proposed for the transient electromag-
netic analysis. The MNR strategy is applied to reduce
the communication roundtrip between multi-nodes sys-
tem for the LTS-DGTD method, and a newly double-
buffer strategy is employed to make the communication
overlapped computation in CPEs with RMA transmis-
sion. Several numerical examples are used to demon-
strate the performance and efficiency of the proposed
method, which include the transient simulation of auto-
mobile, antenna and antenna array with analyzed on the
Sunway TaihuLight and the new Sunway supercomputer.
Numerical results show the parallel efficiency of the pro-
posed method is 73.8% from 1600 nodes to 16000 nodes,
which can be quite important for the application of the
LTS-DGTD method in industrial simulation. At the same
time, the MNR strategy in the proposed method can also
be used on multi-node supercomputers other than Sun-
way supercomputer.

Fig. 13. Normalized directivity of slot antenna array in
plane yoz.
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Abstract – Tuning a microwave filter is a challeng-
ing problem due to its complexity. Extracting coupling
matrix from given S-parameters is essential for ?lter
tuning and design. In this paper, a deep-learning-based
neural network namely, a convolutional neural network
(CNN) is proposed to extract coupling matrix from S-
parameters of microwave filters. The training of the pro-
posed CNN is based on a circuit model. In order to
exhibit the robustness of the new technique, it is applied
on 5- and 8-pole filters and compared with a shallow
neural network namely, radial basis function neural net-
work (RBFNN). The results reveal that the CNN can
extract the coupling matrix of target S-parameters with
high accuracy and speed.

Index Terms – convolutional neural network, coupling
matrix, deep learning, microwave filters, parameters
extraction.

I. INTRODUCTION

Microwave filters are widely used in all types of
electronic systems [1, 2]. Tuning of microwave filter is an
inevitable process in the design procedure of microwave
filters. For the case of coupled resonator filter, extracting
of the coupling matrix from the required S-parameters
can be viewed as an inverse problem for microwave
filters.

Therefore, accurate solution of the inverse prob-
lem (extraction of coupling matrix) is crucial. However,
it is extremely difficult to solve this inverse problem
directly [3, 4]. Traditionally, the coupling matrix of the
microwave filter is extracted by adopting the Cauchy
method [5] or vector fitting [6]. However, these meth-
ods need to be repeated for many iterations in different
conditions. Consequently, the process of filter design suf-
fers from the time-consuming and complicated parame-
ters extraction.

Neural network (NN) has been recognized as
a powerful tool in microwave modeling and design
[7–10]. Some conventional (shallow) NN techniques
have been developed to extract the coupling matrix
[11–13]. However, these techniques are not suitable
for high-dimensional (many input variables) problems
because data generation and model training become too
complicated. A deep NN is applied to the parameter
extraction of microwave filter [14]. However, there are
too many layers in the deep NN, which make the train-
ing process complicated.

On the other hand, convolutional neural network
(CNN) is a variant of deep network framework and
achieves remarkable success on image and face recog-
nition [15, 16]. Recently, it has gained much attention in
the microwave field [17, 18]. It has unique capabilities
of extracting underlying nonlinear features of input data.
Two main advantages, sparse connectivity and shared
weights, enable CNNs to have small numbers of param-
eters during learning and, hence, high training speed.
Motivated by the inherent advantages of the CNN, it
has been incorporated into coupling matrix extraction
[19, 20].

In all the above NN methods, the training data is
generated using full-wave electromagnetic (EM) model
through simulation or measurement which becomes
impractical when large training data is needed. Further-
more, the cost of training data generation increases expo-
nentially with the number of input variables. Therefore,
collection of training data using EM-based model to
cover the interested input parameter range over a fre-
quency band can be an overwhelmingly time-consuming
task. Different from EM models, circuit models are used
for all kinds of electronic designs. They are usually
straightforward to build, and fast to evaluate.

In this paper, a CNN is used to extract the cou-
pling matrix of ideal (target) S-parameters based on a
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Fig. 1. Equivalent circuit of an N-coupled resonator fil-
ter [24].

circuit model. The CNN first extracts the features of S-
parameters by using convolution layers and pooling lay-
ers, which are then mapped to the coupling matrix by
full connection and output layers. To validate the effec-
tiveness of the proposed CNN, it is applied on 5- and 8-
pole microwave filters. The proposed CNN model is able
to extract the coupling matrix of the ideal S-parameters
with high accuracy and speed compared with a radial
basis function neural network (RBFNN) [21–23] which
is shallow (non-deep) NN.

II. CNN FOR CIRCUIT MODEL-BASED
COUPLING MATRIX EXTRACTION

The circuit model-based equation that relates the
coupling matrix M and filter S-parameters is given
by [24]

S11 = 1+2 jR1[γI− jR+M]−1
11

S21 =−2 j
√

R1R2[γI− jR+M]−1
N1 , (1)

where γ = (f 0/BW)((f /f 0) – (f 0/f )), f, f 0, and BW are the
frequency, filter center frequency, and filter bandwidth,
respectively, N is the filter order, I is N × N identity
matrix, M is the N × N symmetric coupling matrix, R

is an N × N matrix with all entries being zero except
[R]11 = R1 and [R]NN = R2, and R1 and R2 are the fil-
ter’s input and output coupling parameters, respectively,
as shown in Fig. 1.

Figure 2 shows the CNN model for extracting the
coupling matrix. The input to the CNN is the required
vectors |S11| and |S21|, representing the scalar magni-
tudes of the two S-parameters at R frequency points in
the required frequency range. Therefore, the total num-
ber of inputs is 2R. In the present case, the number of
the frequency points R = 2001. The output of the CNN
is the vector of nonzero coupling parameters Mnz.

In order to generate the training and validation data
of CNN, we assume a tolerance of ±0.5 for every
ideal nonzero coupling parameter. We then use 12,500
(10,000 for training and 2500 for validation) uniformly
distributed random samples in this range for coupling
parameters. For each sample of coupling parameters, eqn
(1) is used to obtain the corresponding S-parameters.
By swapping the data of coupling parameters and S-
parameters, we can get the training and validation data

|S11|

CNN Mnz
|S21|

Fig. 2. The circuit model-based CNN for coupling matrix
extraction.

for the coupling parameters extraction model. In the
same way, the trained CNN is tested by the ideal set of S-
parameters (corresponding to the ideal Mnz that is never
used in the training), then the extracted Mnz is compared
to the ideal one.

III. THE PROPOSED CNN STRUCTURE

CNNs have one or more convolutional and pooling
layers to learn the discriminative features from the input
data. After all the convolutional and pooling layers, these
learned features are then aggregated to the vectors by the
fully connected (FC) layers for the regression task [25].

After many simulation trials, it is found that the
CNN structure that provides the best accuracy is detailed
in Table 1. First, the total 4002 inputs are reshaped into a
2 × 3 × 667 input image. Then, there are three convolu-
tional (Conv) layers and three maximum pooling (Max-
Pool) layers. Each convolutional layer is followed by a
pooling layer to reduce the dimension of network param-
eters. The first convolutional layer comprises eight fea-
ture maps. The number of feature maps at each convo-
lutional layer is twice the previous layer, i.e., there are
16 and 32 feature maps in the second and third layers,
respectively. The size of the feature map in each convo-
lutional layer is fixed at 2 × 2. All convolutional layers
have a stride of 1 and “same” padding. All pooling lay-
ers have a size of 2 × 2, stride 2, and “same” padding.
After the sequence of convolutional and pooling layers,
there is a single FC layer with 50 nodes followed by the
output layer with a number of nodes equal to the number
of nonzero coupling parameters. In order to avoid over-
fitting during training, a dropout operation with a rate of
50% is used at the end of the convolutional and pool-
ing layers. The activation functions used in the convo-
lutional layers and the FC layer are rectified linear unit
(ReLU) and exponential linear unit (ELU), respectively.
Since this is a regression problem instead of a classifi-
cation problem, no activation is used at the output layer
(linear activation).
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Table 1: The proposed CNN structure
Layer Size Nodes Stride Padding Activation

Input
(image)

– (2×3×667)
= 4002

– – –

Conv1

2×2

8 1

Same

ReLU
MaxPool1 – 2 –

Conv2 16 1 ReLU
MaxPool2 – 2 –

Conv3 32 1 ReLU
MaxPool3 – 2 –

50% Dropout
FC – 50 – – ELU

Output – Length{Mnz} – – Linear

IV. EXAMPLES

To verify the performance of the CNN-based cou-
pling matrix extraction, it is applied on 5- and 8-pole
microwave filters. The Adam (adaptive momentum) opti-
mization algorithm [26] is used to update the network
weights and the loss function used for this network is
the mean squared error. The initial value of the learn-
ing rate is 0.001. During the training, the learning rate is
decreased by a rate of 0.1 each 40% of number of epochs.
The batch size is 40 and number of epochs is 10. To fur-
ther verify the performance of the CNN, it is compared
to that of the RBFNN. Both NNs have the same number
of inputs (4002) and outputs (Length{Mnz}) as well as
the same size of training and validation datasets (10,000
and 2500, respectively). In all examples, the filter’s input
and output coupling parameters are assumed to be equal,
i.e., R1 = R2.

A. 5-Pole filter

In this example, we use the proposed CNN to
develop a parameter-extraction model for a 5-pole
dielectric resonator filter with a 3.4-GHz center fre-
quency and a 54-MHz bandwidth [24]. The nonzero
coupling parameters are Mnz = [R1 M12 M14 M23 M34
M45]T with their ideal values shown in Table 2. Table
2 also shows the extracted coupling values by RBFNN
and CNN. It can be seen that the values of CNN are
much closer to the ideal ones than those of RBFNN. The
used shallow RBFNN has only one hidden layer with
300 neurons and cannot represent this high-dimensional
input–output relationship effectively. Our proposed CNN
modeling technique is suitable for this high-dimensional
modeling problem.

Figure 3 shows the S-parameters corresponding to
the coupling values in Table 2. As can be seen, there
is a perfect agreement between the responses from the
ideal and extracted coupling matrix of CNN compared
with RBFNN, that is, owing to the capability of CNN
to extract the hidden features in the input data, S-
parameters, automatically. On the other hand, because
the RBFNN is shallow, it cannot strengthen the net-

Table 2: The ideal and extracted coupling values by
RBFNN and CNN for a 5-pole filter

Mnz RBFNN CNN Ideal

R1 1.1098 1.1345 1.1330
M12 0.8138 0.8659 0.8660
M14 −0.1450 −0.2525 −0.2520
M23 0.7389 0.7942 0.7920
M34 0.5287 0.5946 0.5950
M45 0.8594 0.9006 0.9010

Table 3: The ideal and extracted coupling values by
RBFNN and CNN for 8-pole filter

Mnz RBFNN CNN Ideal

R1 1.2206 1.2415 1.2420
M12 0.8977 0.9387 0.9380
M23 0.5882 0.6300 0.6310
M27 −0.0110 −0.0172 −0.0180
M34 0.5313 0.5729 0.5760
M36 0.0034 0.0637 0.0660
M45 0.4549 0.5193 0.5190

work training process by reconstructing the input S-
parameters.

B. 8-Pole filter

The second example involves the parameter-
extraction of an 8-pole elliptic-function filter with 30-
MHz bandwidth centered at 3 GHz [27]. The nonzero
couplings are R1, M12, M23, M27, M34, M36, M45, M56,
M67, and M78. However, the coupling matrix of this fil-
ter is dual-symmetrical meaning that it is symmetrical
w.r.t. its anti-diagonal as well as its diagonal [28]. There-
fore, M12 = M78, M23 = M67, and M34 = M56. Conse-
quently, the output of NNs is Mnz = [R1 M12 M23 M27
M34 M36 M45]T . Table 3 shows the ideal as well as the
extracted coupling values by both NNs with their corre-
sponding S-parameters shown in Fig. 4.

According to Table 3 and Fig. 4, a very good match
between the ideal and extracted coupling parameters
by CNN along with an excellent agreement between
the responses from the ideal and extracted coupling
matrix by CNN have been achieved, compared to
RBFNN. This again proves that the CNN is much
more accurate than the RBFNN for coupling matrix
extraction.

Table 4 shows the training time as well as the per-
centage root mean square error (RMSE) between ideal
and extracted couplings by NNs for 5- and 8-pole fil-
ters. It can be seen that the CNN modeling for the extrac-
tion of coupling matrix is with much higher accuracy and
shorter training time than the RBFNN modeling.
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Table 4: Percentage RMSE and training time of RBFNN
and CNN for 5- and 8-pole filters

NN 5-Pole filter 8-Pole filter

Training
Time

RMSE
(%)

Training
Time

RMSE
(%)

CNN 39 s 0.1413 38 s 0.2260
RBFNN 19.6 min 7.7997 17.7 min 6.3894

(a)

(b)

Fig. 3. The responses calculated by the coupling values
in Table 2: (a) Return loss and (b) insertion loss.

Moreover, our proposed circuit model-based CNN
can provide parameter-extraction solutions instantly,
while the full-wave EM model-based methods can take
hours to extract the solutions by repetitively simulat-
ing/measuring the filter during optimization iterations.

(a)

(b)

Fig. 4. The responses calculated by the coupling values
in Table 3: (a) Return loss and (b) insertion loss.

V. CONCLUSION

A circuit model-based CNN is proposed to extract
coupling matrix from S-parameters. The results show
that the proposed CNN method can be used reliably to
perform the parameter extraction for microwave filters.
Compared to the shallow NN, the deep-learning-based
CNN is much more accurate and faster in extracting the
coupling parameters. Unlike the full-wave EM model-
based methods, our proposed CNN model does not need
to simulate and/or measure the filter iteratively. Once
the CNN model is developed, it can be used to quickly
extract the coupling parameters of microwave filters.
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Abstract – In many applications, the radiating elements
of the used antenna may be configured in the form of
a one-dimensional linear array, or two-dimensional pla-
nar array or even random array. In such applications, a
simple optimization algorithm is highly needed to opti-
mally determine the excitation amplitudes and phases
of the array elements to maximize the system’s perfor-
mance. This paper uses a convex optimization instead of
other complex global stochastic optimizations to synthe-
size a linear, planar, and random array patterns under pre-
specified constraint conditions. These constraints could
be either fixed beam width with the lowest possible
sidelobe levels or fixed sidelobe level with narrower
possible beam width. Two approaches for array pat-
tern optimization have been considered. The first one
deals with the problem of obtaining a feasible mini-
mum sidelobe level for a given beam width, while the
second one tries to obtain a feasible minimum beam
width pattern for a given sidelobe level. Both optimiza-
tion approaches were applied to the linear, planar, and
random arrays. Simulation results verified the effective-
ness of both optimization approaches and for all consid-
ered array configurations.

Index Terms – beam width minimization, convex opti-
mization, linear array, planar array, random array, side-
lobe level minimization.

I. INTRODUCTION

In most antenna array applications, low sidelobe
levels with narrow beam width patterns (i.e., maximum
directivities) are critical to minimize the undesirable
effects of the interfering and noise signals that may cause
false target indications and degrade the overall system
performance. Generally, the radiating elements of the
antenna arrays can be arranged as a one-dimensional
linear array, two-dimensional planar array, or even
random array configurations. In the linear and planar
arrays, the inter-element spacing is usually regular and
uniform, while in the random arrays they are irregular
and non-uniform. Unlike the linear arrays where their

radiation patterns can be scanned either on the azimuth
or elevation angles, the radiation patterns of the planar
arrays can be simultaneously scanned to any angle in the
azimuth and elevation planes. Thus, planar arrays are
most widely used in practice due to their advantages and
versatility [1].

The regularly spaced and uniformly excited linear
and planar arrays have many good radiation character-
istics such as narrow beam width, good directivity, and
simple excitation weight vector, but they suffer from high
sidelobe levels (SLLs) which are about −13.2 dB. Such
high SLLs may cause many problems with false tar-
get indications. Usually, the beamwidth, sidelobe level,
and many other array pattern characteristics can be con-
trolled by adjusting one or more of the following array
design parameters; geometrical layout of the array ele-
ments, the excitation phases, and amplitudes of the array
elements, inter-element spacing, and the elementary pat-
tern of each element [2]. In this work, the excitation
amplitudes and phases were used to design the linear and
the planar arrays. Whereas in the random arrays, first the
inter-element spacing is determined randomly, then, the
excitation amplitudes and phases of the random elements
were optimized to get the required array pattern.

In the literature, many researchers have studied these
design parameters and found that the SLL can be reduced
by tapering the excitation amplitudes of the array ele-
ments. Therefore, many tapers based on deterministic
approaches have been suggested such as Dolph, Tay-
lor, triangular, and raised cosine, to name just a few
[2, 3]. Specifically, the Dolph-Tschebyscheff approach
suggested a certain distribution for the element excita-
tions such that the corresponding array pattern has a min-
imum widening factor in the beam width for a given side-
lobe level. In other words, as the beam width decreases,
the side lobe level increases and vice versa. Although
these tapering methods successfully reduced the side-
lobe levels, these good results came at the cost of widen-
ing the beam width. Thus, there was always a trade-off
between the required sidelobe level and the desired beam
width pattern [4].
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In an attempt to maintain the beam width unchanged
while reducing the sidelobe levels, several simple ana-
lytical and numerical methods were presented in [5–7]
where the excitation amplitudes and phases of just two
side elements in the linear array were controlled. Then,
the method was further extended to the planar arrays
where the excitation amplitudes and phases of the bound-
ary elements were modified to achieve the required radi-
ation pattern [8].

On the other hand, many optimization techniques
such as genetic algorithm [9], particle swarm optimiza-
tion [10], simulated annealing [11], differential evolution
algorithm [12], and others [13] have been also used for
array synthesis. However, the computational complexity
of these globally optimized methods is high, especially
when dealing with relatively large arrays.

Interestingly, the problem of the array synthesis with
a feasible minimum sidelobe level for a given beam
width or vice versa can be successfully solved by using
convex optimization methods. First, by converting the
problem into convex, then the optimal solution becomes
much easier and faster than that of other global optimiza-
tion methods. In fact, many array synthesis scenarios are
convex in nature and they can be simply solved with-
out recalling other complex optimization methods such
as genetic algorithms [14, 15] or Modified Seagull opti-
mization [16, 17].

In this paper, the convex optimization [18] was
applied to the linear, planar, and random arrays to obtain
the desired radiation patterns where the excitation ampli-
tude and phase of the individual array elements are
optimized. To proceed with the optimization process,
two constraint strategies were suggested. The first one
includes the finding of the feasible minimum sidelobe
level for a given beam width pattern, while the other one
includes the finding of the feasible minimum beam width
pattern for a given sidelobe level. The effectiveness of
both strategies in designing linear, planar, and random
arrays was fully illustrated and verified.

II. THE CONVEX OPTIMIZED METHOD

A regularly spaced two-dimensional rectangular
planar array composed of N rows and M columns of
isotropic radiating elements are considered. The ele-
ments are distributed uniformly on the xy plane with sep-
aration distances dx =

λ
2 and dy =

λ
2 in the x and y direc-

tions, respectively. For uniformly spaced linear arrays,
the array size will be either N ×1 or M×1 according to
the considered axis. In general, the array factor of two-
dimensional elements can be given by:

AF(θ ,φ) =
N

∑
n=1

M

∑
m=1

wnm

e j 2π
λ [(n−1)(dxsin θ cos φ+βx)+(m−1)(dy sinθ sinφ+βy)], (1)

where λ is the wavelength at the operating fre-
quency, θ and φ are the elevation and azimuth angles,
respectively, and βx = − 2π

λ dxsin(θ0)cos(φ0), βy =

− 2π
λ dysin(θ0)sin(φ0) are the progressive phase shifts in

the x and y directions, respectively. θ0 and φ0 are the
steered angles. Finally, wnm represents the amplitude and
phase excitations of the (n,m) element.

For random arrays, the elements are randomly
located along the x and y-axes and the inter-element
spacing is irregular. Thus, (1) can be rewritten as:

AF (θ ,φ) =
N

∑
n=1

M

∑
m=1

wnm

e j 2π
λ [(n−1)(xn,msin θ cos φ+βx) +(m−1)(yn,m sinθ sin φ +βy)],

(2)
where xn,m and yn,m are the random locations of the (n,m)
element. From (1) and (2), it is clear that the total number
of adjustable excitation elements, wnm, is N ×M which
is quite large, especially for large arrays. Thus, the uses
of global stochastic optimizations such as genetic algo-
rithms are associated with high complexity and slow con-
vergence. Further, in many cases, the optimal solution
may not require such a highly complex-global optimiza-
tion algorithm since the searching space may be convex.
Therefore, such problem can be solved efficiently by the
convex optimization where the unknown array excita-
tions, wnm, constitutes a set of linear functions on a con-
vex space.

The convex optimization problem is formulated
as the determination of the excitation amplitudes and
phases of the array elements such that the resulting radi-
ation pattern satisfies one of the following two cases.

Case 1: Obtaining feasible minimum sidelobe level

for a given beam width

In this case, the convex optimization minimizes the
sidelobe level outside the beamwidth of the array pattern
and it has unit sensitivity at the target direction to avoid
any distortion in the main beam peak. These constraints
are written as follows:

|AF(θ ,φ)| is minimum, (3)
Subject to:

AF
(
β x,β y

)
= 1, (4)

|AF(θ i,φ i)| ≤ SLL, −90o ≤ θ i ≤−ΩBW and

ΩBW ≤ θ i ≤ 90o, (5)
where SLL is the feasible starting value of the sidelobe
level in the elevation plane for a fixed value of azimuth
angle, and ΩBW is the required first null to null beam
width in the elevation plane. The constraint in (4) aims at
preserving the unit gain in the target direction, while the
constraint in (5) is for obtaining the feasible minimum
sidelobe level for a given beam width pattern.
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Case 2: Obtaining minimum beam width pattern for

a given sidelobe level

In this case, the optimized array pattern is designed
such that it has unit sensitivity at the desired target direc-
tion, satisfies the constraint on the sidelobe level out-
side the main beam, and minimizes the beamwidth of the
array pattern. The results of applying these two cases are
shown in the following section.

III. SIMULATION RESULTS

In this section, many examples are presented and
investigated by means of computer simulations to assess
the performance of the described optimization methods.
Matlab software has been used to obtain the results. In
the first example, a uniformly spaced linear array with
a total number of elements equal to 36 (i.e., N=36 and
M=1) spaced by λ

2 is considered. The required first null
to null beam width (FNBW) of the optimized array pat-
tern was chosen to be equal to that of the standard uni-
formly excited linear array with 36 elements which is 5◦,
(ΩBW = 5o). Note that the FNBW of the optimized array
is restricted to be as narrow as that of the standard uni-
formly excited linear array while solving for the feasible
minimum sidelobe level. The target direction is assumed
to be known and equals 0◦. In this case, the excitation
amplitudes and phases are optimized such that the cor-
responding array factor complies with the imposed con-
straints according to (3), (4), and (5). Figure 1 shows the
radiation pattern of the optimized linear array and its ele-
ment locations. For comparison purposes, the radiation
pattern of the standard uniformly excited linear array is
also shown in this figure. From this figure, it is found that
the FNBW of the optimized array is exactly equal to that
of the standard uniformly excited linear array, and the
feasible minimum sidelobe level was −31.8 dB which is
much lower than that of the standard uniformly excited
linear array, −13.2 dB. The optimized excitation ampli-
tudes and phases are shown in Fig. 2.

 
 
 
 
 
 
 
 
 

Fig. 1. Optimized pattern of the linear array with 36×1
elements for ΩBW =5◦ (left) and its element locations
(right).

In the second example, a uniformly spaced planar
array with N ×M = 6× 6 elements is considered. Note

 
 
 
 
 
 
 
 
 

Fi 2 E i i li d d h f h i i d li
Fig. 2. Excitation amplitudes and phases of the optimized
linear array whose pattern is shown in Fig. 1.

that the total number of the array elements in all array
configurations (linear, planar, and random) was fixed to
36 elements. Again, the same optimization constraints as
in the previous example were imposed to obtain the fea-
sible minimum sidelobe level for a given narrow beam
width, ΩBW = 5o. The pattern of the optimized planar
array and its element locations are shown in Fig. 3,
whereas the excitation amplitudes and phases are shown
in Fig. 4. In this case, the feasible minimum SLL was
−8 dB which is higher than that of the standard uni-
formly excited linear array, −13.2 dB. Nevertheless,
much lower SLL can be obtained for larger values of
beam widths.

 
 
 
 
 
 
 
 
 
 

Fig. 3. Optimized pattern of the planar array with 6×6
elements for ΩBW = 5◦ (left) and its element locations
(right).

 
 
 
 
 
 
 
 
 
 

Fig. 4. Excitation amplitudes and phases of the optimized
planar array whose radiation pattern is shown in Fig. 3.

In the third example, a randomly spaced planar array
with N ×M = 6× 6 elements is considered. Again, the
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beam width constraint was ΩBW = 5oas in the previous
examples. The results for the optimized random array
are shown in Fig. 5. From this figure, it can be seen
that the feasible minimum sidelobe level was −7.7 dB
which is also higher than that of the standard uniformly
excited linear array, −13.2 dB. Nevertheless, much lower
SLL can be obtained for wider beam width as shown
in Fig. 6 (a) where the beam width was varied from
ΩBW = 3o to ΩBW = 20o and the corresponding feasi-
ble minimum SLL was recorded. For these values of
beam widths, the directivities of the three array config-
urations were also plotted as shown in Fig. 6 (b). From
these two figures, it can be seen that the linear array
gives the feasible minimum SLL and higher directivity.
This is mainly because the linear array configuration has
wider space diversity than the planar and random arrays,
thus, narrower beam width and better directivity can be
achieved. Moreover, the feasible minimum SLL can be
significantly reduced with an increase in the given

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) (b) 

(d) (c) 

Fig. 5. (a) Optimized pattern of the random array with
6×6 elements for ΩBW = 5◦, (b) its element locations,
(c) excitation amplitudes, and (d) phases.

 
 
 
 
 
 
 
 
 
 

(a) (b) 

Fig. 6. (a) Variation of minimum SLL and (b) directivity.

In the next example, a feasible minimum beam
width pattern for a given SLL is investigated where the
SLL was fixed at −30 dB, and a feasible minimum beam
width for linear, planar, and random arrays was com-
puted as shown in Fig. 7 to Fig. 9. From these figures,
it can be seen that the feasible minimum beam width
for linear, planar, and random arrays was ΩBW = 4o,
ΩBW = 11o, and ΩBW = 11o respectively for given SLL
= −30 dB.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) (b) 

(c) (d) 

Fig. 7. (a) Optimized pattern of the linear array with
36×1 elements for SLL = −30 dB, (b) its element loca-
tions, (c) excitation amplitudes, and (d) phases.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) (b) 

(d) (c) 

Fig. 8. (a) Optimized pattern of the linear array with 6×6
elements for SLL = −30 dB, (b) its element locations, (c)
excitation amplitudes, and (d) phases.
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(a) (b) 

(c) (d) 

Fig. 9. (a) Optimized pattern of the random array with
6×6 elements for SLL = −30 dB, (b) its element loca-
tions, (c) excitation amplitudes, and (d) phases.

Finally, Fig. 10 shows the variations of the minimum
feasible beam width and the directivities for different
values of the given SLL. It can be seen that the higher
SLL results in a narrower beam width. These results
fully confirm the effectiveness of the convex optimiza-
tion algorithm for designing linear, planar, and random
arrays.

 
 
 
 
 
 
 
 
 
 
 (a) (b) 

Fig. 10. (a) Variation of minimum SLL and (b) directiv-
ity.

IV. CONCLUSION

Convex optimization has been used effectively to
obtain the desired radiation patterns of the linear, planar,
and random arrays by optimizing the excitation ampli-
tudes and phases of the array elements subject to either
finding the minimum possible sidelobe level for a given
beam width pattern or finding the minimum possible
beam width for a given sidelobe level. From the results of
the linear, planar, and random array configurations, it has
been shown that a much lower SLL can be obtained for

higher beam width values at the cost of lower directivi-
ties. Moreover, the performance of the linear arrays was
found to outperform in terms of minimum feasible SLL
for a given narrow beam width compared to the other two
configurations. This is mainly due to the linear array has
wider space diversity. On the other hand, the three array
configurations perform well and provide feasible mini-
mum beam width for relatively high SLL. These results
fully confirm the capability of the suggested two opti-
mization constraint methods.
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Abstract – This work analyzes the temperature effects
on microwave circuits by employing a novel field-circuit
hybrid multiphysics simulation. Firstly, the multiphysics
simulation is implemented by solving the coupled
governing equations including Poisson equations, semi-
conductor transport equations, and thermodynamic equa-
tions; then, the multiphysics simulation is incorporated
into circuit analysis; finally, the circuit simulation
results are integrated into the finite-difference time-
domain (FDTD) simulation by equivalent sources. In this
manner, a field-circuit hybrid multiphysics simulation
method is presented. Taking two different microwave
rectifiers operating at S- and C-band as examples, tem-
perature effects are analyzed by the proposed approach.
Simulation results are in good agreement with measured
values, demonstrating the accuracy and applicability of
the proposed approach. The presented method more suit-
ably reveals the temperature effects on the rectifier.

Index Terms – field-circuit hybrid simulation, multi-
physics, Schottky diode rectifier, temperature effects.

I. INTRODUCTION

It is well known that temperature has a major
impact on the performance of semiconductor devices
and circuits. This is attributable to the fact that temper-
ature changes the effective carrier density, electron and
hole mobility, and material properties of semiconductor
devices, thereby affecting the performance of the entire
circuit [1].

With the development of wireless power transmis-
sion, research on microwave rectifiers has attracted con-
siderable attention as a key component of converting
space electromagnetic energy into DC. Thereby, the tem-

perature effects caused by the injection of high-power
microwave energy into the rectifier cannot be ignored.
The accurate and efficient simulation of the tempera-
ture effects requires solving more challenging multi-
physics problems [1–3]. Currently, multiphysics simu-
lation of semiconductor devices has become a reality.
Since multiphysics simulation can better describe the
operation of semiconductor devices under various condi-
tions and more accurately predict their physical effects,
the multiphysics analysis of semiconductor devices and
circuits has received increasing attention in recent years
[2]. Abundant research on the electrothermal behaviors
of semiconductor devices and circuits, characterized by
combining multiple physical equations including elec-
tromagnetic fields, semiconductor transport, and thermo-
dynamics, is already available [3–6]. However, the mul-
tiphysics simulation of semiconductor devices is very
complicated and time-consuming. Considering the sig-
nificant time and memory requirement, even for the next-
generation computer systems, it is almost impossible to
accomplish the temperature analysis of entire microwave
circuits [7].

So far, research works on temperature effect simula-
tion of the whole microwave circuit are very rare. In gen-
eral, microwave circuits could be analyzed using either
frequency- or time-domain full-wave simulation method
[8]. However, in dealing with nonlinear semiconduc-
tor devices, time-domain methods enjoy the advantage
of allowing for the direct analysis of field-circuit inter-
actions without resorting to harmonic balance or port
extraction methods [9]. Since FDTD method remains a
popular choice for solving many electromagnetic prob-
lems, because of its versatility and ability for dealing
with complex geometries, materials, and environments
[10–12]. Thus, in the authors’ previous work, a physical
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model-based field-circuit hybrid simulation method was
proposed, and a good agreement between rectifier sim-
ulation and measurements was obtained. However, the
temperature effects on the microwave rectifier were not
taken into account in order to simplify the simulation
process [13]. Since microwave rectifiers usually work
under high frequency and/or large signals, the temper-
ature effects cannot be ignored. Therefore, the presented
research extends previous work by coupling the mul-
tiphysics simulation of semiconductor devices to field-
circuit hybrid simulation based on FDTD. To this end,
the multiphysics simulation is implemented by solv-
ing the coupled governing equations including Poisson
equations, semiconductor transport equations, and ther-
modynamic equations; then the multiphysics simula-
tion is incorporated into circuit analysis; finally, the cir-
cuit simulation taking into account multiphysics is cou-
pled to FDTD simulation by equivalent sources. In this
manner, this paper presents a hybrid field-circuit multi-
physics simulation approach. The presented simulation
approach is applied to analyze the temperature effects of
microwave rectifiers operating at S- and C-band frequen-
cies and a series of experiments are conducted to validate
the approach.

This approach not only characters the behaviors of
microwave rectifiers under large signal conditions but
also predicts its temperature effects. A further obvious
advantage is that the hybrid solution scheme reduces
the computational burden significantly, enabling system-
level circuit simulation and analysis of temperature
effects.

II. THE HYBRID FIELD-CIRCUIT
SIMULATION APPROACH BASED ON

MULTIPHYSICS

The size of semiconductor chips is on the micro-
or nano-scale, while the size of device packages and
microwave circuits may be on the millimeter scale
or larger. Assuming the FDTD field-circuit simulation
adopts the unified grid discretization, then the required
calculations resources are prohibitively large to accom-
plish the simulation. While the field-circuit simula-
tion based on an equivalent source can easily integrate
the equivalent circuits simulation into full-wave FDTD
simulation, greatly reducing the computational burden.
Therefore, in order to address the temperature effect
analysis problem of microwave rectifiers, this paper cou-
ple multiphysics simulation of the semiconductor device
to the circuit simulation, and integrate them into the
FDTD simulation by equivalent sources, presenting a
more accurate and effective hybrid simulation approach.
This section provides an introduction to the multiphysics
simulation of semiconductor devices and their coupling

with circuits, as well as the field-circuit hybrid multi-
physics simulation based on equivalent sources.

A. Multiphysics analysis and simulation for semicon-
ductor devices

The physical model of semiconductor devices is
established based on the geometrical structure and manu-
facturing process and represented by parameters such as
the device’s junction width, gate length, channel thick-
ness, etc. Semiconductor devices are often thermally sen-
sitive, and multiphysics simulations that include temper-
ature effects more accurately model carrier transport and
characterize device behaviors.

For numerical analysis of semiconductor devices, a
series of low-order approximate equations can be derived
from electromagnetic field theory and semiconductor
physics. Among them, the drift-diffusion model (DDM)
is the most widely used semi-classical model. Up until
now, DDM successfully simulate the semiconductor car-
rier transport phenomenon under non-isothermal con-
ditions, thereby basic equations are Poisson Equation,
current continuity equation, and drift-diffusion equation
[14, 15]:

ε∇2ϕ = q(p−n+Nt) , (1)

∂n/∂ t = q−1∇Jn +G−R, (2)

∂ p/∂ t =−q−1∇Jp +G−R, (3)

Jn = μnkB(T ∇n+n∇T )+qμnn∇ϕ, (4)
Jp =−μpkB(T ∇p+ p∇T )+qμp p∇ϕ, (5)

where ε,q and ϕ denote the material permittivity, elec-
tronic chargeand electrostaticpotential, respectively; Nt ,
n and p denote the doping, electron and holes density,
respectively. G and R denote carriers generation rate and
recombination rate, respectively. Jn and Jp denote the
electron and the hole current density, respectively; T,kB,
μn and μp denote the temperature, Boltzmann constant,
electron and hole mobility, respectively [1].

To analyze the temperature effects on semiconduc-
tor performance in microwave power circuits, in addition
to DDM, the multiphysics simulation of semiconductor
devices should contain the heat conduction equation and
equations containing temperature-dependent characteris-
tic parameters [16]:

ρc ·∂T/∂ t = ∇[k(T )∇T ]+g, (6)
g = (Jn + Jp + ε∂E/∂ t) ·E +REg, (7)
n2

i = n0p0 = NcNv exp(Eg/kBT ) , (8)

μn,p(T ) = μ0
n,p (T/T0)

−α /
[
1+(E/Ec)

β
]1/β

, (9)

τn,p(T ) = τ0
n,p (1+Nt/Nn,p)(T/T0)

γ , (10)
where ρ and c are the material density and the ther-
mal conductivity, respectively; g is the heat generated
per unit time and volume, E and Eg is the electric field
and band-gap width of diode, respectively; Nc and Nv are
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effective state densities of the conduction band bottom
and valence band top, respectively; μ0

n,p and τ0
n,p are the

effective mobility and the lifetime of electrons and holes
at ambient temperature, respectively; Ec is the critical
field;; α,β and γ are empirical constant [14].

The multiphysics equation system consists of Eqs.
(1)–(10) and is a coupled nonlinear partial differential
equation system. In fact, it is impossible to give a closed-
form solution, thereby an iterative numerical method is
employed to solve this system equations.

It can be seen that the main unknowns in the multi-
physics equation system are: n, p,ϕ and T . Without loss
of generality, taking one-dimensional space x = 0−L as
an example, the device grid division is shown in Fig. 1.

Fig. 1. The one-dimensional difference grids of semicon-
ductor devices.

When T is a known value, The electrical characteris-
tics Eqs. (1)–(5) are discretized by central difference and
linearize [17], the whole procedure can be simplified to
the solution of an increment equation [18]:

AΔyk−1 +BΔyk +CΔyk+1 = Hk, (11)
where 3×3 coefficient matrices; H is a 3×1 coefficient
matrices. coefficient matrices value are described in [16].

When n, p and ϕ are known values, the heat conduc-
tion Eq. (6) may be discretized into first-order ordinary
time-dependent differential equations [18]:

Tk+1 −Tk

hk,k+1
− Tk −Tk−1

hk−1,k
+g =

dCk ·Tk

dt
, (12)

where Ck,hk,k+1 and hk−1,k are the discretization
coefficients. By using the Newton-Raphson iteration
method,(12) can be can be rewritten as an increment
equation:

aTk−1 +bTk + cTk+1 = h, (13)
where a, b, c, and h are the coefficients. Eqs. (11) and
(13) can also be solved by using the chasing method,
and the true values of n, p,ϕ , and T can be obtained after
many iterations [19].

The iterative procedure for the multiphysics simu-
lation of the semiconductor model is shown in Fig. 2.
Firstly, the physical parameters of the semiconductor
device are calculated by the initial electrical and tem-
perature parameter (the carrier mobility generation and
recombination rate etc.) and the semiconductor devices
are solved by introduced electrical Eqs. (1)-(5). Then the

heat conduction Eq. (6) and (7) are solved by the elec-
tric field, current, and other parameters to obtain the tem-
perature, the electrical parameters are updated based on
the current temperature and obtain the electrical field and
temperature until it converges. Finally, the device voltage
and current is calculated.

Fig. 2. Brief flow chart for multiphysics simulation of
semiconductor device.

B. Integrating multiphysics simulation of semicon-
ductor devices into circuit analysis

The circuit analysis is an indispensable part for con-
ventional field-circuit hybrid simulation, which needs to
integrate the equivalent circuit simulation into FDTD by
equivalent sources. According to circuit analysis theory,
circuit simulation can be rewritten as a system of equa-
tions by an improved nodal analysis method [20]:⎧⎪⎪⎨

⎪⎪⎩
f1 (U1,U2, . . . ,Uk) = 0
f2 (U1,U2, . . . ,Uk) = 0

. . .
fk (U1,U2, . . . ,Uk) = 0

. (14)

Here k is the index of the unknown node voltage, U is the
unknown value, fk (U1,U2, . . . ,Uk) is the node voltage
equation. The solution procedure of the nonlinear(14) is
converted to the Newton-Raphson iterative equations:

Un+1 =Un − J−1 (Un) f (Un) , (15)
where U = [U1,U2, . . . ,Uk]

T , f (U) = [ f (U1) , f (U2) ,
. . . , f (Uk)]

T .
Jis the node voltage equation:

J =

⎡
⎢⎢⎢⎢⎣

∂ f1
∂U1

∂ f1
∂U2

· · · ∂ f1
∂Uk

∂ f2
∂U1

∂ f2
∂U2

· · · ∂ f2
∂Uk

...
...

. . .
...

∂ fk
∂U1

∂ fk
∂U2

· · · ∂ fk
∂Uk

⎤
⎥⎥⎥⎥⎦ (16)
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For any semiconductor device in the circuit, assuming
the device is located in the j-th branch, and two adja-
cent nodes are (k-1) and k, the nonlinear relationship
between the branch current I j and the terminal voltage
can be expressed as [20]:

I j = ψ (Uj) = ψ (Uk,Uk−1) . (17)
To obtain transient response of the circuit, the diode

branch current Eq. (17) is obtained by the multiphysics
simulation, introduced previously. while the branch cur-
rents of other linear devices are derived from the cir-
cuit simulation based on its constitutive equations. In this
way, the multiphysics and the circuit simulation are inte-
grated into a unified scheme.

C. Field-circuit hybrid multiphysics simulation based
on equivalent sources

In numerical simulation of antennas and microwave
circuits based on FDTD, the current through the lumped
element can be regarded as an additional current term in
the Maxwell’s integral equations [21]:

∮
C
−→
E ·d−→l =−u

∫
S

∂−→H
∂ t

·d−→s . (18)

∮
C
−→
H ·d−→l = ε

∫
S

∂−→E
∂ t

·d−→s + Is, (19)

where Is represents the current flowing through the semi-
conductor device. The Eqs. (18) and (19) can be easily
convert to differential forms, and discrete by FDTD Yee
grid. Since physical sizes of semiconductor devices are
generally much smaller than the minimum wavelength
of the operating frequency, it could be modeled by one
dimension, and only occupied one or several serial Yee
grid under the uniform FDTD framework, as shown in
Fig. 3.

Without loss of generality, in Fig. 3, assume a semi-
conductor device is located between nodes a and b,

Fig. 3. Discrete form of Yee grid containing semiconduc-
tor devices.

The terminal voltage of the semiconductor device Vab
can easily be derived from the electric field through path
integral [21]:

V n
ab =

∫ b

a
�En

ab ·d �l. (20)

A control equation can be derived by combining
with Eqs. (18)-(20):

(In+1
x )EM =

V n+1
ab

(Rn+1
x )grid

+ In+1
sx . (21)

In which [21]:

(
In+1
x

)
EM =

∑β=(ih, js,kb)
β=(is, ja,ks)

dx ·Kn+1
xi jk(

Rn+1
x

)
grid

. (22)

(
Rn+1

x
)

grid =

β=(i0,kk,k j)

∑
β=(ii, ja,ka)

Δt
εx(i, j,k)

· Δx
Δy ·Δz

. (23)

Kn+1
xi jk = En

x(i, j,k) +
dt
ε
(

H
n+ 1

2
z(i, j,k)−H

n+ 1
2

z(i, j−1,k)

dy

−
H

n+ 1
2

y(i, j,k)−H
n+ 1

2
z(i, j,k−1)

dy
− Jn+ 1

2 cx(i, j,k) ). (24)

According to circuit analysis, the form of Eq. (21) can
be interpreted as a controlled current source in paral-
lel with an equivalent resistance. Where IEM is deduced
from the electromagnetic field value of the previous
time step, Rgrid is an equivalent resistance that calcu-
lated from FDTD grid size [21]. The FDTD field-circuit
scheme along the y, z direction is similar, its implicit
form ensures simultaneous calculation of the electric
field (deduced from voltage) and current, resulting in the
simulation method having a higher stability.

Microwave circuits containing semiconductor
devices are generally considered to be a hybrid sys-
tem and can be simulated using a field-circuit hybrid
method based on equivalent sources [22]. Generally, the
equivalent sources first equate the electromagnetic field
effect on the semiconductor devices as lumped circuits,
and then solves the circuits formed by the connection
between the equivalent source and the lumped circuit,
finally converting the obtained voltage or current to the
electric or magnetic field value.

In our proposed field-circuit hybrid multiphysics
simulation method, the equivalent circuits of semicon-
ductor devices are substituted by multiphysics model-
ing and simulation; then, the multiphysics simulation
of semiconductor devices is coupled with circuit anal-
ysis, and integrate into FDTD full-wave simulation.
The transient simulation of the entire circuit system is
implemented by advancing synchronously and exchang-
ing data within each FDTD time step, as shown in
Fig. 4.

It is important to emphasize that the initial state of
the circuit transient analysis needs to be set to the end
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Fig. 4. The coupling relationship of multi-physics field.

Fig. 5. The flow chart of field-circuit hybrid multiphysics
Simulation.

state, especially the state of the semiconductor device
(including electric field, carrier density distribution, and
mobilities, temperature, etc.) at the previous time step.
This is especially essential for accurate and effective
analysis of the whole system. A brief flow chart is shown
in Fig. 5.

III. SIMULATION AND EXPERIMENT

Silicon-based diodes of the HSMS-282x series are
widely used in microwave rectifiers, featuring low costs
and good RF characteristics. It is composed of thin epi-
taxial layers deposited on heavily doped substrates, with

(a) (b)

Fig. 6. Physical model parameters of Schottky diodes: (a)
the structure of Schottky diode, (b) the package equiva-
lent circuit.

Schottky contacts at the anode and ohmic contacts at the
cathode [13].

To reduce the simulation burden, we make a one-
dimensional simplification with maintaining the diode
characteristics, and its inner structure is shown in
Fig. 6 (a) [23]. In this figure, Schottky barrier height and
metal work function are denoted by φB and φM , respec-
tively; the doping concentration of epitaxial layer and
substrate are indicated by NdND and Nsub, respectively;
the length of epitaxial layer and substrate are indicated
by LE Lepi and Lsub, respectivelyLsub; the effective con-
tact area of the diode is denoted by Ad . For microwave
frequency applications, the diode package effect cannot
be ignored. Schottky diodes of HSMS-282x series adopt
SOT-323 package size, the package effect could be char-
acterized by the equivalent circuit shown in Fig. 6 (b),
which is suitable up to 6 GHz. In Fig. 6 (b), CL1 and
CL2 are lead capacitors, respectively; Cp is the package
capacitor; Lbond and Llead are the welding inductance and
lead inductance, respectively.

The physical model and package parameters of
Schottky diode HSMS-282 and HSMS-286 have been
extracted in the authors’ previous work, they are listed
in Table 1 and Table 2 respectively for easy reference
[13].

The MW-to-DC power conversion efficiency (PCE)
is a key indicator to measure the performance of
microwave rectifiers [24]. Generally, PCE of the rectifier
could be calculated by the following formula:

η =
PDC

PMV
·100% =

Vout
2

PMV ·Rload
·100%, (25)

where PMV and PDC are the microwave input Power and
DC output power, respectively; Vout and Rload are the
output DC voltage and load, respectively [24].

To verify the accuracy and applicability of the pro-
posed method in simulating the temperature effects of
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Table 1: Physical parameters of two Schottky diodes
Parameters HSMS-282 HSMS-286
ΦB [V] 0.629 0.568
ΦM [V] 4.679 4.631
Nd [m−3] 5.44×1014 2.91×1016

Nsub [m−3] 2×1018 2×1018

Lepi [μm] 0.97 1.327
Lsub [μm] 1.02 1.33
Ad [cm2] 6×10−6 5.61×10−6

Table 2: Package parameters of two Schottky diodes
Parameters HSMS-282 HSMS-286
Cp [pF] 0.16 0.2
Lbond[nH] 0.79 0.525
Llead[nH] 0.86 0.98
CL1[pF] 0.007 0.02
CL2[pF] 0.002 0.08

microwave circuit, taking two different microwave recti-
fiers operating at S- and C-band as examples, the simu-
lations are performed by presenting a field-circuit hybrid
multiphysics approach under different ambient temper-
atures (25 ◦C, 75 ◦C). The simulation program is exe-
cuted on a computer workstation with a 3.4GHz fre-
quency Intel Core CPU, 32GB memory and 64-bit Win-
dows operating system. Furthermore, two rectifiers are
placed into a well-sealed thermostat, and the conversion
efficiency is measured to validate the simulation results.

A. The temperature effects analysis on S-band
microwave rectifiers

A compact S-band microwave rectifier working at a
frequency of 2.45 GHz has been manufactured by utiliz-
ing the HSMS-282B diode. The type of printed circuit
board (PCB) used in the rectifier is F4B-2 with a relative
dielectric constant of 2.65, a loss tangent of 0.0012 and
a thickness of 1 mm. The manufactured rectifier dimen-
sion is 20 mm × 16 mm; its structure and photograph are
shown in Fig. 7 (a) and (b), respectively.

It is known that the rectifier performance is deter-
mined by the entire circuit structures, including input
matching and output filtering. However, as a nonlin-
ear device, the Schottky rectifier diodes always generate
high-order harmonics. Although the output filters only
allow DC to pass through and reflects the fundamental
frequency and harmonics, there are still a few harmonics
superimposed on the DC output to cause a ripple.

For the S-band rectifier, the computational domain is
uniformly divided into 240×190×32 (including 5-layer
air and 10-layer CPML) grids in the x, y, and z direc-
tions, the number of iterations is 55000, each iteration

(a) (b)

Fig. 7. (a) Schematic diagram of the 2. 45 GHz rectifier;
(b) Photograph of manufactured 2. 45 GHz rectifier.

Fig. 8. Several typical output voltages of S-band rectifier
at different ambient temperatures.

p

 

Fig. 9. PCE of S-band rectifier simulation and measure-
ments at different ambient temperatures.

time is approximately 8.4 s, the total simulation time is
about 128.3 hours. Here, several typical simulated out-
put voltages of the rectifier at different ambient temper-
atures are given in Fig. 8. The simulated and measured
PCE under different temperature (25 ◦C, 75 ◦C) are shown
in Fig. 9.

B. The temperature effects analysis on C-band
microwave rectifiers

A C-band rectifier was manufactured working at fre-
quency 5.8 GHz by utilizing the HSMS-286B diode,
which still adopts the same PCB as the above-mentioned
S-band microwave rectifier. The manufactured rectifier
dimension is 20 mm × 30 mm, its structure and photo-
graph are shown in Fig. 10 (a) and (b), respectively.
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(a) (b)

Fig. 10. (a) Schematic diagram of the 5. 8 GHz rectifier;
(b) Photograph of manufactured 5. 8 GHz rectifier.

For the C-band rectifier, the computational domain
is uniformly divided into 280×280×22 (including 5-
layer air and 10-layer CPML) grids in the x, y, and z
directions, the number of iterations is 35000, each itera-
tion step is approximately 9.6 s, the total simulation time
is about 93.3 hours. The typical output voltages of C-
band rectifier at different ambient temperatures (25 ◦C,
75 ◦C) are simulated, and shown in Fig. 11. The simu-
lated and measured PCE under different temperature are
shown in Fig. 12.

From Figs. 9 and 12, it can be clearly seen that
both S-band and C-band Schottky rectifiers, the PCE
have a consistent variation trend with temperature. The
slight errors may attribute to the discontinuities of SMA

 

Fig. 11. Several typical output voltages of C-band recti-
fier at different ambient temperatures.

 

Fig. 12. PCE of C-band rectifier simulation and measure-
ments at different ambient temperatures.

connectors and temperature effects on PCB material
properties. The PCE increases slightly with tempera-
ture increase under low input power, yet decreases sig-
nificantly with temperature increase under high input
power. From a physical point of view, that is due
to the fact that the Schottky diode is a cut-off state
under low input power, carrier density of the Schot-
tky diode increase with temperature rise, which causes
diode current aggrandize and makes the PCE gradu-
ally increase. However, as the input power continually
increases, the Schottky diode becomes a turn-on state,
the diode impedance diminution with the temperature
rise, which will lead to the input and output impedance
mismatch and make the PCE decrease significantly.

The measured results are validated by the simula-
tion results at different temperatures, which confirm the
effectiveness and applicability of our proposed approach.

Furthermore, excessive input power may cause
Schottky diode self-heating, resulting in power con-
version efficiency decrease. Thus, power conversion
efficiency of rectifiers can be optimized by carefully
selecting suitable temperature conditions, especially for
energy harvesting application at a low input power level.

IV. CONCULSION

The temperature effects of electronic devices and
circuits are essential for microwave power application.
This paper adopts a novel field-circuit hybrid multi-
physics simulation to analyse the temperature effects of
microwave rectifier. Firstly, multiphysics model involv-
ing semiconductor and thermal conducting is solved;
then, multiphysics simulation is embedded into circuit
analysis; finally, this circuit analysis was coupled into
field-circuit hybrid simulation based on FDTD. Tak-
ing two different Schottky diode rectifiers operating at
S- and C-band as examples, simulation results match
well with the measured ones, which validate the accu-
racy and applicability. This method that combines the
multiphysics simulation and FDTD solution can greatly
improve the simulation accuracy of microwave power
circuits. This approach not only has the advantage of
accuracy and versatility stemming from the multiphysics
simulation, but also retains simplicity and efficiency of
the FDTD field-circuit hybrid simulation.

Moreover, the propose method effectively reveal the
physical mechanism of rectifier temperature effects. Fur-
thermore, the presented approach could be extended to
more complex circuits without significant modifications.
This method may become an attractive candidate for sim-
ulating and predicting temperature effects of microwave
power circuits.
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Abstract – Software-defined radios (SDRs) have been
applied to several applications, taking advantage of
their inherent versatility. It is reported a low-cost radar
intended to detect human activity, at the frequency of
4.1 GHz, with an SDR on the receiving branch and a
programmable RF synthesizer operating as a continuous-
wave transmitter. Amplitude variations on the received
signal indicate human activity, its operation is tested in
indoor and outdoor scenarios. The interface to the SDR
is performed using the open-source tool GNU Radio. It
was possible to detect human movement at a maximum
distance of 9 meters, in an open area. The system is ver-
satile in terms of power and frequency, totally controlled
by software in a transparent and straightforward way.

Index Terms – microwave systems, radar, software-
defined radio.

I. INTRODUCTION

Detection of human targets has been of interest
lately for several applications, such as senior peo-
ple living alone, surveillance of law-offenders, and
even enforcing social isolation during pandemic restric-
tions. Radars for these kinds of human targets have
been thoroughly reviewed in [1]. Frequency modulated
continuous-wave (FMCW) radar is one of the most
used techniques, with the Doppler effect applied to the
received wave containing the target position and veloc-
ity; for that goal, it needs synchronous detection. The
low-frequency mixing product generated encodes the
speed measured, heart rate, or respiratory function. Fol-
lowing this principle, using the frequency of 5.7 GHz,
a system detects and locates the human presence using
both interferometric and FMCW modes with National
Instruments PXI boards [2]. Detection of vital sig-
nals (cardiac and respiratory) are extracted after fur-
ther processing of the echo signal. Modules operating
at millimeter-waves have been employed to report vital

signals of children inside vehicles after a Deep-Learning
framework is applied to the gathered data [3]. For indoor
environment mapping, a 62 GHz FMCW radar was
assembled and mounted on top of a moving robot [4],
using two different chirp pulses transmitted; one for
long-range and another for short-range, the latter reach-
ing higher frequencies. Using commercial millimeter-
wave 77-GHz evaluation boards (TI AWR1642), vital
signals are acquired and analyzed, respiratory signals
within 0.1 to 0.5 Hz and heart rate in the 0.8 to 2 Hz range
[5], later processed with a wavelet-based algorithm. A
home-built system operating as a 24-GHz FMCW radar
was used to monitor different sleep patterns encoded
in the heart rate and respiration parameters [6]. vec-
tor network-analyzers (VNAs), given their synchronous
detection, contain the phase information of the detected
signals. Two broadband horn antennas were connected to
the VNA ports, one excited by the VNA (0 dBm output
power) and the other set as the receiver. The received sig-
nal around 2.5 GHz was analyzed using the cyclostation-
ary technique [7] so that cardiac and breathing signals
are extracted. The same vital signal detection is analyzed
at the lower frequency of 1 GHz, using custom-made
circuits for RF reception, and an Agilent RF generator
operating as a transmitter (TX); the data analysis was
later performed under Matlab [8]. Detection of people
and respective vital signals in through-wall, non-invasive
scenarios can be performed using UWB (Ultra-Wide
Band) waveforms in the microwave range [9] and even
Infrared (IR) [10], requiring more complex hardware and
data processing to separate the signals from the clutter. In
the context of vital signals, [11] presents a comparison
between an Infrared UWB and a 60 GHz FMCW for this
task, with observed higher SNR (Signal-to-Noise Ratio)
and larger accuracy in favor of the former.

In contrast to ordinary radar, which is based on
the return echo of a transmitted electromagnetic wave,
radiometer applications rely on the detection of natural
emissions from the human body, so they are eminently
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passive, therefore eliminating the transmitter circuitry. A
low-cost system based on commercial parts (LNB - Low-
Noise Block Downconverter, parabolic antenna, and
custom-designed low-frequency circuit) was reported
[12]. It detects the temperature difference between the
human body and surrounding walls, with the limitation
of operation only in the near-field, due to the low-level
amplitudes radiated by the body, on the 11 to 12 GHz fre-
quency range. USRP (Universal Software Radio Periph-
eral) SDRs, in particular, given their available indepen-
dent two-channel front-ends, offer an interesting alter-
native to passive radar detection, for instance, with the
existing ambient WiFi signal used to detect hand move-
ments [13]. One of the SDR RF inputs is considered as
reference and the other as surveillance, each one con-
nected to two antennas. Doppler frequency computed
from both received signals mixed together enables hand-
movement tracking.

This article describes a C-band (4.1 GHz) SDR-
based radar which detects human presence, or life activ-
ity, based on a low-cost SDR for the receiving branch,
with only one input channel. The transmitter is based on
an independent I2C-controlled RF synthesizer. Its recep-
tion is non-synchronous, therefore the detection is based
only on received amplitude fluctuations. Both SDR and
software packages are open-source. The next sections
delve into the hardware and software description, with
results proving the real-world deployment in both indoor
and outdoor environments.

II. HARDWARE

Figure 1 contains the block diagram of the proposed
radar. Its core operates around a Hack RF One SDR. It
has a single RF input, which can be set operating in half-
duplex transmit or receive modes. It covers the range of
10 MHz to 6 GH with an instantaneous bandwidth of
8 MHz to 20 MHz. Its output delivers 8-bits IF (inter-
mediate frequency) complex samples, divided into in-
phase (I) and quadrature (Q) components. An internal
14-dB low-noise amplifier can be switched on and off
by software. Radar range resolution, considering c as the
speed of light, R the distance between the transmitter and

Fig. 1. Block diagram of the detector (left) and (right)
main components of the received signal.

receiver, and Δt the two-way travel time, is defined as:

R =
c Δ t

2
. (1)

Indoor distances Rin the range of 2 m results in
a round-trip time of approximately 13 ns, a period too
short to be used in the SDR platform for a switching
(pulsed) RF signal. For that reason, a continuous-wave
mode (CW) was used. Also, given the fact that two
different circuits are used for the transmit and receive
branches, there is no need for a circulator, usually a
narrow-band and costly device. The SDR delivers IF
(Intermediate Frequency) time-domain samples to the
host-PC through a USB channel. A broadband planar
antenna is connected to the SMA coaxial SDR input.
On the TX branch, a programmable RF synthesizer was
used (ADF4351). It is programmed by writing its reg-
isters through an I2C protocol. Conversion between I2C
and USB protocols is performed by an Arduino Uno with
an auxiliary board, which scales down the 5V Arduino
output to the 3.3V ADF4351 digital level. The RF syn-
thesizer operates with two SMA output pins (differential
mode), for this case the TX antenna was single-ended
connected to one of the outputs, and the other terminal
was left open. Human activity detection does not need
to inform the speed, unlike Doppler radars to reduce the
cost and size of the hardware. The signal sR picked up by
the receiving antenna can be written in terms of different
components:

sR (t) = An f cos(ωct)+
p

∑
n=1

An (t)cos(ωct +δn)+n(t) .

(2)
Where ωc is the transmitted angular frequency and n(t)
represents the noise. An f models the near-field coupling
between the two antennas. Since both radiating elements
are mechanically fixed the amplitude An f is theoretically
stable in time, the time-varying component depending
only on the synthesizer jitter and phase noise.

The second term contains the summation of p terms
that arise due to the target movement and the multi-
path, with each component modulated by a slow-varying
amplitude An(t) which contains information about the
movement and the interaction with the environment.
A generic phase δ represents the time delay of each
reflected component arriving at the receiver. The overall
system, considered as a sensor, should have maximized
its sensitivity s in terms of the ratio between both ampli-
tude parameters:

s =
∑p

n=1 An (t)
An f

. (3)

Lower transmitted output levels are positive from
the power consumption point of view, as well as elec-
tromagnetic interference problems that may arise with
nearby systems but incurs in lower signal-to-noise ratios,
so the output power to be chosen is a trade-off to be
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observed in the specific real-world application, depend-
ing on the environment and particular conditions. Legal
constraints should be observed in accordance with local
regulations (Brazil and the US reserve the chosen fre-
quency range for satellite downlinks). Since the interest
lies in human detection, proper care with non-ionizing
safety levels should be taken [14].

The antennas were commercial planar units, a Log-
Periodic (LPDA), nominal operation between 740 and
6000 MHz and Vivaldi (1.4 to 10.5 GHz), shown in Fig. 2
along with their measured return losses. At the used fre-
quency of 4100 MHz, the return loss of both antennas
was 14 dB. The LPDA was used as receiving, connected
to the SDR whereas the Vivaldi as a transmitter.

Fig. 2. Measured return loss of the two antennas (top),
Vivaldi (right bottom), and LDPA (left bottom).

The antennas are separated by a distance of 40 cm,
equivalent to 5.46 λ at the used frequency, this distance
was chosen due to mechanical constraints. Smaller dis-
tances increase the nearfield coupling and larger sepa-
rations incur in secondary maxima due to their Array
Factor, which may generate stronger fluctuations in the
received signal.

III. SOFTWARE

One of the most used software suites for digital
processing and interface to SDRs is GNU Radio [15],
an open-source platform that is similar to paid alterna-
tives like Labview [16] and Matlab/Simulink [17]. GNU
Radio uses C++ for time-critical routines and is wrapped
in Python, used for the interface and communication with
the user. GNU Radio Companion offers the possibility to
generate a visual block-oriented flowgraph representing
the data flow and processing from the SDR input all the
way to its final visualization. It can generate a Python
script that can be run independently of GNU Radio. It has
some drawbacks, due to the constant independent devel-
opment by voluntary contributors:

• Scarce documentation, help file without much
details on some of the existing blocks.

• Unpredictable problems when used in Windows OS
distributions, though its operation runs almost flaw-
lessly with Linux flavors. The main reasons are due
to driver conflicts and Python versions.

• Its constant cooperative evolution has turned some
blocks defunct (obsolete), such as the Valve and
also the WX GUI, which was replaced by the cur-
rent default QT GUI.

In spite of these issues, it provides a stable and free solu-
tion to work with SDR data. Tests are quickly deployed,
and a large number of signal processing blocks are avail-
able, such as FFT, FIR, and IIR filters, data visualiza-
tion, file export, etc. The user can take advantage of the
reconfigurability feature of SDRs by connecting blocks
following an intuitive data flow concept, sometimes per-
forming complex functions in a transparent way to the
user. Fig. 3 shows the used flowgraph, in the block dia-
gram and in the GNU Radio. It contains an osmocom
source block that interfaces the HackRF SDR, setting its
main parameters such as LNA/IF/Baseband gains, cen-
tral frequency and bandwidth.

A DC block can be used to eliminate the zero-IF leak
(which corresponds to the chosen central frequency), left

Fig. 3. GNU Radio flowgraph (top), GNU Radio main
blocks shown (center), and example of the receiving CW
signal(bottom).
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bypassed in the final program for the sake of speed.
The throttle block helps alleviate the processor over-
load, synchronizing the delivered samples, which other-
wise flow among the blocks with its maximum allowed
throughput, constrained only by the PC hardware. The
stream undergoes an FFT operation and the maximum
is found at every 1024 samples. The data is sent to two
binary files, one containing the raw frequency domain
values (real due to the log power FFT operation) and
also their respective maxima, for comparison purposes.
A Frequency sink block displays the instantaneous cap-
tured bandwidth in real-time, for visualization purposes
and checking on the transmitted carrier. Bandpass filter-
ing was also added to narrow down the frequency range
across the transmitted CW carrier, but it resulted in a
slower operation, with lost synchronization among the
samples. For these matters, it was decided to keep the
flowgraph as lean as possible and operate with binary
files as output, to be later analyzed outside GNU Radio.

The created binary files are read out by means of
Octave [18]/Matlab or Python commands, available for
either complex or float values. In the present case, only
float numbers are stored since the interest is in relative
power.

IV. RESULTS

The first set of measurements was performed
indoors in an area of approximately 4x5 m2. Distances
between the adult and radar varied from 0.5 to 4 m. Tests
were performed with random movements and walking
across the space using a normal gait. Figure 4 contains
the plot for approximately 2 minutes. Units shown the
power in dBr, relative dB used by GNU Radio, so con-
version to dBm should require a calibration step against
a known source. Since the interest lies in variation only,
GNU Radio native dBr was kept throughout this evalu-
ation. The maximum operation on the samples is shown
against the raw signal, which contains 1024 more sam-
ples. The maxima vector is 2 kB whereas the raw sig-
nal is 1,300 kB. Output power was set to the minimum
value, −4 dBm, and the SDR low-noise amplifier was
switched off to avoid overloads. Oscillations seen in the
still scenario vector are much less pronounced than in the
samples during movement.

To evaluate the overall sensitivity, as well as outdoor
operation, another set of tests was performed on a basket-
ball court (Fig. 5), maintaining the same former power
and gain settings. Ambient power spectra were recorded
(20 MHz around the central frequency of 4,105 MHz) to
see whether other emissions were present. The results are
shown in Fig. 5. Unlike the chosen frequency of 4.1 GHz,
at 4 G Hz broadband bursts were detected, which could
eventually introduce errors in the measurement. It can be
seen that movement cannot be visually detected from the
waterfall plot, a further analysis is needed.

Fig. 4. Indoor test. (Top) maxima and the raw signal for
a moving target scenario; (bottom) comparison of both
maxima vectors.

Fig. 5. Outdoor range test site (right) and 12 secs water-
fall depiction of spectrum monitoring for the moving (top
left) and still (bottom left) cases.

Four measurements were performed, distances of 3,
6, and 9 m, compared with the reference (still) - results
are shown in Fig. 6 - each containing approximately 120
seconds. It can be seen that even at 9 m, detection is still
possible, visualized on the histogram by its larger vari-
ation around the average value. Statistics regarding the
four time series are presented in Table1. Higher ampli-
tude average power at 9 m than at 6 m can be ascribed
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Fig. 6. Histogram for the four different scenarios.

Table 1: Statistics for the different scenarios
Scenario Average

[dBr]

Std. Dev.

[dBr]

Still −16.9 0.2
3 m − 17.5 1.1
6 m −17.9 0.5
9 m −17.4 0.4

Fig. 7. Continued.

Fig. 7. Time series of the maxima at 9 m, output powers
of 5 dBm (“Hi Pwr”) and −4 dBm (“Lo Pwr”), bottom,
and respective histogram, top.

to reflected energy by the ground, contributing in a con-
structive way to the receiving antenna.

A comparison was performed with the maxi-
mum and minimum synthesizer output powers (5 and
−4 dBm), for the 9 m distance case. Results showing
the maxima time series and the respective histogram are
shown in Fig. 7. It can be seen that in spite of the lower
output power the variance of the signal is larger, resulting
in a higher sensitivity. Average and standard deviations
are summarized in Table 2.

Table 2: Comparison of different output levels, 9 m dis-
tance
Scenario Average [dBr] Std. Dev. [dBr]

Still −4 dBm −16.9 0.2
Still 5 dBm − 9.7 0.2
9 m, −4 dBm −17.14 0.4
9 m, 5 dBm −9.8 0.3
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V. CONCLUSION

A low-cost radar applied to human detection, based
on a software-defined radio, is presented. In addition
to the SDR, other off-the-shelf RF components are two
broadband planar antennas and an RF synthesizer. The
detection is based on amplitude variations picked up by
the receiver, compared to the baseline case where there
is no movement (still). The present solution adapts to
hardware restraints of the HackRF One SDR, which has
only one RF input, therefore unable to provide Doppler
or passive approaches unless extra hardware is added.
The system was tested in real-world environments, both
indoor and outdoor, whose sensitivity was evaluated
against different statistics regarding human presence and
still patterns. Further classification based on the specific
deployed environment should operate using, for instance,
machine learning, to compare existing time series and
decide upon the presence or not of human activity. As a
contribution, this article presents an alternative to other
human activity detection, with advantages coming from
the software-defined hardware, where different frequen-
cies and power levels can be modified on-the-fly. It does
not employ sophisticated RF elements such as circulators
and external mixers. GNU Radio functionalities enable
further useful possibilities, such as remote monitoring,
using TCP/IP channels connecting both client and server,
and also Python integration.
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