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Abstract – A novel parallelization of discontinuous
Galerkin time-domain (DGTD) method hybrid with the
local time step (LTS) method on Sunway supercomput-
ers for electromagnetic simulation is proposed. The pro-
posed method includes a minimum number of roundtrip
(MNR) strategy for processor-level parallelism and a
double buffer strategy based on the remote memory
access (RMA) of the Sunway processor. The MNR
strategy optimizes the communication topology between
nodes by recursively establishing the minimum span-
ning tree and the double buffer strategy is designed
to make communication overlapped computation when
RMA transmission. Combining the two methods, the
proposed method achieves an unprecedented massively
parallelism of the DGTD method. Several examples
of radiation and scattering are used as cases to study
the accuracy and validity of the proposed method. The
numerical results show that the proposed method can
effectively support 16,000 nodes (1,040,000 cores) par-
allelism on the Sunway supercomputer, which enables
the DGTD method to solve the transient electromagnetic
field in a very short time.

Index Terms – discontinuous Galerkin method, electro-
magnetic analysis, memory access optimization, sunway
TaihuLight.

I. INTRODUCTION
As one of the most accurate time-domain elec-

tromagnetic field calculation methods, the discontinu-
ous Galerkin time-domain (DGTD) method has higher
numerical accuracy and modeling flexibility than tradi-
tional time-domain methods, such as the finite differ-
ence time-domain (FDTD) method and the finite vol-
ume time-domain (FVTD) method [1–3]. Thus, it is
widely used in the simulation of broadband character-
istics in ultra-wideband (UWB) communication, pulse
radar, time-domain measurement, and electromagnetic
compatibility, etc [4, 5]. In the industrial application of
the DGTD method [1–3, 8, 9], the important key tech-
nologies are multi-scale techniques and the massively

parallelism techniques [10–12]. The common multis-
cale technique of the DGTD method is local time step-
ping (LTS). At present, some research on the thread-level
parallelism of LTS-DGTD [13, 20, 21], which makes the
implementation of the distributed parallelism of LTS-
DGTD is feasible, has been performed. However, LTS-
DGTD does not scale well on the multi-node parallelism
between nodes [13, 14]. The multi-node parallelism is
very common in distributed platforms, such as super-
computers. With the advancement of computer technol-
ogy, supercomputers have reached tens of thousands of
nodes so far [13, 15–17], and the maximum parallel size
of the DGTD method has stopped at hundreds of nodes
[14, 18–20], which makes the DGTD method unsuitable
for electrically large problems on modern supercom-
puters with ever increasing nodes.. Therefore, the mas-
sively node-level parallelism for the LTS-DGTD method
urgentiv.In addition, at the current situation of chip sup-
ply shortage and prohibition, it is necessary to study
the parallelism of China’s domestic processors, such as
SW26010, which composes the Sunway TaihuLight, the
most powerful supercomputer in China [21–26]. Based
on SW26010, a new Sunway CPU has been developed
[27]. The new Sunway CPU expands the computing
processing element (CPE)’s local data memory (LDM)
from 64KB to 256 KB and improves the bandwidth
of the LDM controller. At the same time, the remote
memory access (RMA) technology, which is one of the
most attractive technological advances of the new Sun-
way CPU is introduced for the communication between
CPEs. The new Sunway supercomputer composed of the
new Sunway CPU, will be possible achieves 1000 PFlops
[28]. However, there is no research on the DGTD method
with the new Sunway CPU.

To solve these problems, this paper proposes a
novel parallelism of the LTS-DGTD method for Sun-
way supercomputers. The proposed method has a min-
imum roundtrip strategy to improve the scalability
of node-level parallelism of the LTS-DGTD method,
and a double-buffer parallelism with RMA of LTS-
DGTD method for the new Sunway supercomputer. The
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double-buffer strategy is efficient for reducing the com-
puting time in-cores and improves the communication
efficiency of the LTS-DGTD in CPEs. These two pro-
posed strategies enable the LTS-DGTD method to be
implemented on the new Sunway supercomputer suc-
cessfully and efficiently.

II. THE FORMULATION OF
DISCONTINUOUS GALERKIN

TIME-DOMAIN
The Maxwell’s equation in 3D space [4] is:

∇×H = ε
∂E
∂ t

+J

∇×E =−µ
∂H
∂ t

∇ ·D = ρ

∇ ·B = 0,

(1)

in which E, H, D and B are the electric field intensity,
magnetic field intensity, electric flux density, and mag-
netic flux density, respectively; ε is permittivity and µ

is permeability, and J is the electric current density; ρ is
the electric charge density. E and H are approximated as:

E =
np

∑
i

Ei(t)Ni

H =
np

∑
i

Hi(t)Ni,

(2)

where Ni denotes the basis function, Ei(t) and Hi(t) are
the time depent coefficients of basis function Ni, np is the
number of basis functions. In this study, the 0.5, 1 and 2
order hierarchical basis functions of [6] are used.

Following the Galerkin finite elements approach [1]
to the curl operators of equation (1) without J, it can be
written as:

∫
Ω

∇×H ·Nidν =
∫

Ω

ε
∂E
∂ t

·Nidν∫
Ω

∇×E ·Nidν =−
∫

Ω

µ
∂H
∂ t

·Nidν ,

(3)

where Ω is the calculation domain divided into tetrahe-
drons. According to [1], with integration by parts, the
weak forms of equation (3) are:

∫
Ω

ε
∂E
∂ t

·Nidν −
∫

Ω

∇×Ni ·Hdν =∫
Γ

(n̂×H) ·Nids∫
Ω

µ
∂H
∂ t

·Nidν +
∫

Ω

∇×Ni ·Edν =

−
∫

Γ

(n̂×E) ·Nids,

(4)

where Γ is the boundary of Ω, and n̂ is the normal vector
located on Γ. The DGTD method introduces numerical
fluxes to substitute for the right-terms, i.e., integration

over the tetrahedron interfaces.We fthe procedure set out
in [7] to deal with the right-terms of equation (4): solv-
ing the Riemann problem under the Rankine-Hugoniot
condition yields an expression for the upwind flux:

n̂×Hi = n̂×
ZiHi +Z jH j

Zi +Z j
+ n̂× n̂×

Ei −E j

Zi +Z j

n̂×Ei = n̂×
YiEi +YjE j

Yi +Yj
− n̂× n̂×

Ei −E j

Yi +Yj
,

(5)

where j is the adjacent tetrahedron of tetrahedron i, the

wave impedances of i and j are Zi =
1
Yi

=

√
µi

εi
and

Z j =
1
Yj

=

√
µ j

ε j
, respectively. For anisotropic Maxwell

equations, it is necessary to deal with the tensor matri-
ces of permitivity and permeability, which has been well
solved in [4] and [5]. The isotropy semi-discrete form
with upwind flux is shown as:

∫
Ω

ε
∂Ei

∂ t
·Nidν −

∫
Ω

∇×Hi ·Nidν =∫
Γ

(
n̂×

Z j(H j −Hi)

Zi +Z j
− n̂× n̂×

Ei −E j

Zi +Z j

)
·Nids

∫
Ω

µ
∂Hi

∂ t
·Nidν +

∫
Ω

∇×Ei ·Nidν =

−
∫

Γ

(
n̂×

Yj(E j −Ei)

Yi +Yj
+ n̂× n̂×

Hi −H j

Yi +Yj

)
·Nids,

(6)

which can be written as matrix forms as:

εM
∂ Ẽi

∂ t
= SH̃i+

4

∑
f=1

(
khFΓ f

(H̃ j − H̃i)− veGΓ f
(Ẽ j − Ẽi)

)
µM

∂ H̃i

∂ t
=−SẼi−

4

∑
f=1

(
keFΓ f

(Ẽ j − Ẽi)+ vhGΓ f
(H̃ j − H̃i)

)
,

(7)

where Ẽ and H̃ denote vectors composed by Ei and
Hi in the integral domain, respectively, the flux coeffi-

cients are kh =
Z j

Zi +Z j
, ke =

Yj

Yi +Yj
, ve =

1
Zi +Z j

and

vh =
1

Yi +Yj
, M is the mass matrix, S is the stiffness

matrix,F and G are the flux matrices. Those matrices can
be summarized:
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M =
∫

Ω

Ni ·Nidv

S =
∫

Ω

∇×Ni ·Nidv

F =
∫

Γ

n̂×Nk ·Nids, (k = i|| j) (8)

G =
∫

Γ

n̂× n̂×Nk ·Nids,(k = i|| j) .

Those linear equations defined in one tetrahedron or
a subdomain of Ω avoid composing a large sparse matrix.

Applying the explicit leapfrog (LF) scheme [10] to
deal with the time derivative of equation (7), we have:

µM
H̃n+ 1

2
i − H̃n− 1

2
i

∆t
=−SẼn

i −

4

∑
f=1

(
keFΓ f

(Ẽn
j − Ẽn

i )+ vhGΓ f
(H̃n− 1

2
j − H̃n− 1

2
i )

)

εM
Ẽn+1

i − Ẽn
i

∆t
= SH̃n+ 1

2
i +

4

∑
f=1

(
khFΓ f

(H̃n+ 1
2

j − H̃n+ 1
2

i )− veGΓ f
(Ẽn

j − Ẽn
i )

)
,

(9)

where ∆t is the size of time step, Ẽ and H̃ differ by half
a time step. Following the CFL condition, the maximum
time step size is limited by the smallest element.

The size of the smallest and biggest element is
always large in practice, so that the time step size is too
short for most elements which leads to a huge number of
time steps. The LTS-DGTD method in [2] is:

µM
H̃

n+ 1
2p

i − H̃
n− 1

2p
i

∆t/
p

=−SẼn
i −

4

∑
f=1

(
keFΓ f

(Ẽn
j − Ẽn

i )+ vhGΓ f
(H̃n− 1

2
j − H̃n− 1

2
i )

)

εM
Ẽ

n+ 1
p

i − Ẽn
i

∆t/
p

= SH̃
n+ 1

2p
i +

4

∑
f=1

(
khFΓ f

(H̃
n+ 1

2p
j − H̃

n+ 1
2p

i )− veGΓ f
(Ẽn

j − Ẽn
i )

)
,

(10)
in which p = 3M−N , M is the number of levels and N is
the level of i. The minimum element size between lev-
els varies by three times and the time step size is three
times either. This greatly reduces the total amount of cal-
culation. However, this scheme has a higher error in 3D
space than in 2D space, so that the interpolation method
is used on the different time step fields between adjacent
elements of different levels to obtain pseudo time steps.

This paper uses an interpolation method as follows:

ui
n+Tj =

∆t j

∆ti
(ui

n −ui
n−Ti), (11)

where u is field and Tj is the time step size of element
j, Ti is the time step size of element i. The computation
work is shown in Fig. 1. The ratio of time step sizes of
level1, level2 and level3 is 1:3:9. Pseudo time steps of
higher level are obtained by equation (11) and provided
to lower level, the stability of this scheme is proven in
[1]. Obviously, the acceleration of LTS is determined by
M and the number of elements in different levels.

Level 3

Level 2

Level 1

n n+1/2 n+1 n+3/2

E

H

E

H

E

H

t

e

eh

e

e

h

LTS with p=1

LTS with p=3

LTS with p=9

Interpolation by 

Eq.(11)

Fig. 1. Computation work of LTS-DGTD with interpo-
lation, E and H are pseudo electric and magnetic field
obtained by equation (11), respectively.

III. THE MINIMUM ROUNDTRIP
STRATEGY FOR LTS-DGTD

Thread-level LTS-DGTD parallelism is very easy to
implement due to the independence of the element in
equation (10). When updating the electric and magnetic
fields, it only depends on the fields of i and j in the pre-
vious time step. As for processor-level parallelism, equa-
tion (10) can be written as:

µM H̃
n+ 1

2p
i −H̃

n− 1
2p

i
∆t/p

=−SẼn
i −

x
∑

f=1

(
keF

Γ f
(Ẽn

j − Ẽn
i )+ vhG

Γ f
(H̃

n− 1
2p

j − J̃
n− 1

2p
i )

)
−

y
∑

g=1

(
keF

Γg
(Ẽn

j − Ẽn
i )+ vhG

Γg
(H̃

n− 1
2p

j − H̃
n− 1

2p
i )

)

εM Ẽ
n+ 1

p
i −Ẽn

i
∆t/p

= SH̃
n+ 1

2p
i +

x
∑

f=1

(
khF

Γ f
(H̃

n+ 1
2p

j − H̃
n+ 1

2p
i )− veG

Γ f
(Ẽn

j − Ẽn
i )

)
+

y
∑

g=1

(
khF

Γg
(H̃

n+ 1
2p

j − H̃
n+ 1

2p
i )− veG

Γg
(Ẽn

j − Ẽn
i )

)

,

(12)
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where x is the number of elements belong to the local
processor and y is the number of elements belong to adja-
cent processors. Γg is the boundary adjacent with another
processor.

When the LTS-DGTD method executing on a
distributed platform, the communication is performed
between the adjacent processors which always are
defined on a host core of nodes. In this paper, the mes-
sage passing interface (MPI) is used to support the com-
munication between nodes. The logP [24] model is the
most popular topology of distributed platforms, and its
structure is shown in Fig. 2.

Inter-Chip Bus

Core Core Core

Share MemoryNIC

...Core

Node 0

Inter-Chip Bus

Core Core Core

Share MemoryNIC

...Core

Node 0

High-Speed Network

...

Fig. 2. The structure of massively distributed platform.
Processor is defined on cores, and NIC is the network
interface controller.

The running time of the logP model is:
T = Tc +Tm, (13)

where Tc is the time of calculation, Tm is the time of
communication. The computational time complexity of
LTS-DGTD in each iteration step is determined by the
number of elements of LTS levels. Communication time
complexity Tm can be expressed as

Tm =
R

∑
n=1

Pn

Sn
, (14)

where Sn is the network bandwidth, R is the number
of roundtrips between nodes and Pn is the amount of
data transmission per roundtrip. Sn can be considered
a constant when data transmitting continuously between
nodes. The memory of each node is accessed locally for
the storage structure of the logP model, non-dependent
processors do not influence each other while communi-
cating, thus they can communicate at the same time. We
should select nodes that communicating at the same time
to reduce the number of roundtrips, so a minimum num-
ber of roundtrip (MNR) strategy is proposed to solve this
problem.

As the global graph shown in Fig. 3, the number in
a node represents the rank of a processor, the edge indi-
cates the communication between two processes. Obvi-
ously, simple graph sorting cannot obtain the MNR.
Referring to the Kruskal algorithm [29], only each inde-
pendent subtree is saved in the process while finding the

minimum spanning tree (MST), the number of indepen-
dent subtrees is the MNR. This algorithm for finding
MNR of the LTS method is MNR-LTS algorithm which
has four steps as follows.
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Roundtrip 2 Roundtrip 3

Bidirectional

Global tree Bidirectional Graph

Fig. 3. The minimum number of roundtrips strategy and
the graph of communication. The weight of edge is its
roundtrip among the communication, the red circles indi-
cate that the processor communicates in this roundtrip
and the yellow circles indicate that the processor does
not communicate.

Step 1 Mark the weights of edges in the graph as 0,
set the current roundtrip as 1.

Step 2 Pick all unconnected edges in the graph,
remark the weight of those edges as current roundtrip.

Step 3 Remove the picked edges of the previous step
and create a new graph, add one to current roundtrip.

Step 4 Repeat steps 2 and 3 until all edges are
remarked. These four steps are performed in every LTS
levels, sum of all LTS levels roundtrip is the final num-
ber of roundtrips. The weight of an edge is the roundtrip
of the communication between the processors connected
by this edge. Since this graph is a bipartite graph above
send and receive, the MNR should be twice the current
roundtrip. Because the graph topology of nodes exists
naturally, this method can be used on most distributed
computers, such as distributed computing systems and
supercomputers.

IV. PARALLELISM ON SUNWAY
SUPERCOMPUTERS

The most classic Sunway many-core CPU is
SW26010, which is based on the Alpha framework and
composed of four core groups (CG). Each CG contains a
management processing (MPE) and an 8 × 8 CPE clus-
ter. Each CG has 8G of share memory space and can be
accessed by the primary and secondary cores, while each
CPE core has a separate LDM sized 64KB. The CPE core
reads the LDM quickly, but because the local memory
space is too small, it needs to communicate with the host
memory using the direct memory access (DMA).

The task division of inner-chip is important for Sun-
way manycore CPU. The structure of Sunway CPU is
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shown in Fig. 4, MPE broadcast the tetrahedrons and
matrices to CPEs, and LDM receives them. However, the
bandwidth of the interface is not optimal thus the com-
munication between MPE and CPEs is slow. The con-
ventional method to solve this problem is using DMA
to transmit data. On the new general Sunway supercom-
puter, there is a better method to improve the communi-
cation efficiency of MPE to CPEs.

01 02 0700

11 12 1710

21 22 2720

71 72 7770

Interface

CPE

MPE

MCMemoryCG

...

...
Fig. 4. Structure of SW26010 and new general Sunway
CPU.

When LDM transmits data, MPE uses DMA chan-
nel to transfer data from main memory to local mem-
ory, which is suspended from the core processor and
allows access to parts of local memory that are not
data transferred for operation. At the RMA double-buffer
(RMA-DB) strategy, the received CPE memory buffers
are divided into two parts when transferring data from
one core to another through CPE inter-communication
on CPEs. The two buffers are used to transfer and calcu-
late data alternately to achieve the effect of communica-
tion masking, which hides the transmit time behind the
computation time as Fig. 5 shows. At the same time, the
application of MNR strategy to control process-level data
exchange between the core groups improves the parallel
efficiency and is suitable for large-scale parallel comput-
ing.

It should be noted that although the RMA-DB strat-
egy can hide the communication time behind the calcula-
tion time, the MPE to LDM still consumes a lot of time,
which is caused by the Sunway CPU architecture.

V. NUMERICAL RESULTS AND ANALYSIS
Firstly, a radiation problem is considered to test

the LTS-DGTD method with RMA-DB strategy. Patch

Transmit with RMA

Computation

CPE buffer1

CPE buffer2

Computation stream

Buffer

Proposed 

method

Transmit with DMA

Conventional 

method

Data bus

Logical stream

Logical stream

Data bus

Stagnant stream

Fig. 5. Transmit data by RMA and DMA. In proposed
method, buffer 1 and buffer 2 transfer data using RMA
alternately. The stagnant stream denotes there is nothing
to do at that moment.

Table 1: Running time of the proposed method
Kernel LTS MPE CPEs Cluster RMA-DB

level time(s) time(s) time(s)
Update Level1 263.1 148.2 81.4
E Level2 295.5 156.3 85.2

Level3 1845.6 945.8 443.7
Update Level1 262.5 147.8 80.9
H Level2 296.0 155.2 86.8

Level3 1845.2 946.1 443.3

antennas are widely used in mobile communication and
miniaturized radars, so in this paper a rectangular patch
antenna is used to demonstrate the accuracy and effi-
ciency of the proposed method. The rectangular patch
is 22.7091 mm × 30.1615 mm, treated as perfect elec-
tric conductor (PEC), the size of the dielectric substrate
is 34.92 mm × 38.65 mm × 3 mm and its relative per-
mittivity is 4.5. A modulated Gaussian pulse in 2GHz
to 6 GHz excites the coaxial wave port at the bottom of
the antenna, inner and outer radius of the coaxial line
are 0.44 mm and 1.5 mm, respectively. The coaxial line
makes the antenna mesh has multi-scale size, there is
no sparse matrix solver that can use RMA-DB strategy
on the new sunway supercomputer for the time being,
thus, the LTS-DGTD method is suitable for this problem.
According to the wavelength of 4 GHz, 52,755 tetra-
hedrons were obtained through meshes discretisation,
which is partitioned into 3 LTS levels in LTS-DGTD,
the time step sizes are from 0.0602 ps to 0.5418 ps. The
geometry and mesh of the patch antenna are shown in
Fig. 6.

The S-parameter of the LTS-DGTD method on CPU
and Sunway processor are exhibited in Fig. 7, the result
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22.7091mm

30.1615mm

34.92mm

38.65mm

(a)

(b)

Fig. 6. The model and mesh of patch antenna. (a) Front,
top, and side views of the model; (b) Top and bottom
meshes.

of commercial software Ansys-HFSS is also proposed
in Fig. 7. Its obviously that the accuracy of the proposed
method on CPU is similar to that on Sunway. To show the
efficiency of the RMA-DB strategy, the running time of
different parts of the proposed method is summarized in
Table 1, the update E is the first stage of Eq. (12) and the
update H is the second stage of Eq. (12). With the RMA-
DB strategy, CPEs has 4.15 acceleration than MPE, that
demonstrates the efficiency of the RMA-DB strategy.

2.4 2.6 2.8 3.0 3.2 3.4

-8

-6

-4

-2

0

S1
1 

(d
B)

Frequency (GHz)

 LTS-DGTD on CPU
 LTS-DGTD on Sunway
 HFSS

Fig. 7. Transmit data by RMA and DMA. In proposed
method, buffer 1 and buffer 2 transfer data using RMA
alternately. The stagnant stream denotes there is nothing
to do at that moment.

Secondly, a slot antenna is used to demonstrate
the performance of MNR strategy on homogeneous dis-
tributed computers. The geometry of the antenna is
shown in Fig. 8. This antenna is excited by a coax-
ial wave port with the modulated Gaussian pulse in
15 GHz to 17 GHz. The antenna model is discretized into
1101096 tetrahedrons and is simulated by the DGTD-
LTS method with MNR strategy on a homogeneous
distributed computer. The homogeneous computer has
16 nodes, each node has 72 cores (Intel Xeon Gold
6140 @ 2.30GHz). The 120, 360, 720 and 936 cores
cases employ 2, 6, 12 and 13 nodes, respectively. Cores
are executed as threads by OpenMP. The Fig. 9 shows
the gain obtained by the MNR strategy and the FDTD
method. The calculation details of the original method
and MNR strategy are given in Table 2. Compared
with the original method, the MNR strategy significantly
improves computational efficiency, and as the number of
nodes increases, the acceleration becomes more obvious.

8mm
1.5mm

Semicircle

ZX

Y

13.2mm

6.5mm

ZX

Y

13.2mm

6.5mm

1mm

1mm
1mm

0.5mm

0.2mm

0.7mm

0.5mm

Fig. 8. Geometry of the slot antenna.

-180 -120 -60 0 60 120 180

-50
-40
-30
-20
-10

0
10
20

G
ai

n 
(d

B)

Theta (deg)

 FDTD
 MNR-120cores
 MNR-360cores
 MNR-720cores
 MNR-936cores

Fig. 9. Gain of the slot antenna obtained by the MNR
strategy and FDTD method.

To show the performance of MNR strategy on super-
computers, a scatter analysis of an automobile is consid-
ered. The analysis of radar scattering can be regarded as
a typical case of the electrically large-scale target sim-
ulation, similar analysis can be aimed at aircrafts, ships
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Table 2: Computational Performance of the slot antenna
Number of
cores

Time of orig-
inal (min)

Time of MNR
(min)

Speedup

120 143.07 136.55 1.05
360 56.95 47.44 1.20
720 34.10 24.75 1.38
936 29.07 19.67 1.48

Table 3: Computational Performance of automobile
Method Number of

Roundtrips
Time (s) Speedup

Original 7590 8895.6 1
MNR 341 354.1 25.1

and other targets. The size of the automobile is 5.20 m ×
1.82 m × 1.55 m, for the convenience of calculation, the
shell of the car is regarded as PEC, the interior of the car
is vacuum, and the tire is non-conductive rubber, which
is regarded as microwave absorbing material. The plane
wave with frequency of 800 MHz to 1200 MHz illumi-
nates the car from front to back. Waves with this fre-
quency band can attenuate slowly and propagate to dis-
tant place. To prove the efficiency of MNR strategy in the
case of multiple nodes, this example is simulated by the
Sunway TaihuLight supercomputer. The Sunway Taihu-
Light supercomputer has 4 SW26010 CPU per node and
the SW26010 CPU has 65 cores [26].

The model is divided into 3,188,485 tetrahedrons
and the LTS-DGTD method simulates this model with
1600 nodes (6400 processors) on the Sunway Taihulight
supercomputer. To confirm the accuracy of the proposed
method, the results of using and not using MNR strategy
are compared and shown in Fig. 10. The normalized elec-
tric fields of the automobile from 3 ns to 14 ns obtained
by the proposed method are shown in Fig. 11. In order
to analyze the performance of MNR strategy, the cal-
culation details are given in Table 3. Its obviously that
the MNR strategy reduces the number of roundtrips by
22.3 times and improves the speed of data transmission
by 25.1 times, and this result verifies the effectiveness of
MNR strategy.

Slot antenna array always have high working fre-
quency and strongly resonance, its transient characteris-
tic is hard to be simulated by classical numerical method.
There a slot antenna array to highlight the validity of
the two proposed methods is shown. The array size is
0.34115 m × 0.018477 m × 0.35456 m and its work-
ing frequency band is 15.9 GHz–17.9 GHz, the curved
slots make the model have multi-scale characteristics.
Absorb boundary condition (ABC) is used to terminate
the air box. A modulated Gaussian pulse from 14 GHz
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Fig. 10. Comparisons of electric field between the LTS-
DGTD method with and without the MNR strategy.

Fig. 11. Normalized electric field of the automobile from
3 ns to 14 ns proposed by the LTS-DGTD method with
MNR strategy.

to 19 GHz is applied into a coaxial port which loaded
at the bottom of the array. The model is divided into
19,320,201 tetrahedrons, whose number of unknowns is
386,404,020. The proposed method partitions the mesh
into 5 LTS levels and the time steps are from 0.0243 ps
to 1.9683 ps.

The proposed method is excuted with 4000 nodes (4
processors per node) on the new Sunway supercomputer,
Fig. 12 shows the normalized directivity of 16GHz pro-
vided by measurement and the proposed method in plane
yoz, and Fig. 13 shows the 3D directivity of the array and
its transient electric fields at 1.5ns, 2ns and 3ns, which is
helpful for us to analyze the excitation mode and design
of slot antennas. The iteration time and strong scalabil-
ity efficiency are presented in Table 4. The results show
that the proposed method can achieve 73.8% parallel effi-
ciency [24] when extended to 1040000 cores of 16000
processes, which expands the scale of the LTS-DGTD
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Table 4: Computational Performance of automobile
Number of
procs

Number of
cores

Time of
update (s)

Efficiency

1600 104,000 809.5 100.0
3200 208,000 409.8 98.7
6400 416,000 225.1 89.9
16000 1,040,000 109.6 73.8
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Fig. 12. Normalized directivity of slot antenna array in
plane yoz.

method from hundreds of nodes to tens of thousands of
nodes, and can effectively support its operation on mod-
ern supercomputers.

VI. CONCLUSION
In this paper, a high-performance parallelism of

the LTS-DGTD method on China’s homegrown Sunway
supercomputers is proposed for the transient electromag-
netic analysis. The MNR strategy is applied to reduce
the communication roundtrip between multi-nodes sys-
tem for the LTS-DGTD method, and a newly double-
buffer strategy is employed to make the communication
overlapped computation in CPEs with RMA transmis-
sion. Several numerical examples are used to demon-
strate the performance and efficiency of the proposed
method, which include the transient simulation of auto-
mobile, antenna and antenna array with analyzed on the
Sunway TaihuLight and the new Sunway supercomputer.
Numerical results show the parallel efficiency of the pro-
posed method is 73.8% from 1600 nodes to 16000 nodes,
which can be quite important for the application of the
LTS-DGTD method in industrial simulation. At the same
time, the MNR strategy in the proposed method can also
be used on multi-node supercomputers other than Sun-
way supercomputer.
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[3] D. Sármány, M. A. Botchev, and J. J. M. Vegt,
“Time-integration methods for finite element dis-
cretisations of the second-order Maxwell equa-
tion,” Computers and Mathematics with Applica-
tions, vol. 65 no. 3, pp. 528-543, 2013. https://doi.
org/10.1016/j.camwa.2012.05.023.

[4] Q. Zhan, Y. Fang, M. Zhuang, M. Yuan, and Q. H.
Liu, “Stabilized DG-PSTD method With noncon-
formal meshes for electromagnetic waves,” IEEE

https://doi.org/10.1016/j.camwa.2012.05.023
https://doi.org/10.1016/j.camwa.2012.05.023


803 ACES JOURNAL, Vol. 37, No. 7, July 2022

Transactions on Antennas and Propagation, vol.
68, no. 6, pp. 4714-4726, Jun. 2020. https://doi.org/
10.1109/TAP.2020.2970036.

[5] Q. Zhan, Y. Wang, Y. Fang, Q. Ren, S. Yang, and
W.-Y. Yin, “An adaptive high-order transient algo-
rithm to solve large-scale anisotropic Maxwell’s
equations,” IEEE Transactions on Antennas and
Propagation, vol. 70, no. 3, pp. 2082-2092, Mar.
2022. https://doi.org/10.1109/TAP.2021.3111639.

[6] J. P. Webb and B. Forgahani, “Hierarchal scalar
and vector tetrahedra,” IEEE Transactions on Mag-
netics, vol. 29, no. 2, pp. 1495-1498, Mar. 1993.
https://doi.org/10.1109/20.250686.

[7] P. Li, Y. Shi, L. J. Jiang, and H. Bağcı,
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