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Abstract ─ A novel loop-loaded printed dipole 
(LLPD) with a wideband balun structure is 
presented for aiming a dual-band antenna 
operation at 3.0/5.5 GHz bands. The proposed 
balun structure alone demonstrates VSWR<1.5 
performance over a 3:1 bandwidth. As the loop 
elements placed on the antenna aperture provides 
dual-band operation with at least 15% impedance 
bandwidths, the wideband balun/feed allows for 
matched and balanced excitation for the dipole 
over the bands of interest. An equivalent circuit 
modeling of the LLPD antenna is presented along 
with the corresponding simulations and 
measurements. 
  
Index Terms ─ Balun/feed, dual-band operation, 
equivalent circuit model, loop elements, printed 
dipole.  
 

I. INTRODUCTION 
Compact multi-function antennas play a major 

role in today’s communication systems where size, 
weight, power consumption and cost are the key 
issues in designing integrated transceiver circuitry. 
In this context, printed antennas were previously 
considered to achieve multi-band or wideband 
applications [1−16]. Printed dipole elements, in 
particular, are preferred in such applications due to 
their low-profile and easy fabrication. The dipoles, 
however, cannot perform in the way as predicted 
when they are excited directly by a coaxial feed. 
This is due to inherit unbalanced current excitation 
by the coax. To overcome this undesired 
phenomenon, a balun (balanced-to-unbalanced) 
structure is required in the coax-fed dipole 
applications in order to match the unbalanced 

coaxial transmission line to the balanced two-wire 
line, i.e. the dipole in this case.  

In this study, a novel loop-loaded printed 
dipole (LLPD) with a wideband balun structure is 
introduced for a dual-band antenna operation at 
3.0/5.5 GHz bands, which are designated for a 
specific radar application. Recently, parasitic or 
loading elements have been considered to obtain 
dual-band dipole operation [9, 10]. A dual-band 
printed dipole antenna with a multi-arm parasitic 
element is introduced in [9] for WiMAX 
applications covering the bands 2.5–3.8 GHz and 
5.15–5.85 GHz. In [10], an antipodal printed 
dipole loaded with circular split-ring resonator 
(SRR) elements has been introduced for a dual-
frequency operation. In that study, eight SRR 
elements consisting of two concentric split-rings 
each are placed along the length of the dipole to 
achieve a dual-band operation at 1.2 GHz and 2 
GHz bands. Also in [11], the authors have recently 
introduced a twisted dipole antenna with 
switchable loadings to achieve tunable antenna 
operation for 3.0 GHz and 5.5 GHz bands.  

In this research, we propose a novel printed 
dipole antenna loaded with two rectangular loop 
elements (without splits) asymmetrically placed 
along the dipole length to achieve the dual-band 
operation around the center frequencies of 3 GHz 
and 5.5 GHz. As compared to its counterparts [9, 
10], the proposed LLPD configuration is rather 
simple in structure, thus offers more flexibility in 
designing for different operational frequencies 
while maintaining the desired antenna 
performance.  

It is worth mentioning that the proposed 
antenna is low-cost, low-loss, low-profile, and is 
also arrayable [17]. We note that the full-wave 
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analysis of the antenna design has been carried out 
using CST Microwave Studio, which utilizes the 
time-domain finite-integration method. In this 
article, we present the corresponding simulation 
and measurement results to demonstrate the 
performance of the proposed LLPD design. In 
addition, several parametric studies are presented 
to show the design flexibility of the proposed 
configuration. A simplistic equivalent circuit 
modeling of the LLPD is also presented. 
 

II. ANTENNA AND BALUN/FEED 
DESIGN 

The proposed LLPD/balun configuration is 
depicted in Fig. 1 along with the corresponding 
physical parameters. As shown, the antenna 
aperture consists of a printed dipole and a doublet 
of concentric loop elements asymmetrically 
located (at a distance of 0.3 mm) on each side of 
the dipole feed-gap, which is 0.89 mm. All these 
elements are supported by a thin substrate with 
t=0.79 mm and εr=2.2 (Arlon DiClad 880). While 
the dipole by itself resonates around 3 GHz, the 
inclusion of the loop elements allows for an 
additional operational frequency band around  
5.5 GHz. The loop elements provide not only 
inherent inductive loading, but also capacitive 
loading to the dipole, thus achieving 50Ω matched 
dual-band operation. In particular, the capacitive 
effect occurs due to proximity of the loop elements 
to the dipole as well as interaction between the 
concentric loop elements. We remark that the 
critical parameters to achieve the desired dual-
band performance are the loop dimensions, the 
effects of which on the antenna operation will be 
discussed in Section III. 

When the dipole was excited directly by a 
coax-feed, the realized antenna could not perform 
in the way the simulations predicted [18]. This 
“expected” phenomenon is mainly due to the 
unbalanced behavior of the coax. Hence, a new 
balun structure having compatible conjunction 
with the dipole has been designed. As shown in 
Fig. 1, the LLPD is excited by a balun-feed 
structure placed vertically between the aperture 
and the ground plane (GP) where the aperture-GP 
distance is set to h=17 mm. This novel balun 
structure has a tapered microstripline with metallic 
extensions, and is supported by a similar substrate 
(t=0.79 mm, εr=2.2) placed on a triangular-shaped 

GP as depicted in detail in Fig. 2. The triangular 
shape [19] is chosen to accommodate the balun 
structure underneath the dipole gap appropriately. 
More importantly, the shape, position, and size of 
those extensions placed along the microstripline 
are determined to be the critical parameters of the 
balun design to achieve wideband VSWR 
performance. We note that for optimum 
performance the design parameters of the LLPD 
were re-optimized in integration with the balun-
feed. 

 
Fig. 1. The proposed LLPD/balun configuration: 
W=36, L=66, W0=3.5, L0=21.2, L1=7.4, L2=15.7, 
L3=10.5, L4=12.4, L5=10.3, W1=2.1, W2=2, g= 0.5, 
t= 0.79, h= 17 (all in mm), εr=2.2. 

 

 
Fig. 2. The proposed balun configuration: 
l1=18.275, l2=3.4, l3=1, w1=2.2, w2=1, w3=4, 
w4=3.5, t=0.79 (all in mm), εr=2.2. 
 

III. RESULTS AND DISCUSSIONS 
The simulated and measured VSWR 

characteristics of the back-to-back balun structure 
are displayed in Fig. 3. As shown, the realized 
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balun design with the extensions provides 
VSWR<1.5 over 2−6 GHz band, i.e. a 3:1 
bandwidth. Also displayed in Fig. 3 are the results 
for the balun design without extensions, yielding 
relatively worse VSWR levels (around 1.5−2) for 
frequencies below 4.5 GHz. That is, the metallic 
extensions placed along the microstripline play a 
key role for better matching in lower frequencies. 
Also note that the measured data show ripple 
characteristics tracking the rather smooth 
simulated profile, mainly due to the standing-wave 
phenomenon observed in the measurements.   

 
Fig. 3. The simulated and measured VSWR results 
for the balun designs. 
 

Having discussed the balun design by itself, 
we now consider the performance of the LLPD 
antenna integrated with the balun-feed structure. 
The photograph of the fabricated LLPD/balun 
antenna is depicted in Fig. 4. In Fig. 5, we display 
the simulated and measured input reflection 
coefficient (S11) characteristics of the LLPD 
design along with the corresponding bandwidth 
performances listed in Table 1. As seen, the 
agreement between the results is quite good except 
that a little amount of bandwidth reduction 
(~1.5%) is observed for the fabricated antenna. 
The discrepancies are probably due to material and 
fabrication tolerances. Of importance is that the 
realized antenna offers a dual-band operation with 
at least 15% S11 bandwidth at each band of 
interest, i.e. 3 GHz and 5.5 GHz where |S11|<−10 
dB criterion along with 50Ω system is considered. 
We note that the VSWR and return loss 
measurements were carried out using Rohde & 
Schwarz ZVB8 Vector Network Analyzer.  

 
 

 
Fig. 4. The perspective views of the fabricated 
LLPD antenna. 
 

 
Fig. 5. The input reflection coefficient charac-
teristics of the LLPD/balun design: the CST 
simulations for the cases with and without loop 
elements, and the measured results for the 
fabricated antenna with the loops are shown. 
 

Also in Fig. 5, the simulated S11 performance 
of the dipole in absence of the loop elements is 
shown besides that of the LLPD design, where the 
loops play a key role in the occurrence of the 
upper frequency-band. In fact, the inclusion of the 
loops causes an additional resonance as well as an 
improvement in impedance matching in the upper 

2 3 4 5 6
1

1.5

2

2.5

3

3.5

4

4.5

5

VS
W

R

Frequency (GHz)

w/o extensions
Measurement
Simulation

w/ extensions
Measurement
Simulation

Extensions

2 3 4 5 6 7
-30

-20

-10

0

w/o Loops (CST)
w/  Loops (CST)
w/  Loops (Meas.)

Frequency (GHz)

S 1
1

(d
B)

460UCAR, SONDAS, ERDEMLI: DUAL-BAND LOOP-LOADED PRINTED DIPOLE ANTENNA WITH BALUN STRUCTURE  



band as shown in Fig. 6, where the input 
impedance at the balun-coax end is displayed for 
the cases without and with the loops. As seen, for 
the former case, there are two resonances around 
2.7 GHz and 4.8 GHz where the real part of 
impedance levels reaches 400 Ohms. On the other 
hand, for the latter case, an additional resonance 
occurs around 5.5 GHz, while the previous 4.8 
GHz band shifts downwards to 4.2 GHz due to the 
loading effect of the loops. In addition, there is a 
slight upward shift observed in the lower band as 
can be seen from Figs. 5 and 6. More importantly, 
the impedances are dramatically reduced to  
50 Ω levels owing to the inclusion of the loops, 
thus a desired matching is achieved around  
5.5 GHz band. 

 
Table 1: Bandwidth (BW) comparison of the 
simulated and fabricated antennas 

 
 

 
Fig. 6. The simulated input impedances (Zin) for 
the cases without (top) and with (bottom) the 
loops. 
 

In Fig. 7, we also display the computed 
surface current distributions over the antenna 
aperture for both frequency bands. As seen, the 
current distribution at 3 GHz is mainly 
concentrated along the dipole, while the 
distribution at 5.5 GHz is predominantly occurs 
around the loops as well as between the dipole and 

the loops. These results also confirm that the lower 
frequency band is mainly due to the dipole 
resonance, but the higher band occurs owing to 
presence of the loop elements. 

In addition, we carried out radiation pattern 
measurements for the LLPD/balun configuration 
in an anechoic chamber using ETS-Lindgren 3117 
DRG horn antenna (1−18 GHz). The computed 
and measured radiation patterns at 3 GHz and 5.5 
GHz are displayed in Fig. 8 where a reasonably 
well agreement is observed. As shown, the 
antenna offers a broadside radiation pattern with a 
directive gain of about 7.5 dBi at the respective 
frequencies, where the front-to-back ratios are 
predicted as being higher than 13 dB. In addition, 
the computed radiation efficiency of the LLPD 
antenna is better than 95% at the related 
frequencies. 

 

 

 
 

 
Fig. 7. The surface current distributions over the 
antenna aperture at 3 GHz (top) and 5.5 GHz 
(bottom). 
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Fig. 8. The computed (dashed) and measured 
(solid) radiation patterns of the LLPD/balun 
design at 3 GHz (top) and 5.5 GHz (bottom). 
 

Although the presented design is projected for 
a specific frequency operation, one can obtain a 
similar dual-band performance at different 
operational frequencies by varying some 
parameters of the antenna structure. In designing, 
we have carried out several parametric studies to 
achieve the optimum antenna performance. Here, 
we present those studies performed for the three 
critical design parameters, namely, the dipole 
length (2L0) and the loop dimensions (L2 and L4). 
As can be seen from Fig. 9, the dipole length 
mainly determines the lower-band, while the loop 
dimensions play a major role in occurrence of the 
higher-band. Of importance is that when the dipole 
length is fixed, by varying the loop size one can 
shift the higher-band upwards or downwards with 
an insignificant effect on the lower-band (Fig. 9 
(b) and (c)). Similarly, by varying the dipole 
length with the loop size fixed, one can shift the 
lower-band accordingly (Fig. 9 (a)). In brief, those 
studies demonstrate the flexibility of the proposed 
LLPD configuration; thus, provide some 
guidelines in designing for a different set of dual 
frequencies. 

 In addition, other loop parameters have also 
been examined during the design optimization 
process. The presence of inner loops is shown to 

have a critical effect on S11 levels, particularly in 
the upper band, while there is no significant effect 
observed when the gap between the outer and 
inner loops is varied in the range of 0.3−0.7 mm 
with noting that it is set to 0.5 mm in the final 
design. 

 

 

 

 
 
Fig. 9. The effects of (a) the dipole length (2L0) 
and the loop dimensions (b) L2 and (c) L4 on the 
S11 performance. 

-40

-20

0 dB

30o

60o

90o90o

60o

30o
θ =0o

180o

120o

150o 150o

120o

E-Plane

H-Plane

3 GHz

-40

-20

0 dB

30o

60o

90o90o

60o

30o
θ =0o

180o

120o

150o 150o

120o

E-Plane

H-Plane

5.5 GHz

2 3 4 5 6 7-30

-20

-10

0

Frequency (GHz)
S 1

1
(d

B) L0=19.2 mm

21.2

23.2

25.2

(a)

2 3 4 5 6 7-30

-20

-10

0

Frequency (GHz)

S 1
1

(d
B)

L2=19.7 mm

17.7

16.7

15.7

14.7

(b)

2 3 4 5 6 7-30

-20

-10

0

Frequency (GHz)

S 1
1

(d
B)

L4=14.4 mm

12.4

10.4

(c)

462UCAR, SONDAS, ERDEMLI: DUAL-BAND LOOP-LOADED PRINTED DIPOLE ANTENNA WITH BALUN STRUCTURE  



When the dipole-loop gap is increased from 
the optimum value of 0.3 mm to 0.5 mm, there is a 
slight bandwidth reduction, and also about 0.2 
GHz downward frequency shift observed. 
Moreover, the loop-widths have some slight effect 
on the performance. In particular, ±0.2 mm 
variation in the widths (W1 & W2) results in an 
upward or downward shift (at most 0.1 GHz) in 
the upper frequency-band. Similarly, the 
placement of the loops along the dipole-length (L5) 
plays a role in fine-tuning of the upper center-
frequency. Note that there has been no significant 
influence on the lower-band as the loop 
parameters are varied.   

 We also remark that there has been no 
degradation observed in the radiation properties of 
the antenna for the parametric studies considered. 
Furthermore, the proposed design tends to have a 
capability of broadband dipole performance 
(instead of dual-band). That is, with an appropriate 
parameter optimization, the gap between the lower 
and upper frequency bands may be closed, so the 
bands are joined together to provide a rather larger 
bandwidth performance. In Fig. 10, we display S11 
characteristics of such a broadband design. As 
seen, this preliminary design offers 52.5% 
bandwidth (2.95−5.05 GHz) where |S11| < −6 dB. 
We also note that the computed realized gain is 
6−8 dB over the band of interest where radiation 
patterns are similar to those in Fig. 8. 

 

 
 

Fig. 10. The input reflection coefficient charac-
teristics of the broadband LLPD/balun design 
where the parameters are same as those in Fig. 1 
and Fig. 2 except W0=2.9, L0=19.1, L2=18.75, 
L3=13.55, L5=7.3, l3= 3 (all in mm). 

Furthermore, an equivalent circuit modeling 
(ECM) for the LLPD design has been considered 
in this study. As seen in Fig. 11, the proposed 
simplistic model is based on the equivalent circuit 
models for the dipole antenna [20] and the loop 
elements [21]. By integrating those two models 
and including an additional capacitor (C3) 
representing the coupling between the dipole and 
the loops, we obtained the ECM for the LLPD 
antenna. The corresponding capacitance, 
inductance, and resistance values (C0=3.15 nF, 
L0=0.2 nH, R1=80 Ω, C1=3 pF, L1=0.7nH, R2=2 Ω, 
C2=1.4 pF, L2=0.4 nH, R3=11 Ω, C3=0.9 pF) in the 
model were acquired by means of a curve-fitting 
algorithm considering only the related S11 
magnitude for the design parameters given in  
Fig. 1. As shown in Fig. 12, the proposed ECM 
predicts the operational bands reasonably well 
with some differences in the out-of-bands. We 
note that in the ECM, R1 mainly represents the 
radiation resistance of the dipole antenna, whereas 
the resistive elements R2 and R3 stand for possible 
physical losses. We note that those circuit element 
values will change if any dimension in the 
structure is altered. One can also develop 
empirical formulae relating the ECM values with 
the corresponding physical design parameters [1]. 

 
IV. CONCLUSION 

In this paper, we have introduced a novel 
loop-loaded printed dipole antenna for a dual-band 
application operating at 3 GHz and 5.5 GHz 
bands. The proposed design has two new features: 
While the loop elements placed on the antenna 
aperture provides dual-band operation at the 
designated frequencies, the wideband balun/feed 
allows for matched and balanced excitation for the 
dipole. The practical realization of the proposed 
LLPD/balun design was carried out, resulting in 
reasonably good performance in accordance with 
the simulations. In particular, the design offers 
15% impedance bandwidths at the corresponding 
bands with a fairly well radiation performance. We 
remark that the proposed low-profile antenna is 
simple in structure and can easily be adapted for 
different operational frequencies to be employed 
in various communications applications. Also, the 
proposed design can readily be extended to an 
array configuration. Finally, a simplistic 
equivalent circuit model for the LLPD antenna has 
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been proposed, predicting the antenna 
performance quite well. 

 
Fig. 11. The proposed equivalent circuit model for 
the LLPD antenna. 
 

 
 

Fig. 12. The comparison of S11 characteristics for 
the simulated (CST) and the equivalent circuit 
model (ECM) of the LLPD antenna. 
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Abstract ─ An efficient multi-scale approach to 
meshless modeling of three-dimensional guided 
wave problems is realized by hybridization of the 
radial point interpolation method (RPIM) and the 
unconditionally stable leapfrog alternating-
direction implicit (ADI-) RPIM scheme. In it, the 
solution domain is regionalized; the leapfrog ADI-
RPIM is applied to regions with coarse nodal 
distributions while the original RPIM is applied to 
the rest of the dense nodal solution domain. With 
application of the leapfrog ADI scheme, a uniform 
time-step can now be applied to the entire solution 
domain without temporal and spatial interpolation 
between different computational regions. 
Furthermore, in the proposed scheme, implicit 
updating of field variables is confined only within 
the regions of densely-distributed nodes, yielding 
a significant saving in memory overhead and a 
further reduction in CPU time in comparison with 
leapfrog ADI-RPIM and original RPIM, 
respectively.  
  
Index Terms ─ Alternating-direction implicit 
scheme, finite-difference time-domain, hybrid 
methods, meshless methods, radial point 
interpolation method. 
 

I. INTRODUCTION 
With recent advances in modern electronic and 

electrical technologies, electromagnetic problems 
are becoming exceedingly complex; as a result, 
modern computer-aided tools based on 

conventional computational electromagnetic 
methods often experience difficulties in providing 
accurate modeling solutions within a reasonable 
time. To tackle the problem, higher-order basis 
functions along with mesh reduction techniques 
have been applied to the conventional methods to 
reduce memory and time consumption while 
maintaining the same level of modeling accuracy 
[1, 2]; or alternatively, novel numerical methods 
have been sought that can free constraints on 
numerical accuracy from the connectivity laws of 
grid nodes and shape and dimension of elementary 
cells that long exist in the conventional methods. 
One of the promising new numerical techniques is 
the meshless method. It utilizes a set of scattered 
nodes to represent a problem domain and 
associated boundaries, rather than a predefined 
mesh/grid as used in the conventional numerical 
methods.  

Among the meshless techniques that have 
been adapted for use in computational 
electromagnetics, the radial point interpolation 
method (RPIM) [3] gains significant attention due 
to its simplicity, accuracy, and consistency. Its 
applications have been seen in one dimensional 
wave propagation problems [4], two-dimensional 
H-plane bent waveguides [5, 6], and three-
dimensional cavity problems [7]. Recently, the 
method has been extended to electromagnetic 
radiation and scattering problems in open-region 
[8] and with material interfaces [9]. Although the 
method has been repeatedly reported to be much 
more robust than the conventional finite-difference 
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time-domain (FDTD) method, computational 
performance of the method is somehow limited by 
its stability constraint on time step; this is a 
drawback from the employment of explicit finite-
difference scheme to approximate the time 
derivatives in Maxwell’s equations. Efforts were 
thus made in our previous work [10, 11] to further 
improve the computational efficiency of the 
method, with the implementation of leapfrog 
alternating-direction-implicit (ADI) scheme [12-
15] to remove the stability constraint; it leads to an 
unconditionally stable meshless ADI-RPIM 
method.  

Computational efficiency of the 
unconditionally stable meshless ADI-RPIM 
method has then been assessed with a large 
number of numerical experiments. It is observed 
that the used implicit meshless scheme is very 
attractive for the problems where nodes are highly 
irregularly distributed over an entire solution 
domain.  

However, when irregular nodal distributions 
are applied only in a small portion of the problem 
domain, the method appears to be less efficient. 
Further analysis of the computational expenditures 
leads to the explanation: since the method is based 
on the implicit updates of field variables, extra 
computational cost is required for matrix assembly 
of extra off-diagonal terms in coefficient matrix 
and the associated matrix computation during the 
time-marching; depending on the average number 
of nodes that are enclosed in the support domain 
for interpolation, this process can sometimes 
become time-consuming and compromise the 
overall computational efficiency of the 
unconditional meshless scheme.  

 Therefore, it is desirable to develop a smart 
hybrid approach that applies the unconditionally 
stable meshless method intelligently. To this end, 
in this paper, we propose the approach that applies 
the efficient leapfrog ADI-RPIM only to 
computational sub-regions with dense nodal 
distributions and the original RPIM to the rest of 
the problem domain.  In such a way, the extra 
memory required to store the off-diagonal terms of 
the matrix equations and the additional CPU time 
for matrix computations can be minimized. 
Thanks to the multi-scale modeling capability of 
the meshless RPIM, such a hybridization can be 
realized easily without need of sub-gridding and 
additional spatial interpolation. Moreover, due to 

the alternating nature of the field variables in 
leapfrog ADI-RPIM, temporal interpolation is not 
needed either.  

In the next section, we will first briefly 
describe the RPIM method in three dimensions 
and then present a set of RPIM equations with the 
convolutional perfectly matched layer (CPML) 
absorbing boundary conditions. In Section 3, we 
will present the unconditional stable RPIM method 
with the corresponding leap-frog ADI-RPIM 
equations and then combine it with the original 
explicit RPIM to formulate the hybrid approach; 
In Section 4, we will numerically validate the 
effectiveness of the proposed approach; the 
comparison between the proposed hybrid approach, 
the original RPIM method, the leapfrog ADI-
RPIM, and the conventional FDTD in terms of 
computational cost is shown. 
 

II. THE MESHLESS RPIM METHOD 
The formulation of the meshless RPIM in 

computing electromagnetic fields comprises three 
key steps: representation of field variables with the 
point interpolation scheme, construction of shape 
functions, and discretization of Maxwell’s time-
dependent equations. 

 
A. The Local Point Interpolation Scheme and 

Shape Function 
The node-based RPIM method discretizes a 

solution domain using a set of spatial nodes. As 
seen in Fig.1, an arbitrary solution domain is filled 
with scattered nodes; whereas, the boundary of the 
domain is precisely represented with lying-on 
nodes. The underlying point interpolation scheme 
interpolates the field variable u  at point q locally 
with and only with its values at surrounding nodes. 
A support domain S is defined for each q to 
enclose N points that are used for interpolation. 
The values of parameter N in the range of 4-12 are 
used throughout this work. Mathematically, such 
interpolation can be expressed as: 

1 1

( ) ( ) ( )
N M

n n m m
n m

u X r X a p X b
= =

= +∑ ∑ , (1) 

where X=(xq, yq, zq) is the coordinate of point q, 
rn(X) is the radial basis function, pm(X) is the 
monomial basis function, and an and bm are the 
associated interpolation coefficients.  

The radial basis function in a Gaussian form is 
deployed in our work to weight the contributions 
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from surrounding nodes when interpolating the 
field value at point q. It is expressed as.  

2( / )( ) sc r d
nr X e−= ,       (2) 

where 2 2 2( ) ( ) ( )n n nq q qr x x y y z z= − + − −+ ,

( , ),n n nx y z are the coordinates of the nth node 
surrounding the point of interest q, ds is the radius 
that defines the area of  the support domain S, and 
shape parameter c controls the decay rate of the 
function over the space.  AD is the average nodal 
spacing between two nodes in the domain. 

A linear combination of four (M =4) 
monomial basis functions in the form of [ ]1, , ,x y z  
is used to construct the polynomial in eqn. (1). 

 
Fig. 1. Support domain of the point q (dashed line) 
and its surrounding nodes. 

The interpolation coefficients an and bm are 
solved locally with a matrix equation that relates 
true field values at nodes within the support 
domain at their relative spatial positions [3, 7]. 
Equation (1) can thus be rewritten as 

( )u X = + =  
T T

a b s sR (X)S P (X)S U Φ(X)U  ,   (3) 

where [ ]1 2( ), ( ), , ( )NX X X= Φ Φ ΦΦ(X)  is a 
vector of shape functions associated with N nodes 
in the support domain of q. Us is the vector holding 
the considered field component values at the N 
nodes, and the entries of constant matrices Sa and 
Sb can be found in [7]. 
 
B. RPIM Equations with CPML Absorbing 

Boundary Condition 
By substituting the spatial derivatives of field 

variables in Maxwell’s time-dependent equations 
with corresponding derivatives of (3) and applying 
the central difference scheme to approximate the 
time-derivatives, the leap-frog RPIM equations for 
time-marching of field variables can be formulated 
[7]. As this work addresses unbounded radiation 
and scattering problems, the CPML absorbing 
boundary conditions [16, 17] are deployed. Due to 
limited space, only the update equation for the x-

directed electric field component and z-directed 
magnetic field component are presented below. 
The update equations for other field components 
can be produced by a cyclical exchange of x, y, 
and z indices. For detailed implementation of PML 
in meshless methods, please refer to [8, 11].  
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(12) 
τδ and ,iτρ are the thickness of the PML and the 

depth of node i across the interior-PML interface 
along the x, y or z directions, respectively; power n 
is the order of scaling; κτ,i and στ,i are the stretched 
coordinate metric and electric conductivities 
evaluated at each E-field node i in the CPML 
region; ατ,i is the shifting parameter, and m

τκ and m
τσ  

are the maximum values of  κτ,i and στ,i. 
 
III. THE UNCONDITIONALLY STABLE 

MESHLESS ADI-RPIM METHOD 
In the original meshless RPIM method, there 

exists an upper limit for the time-step that can be 
applied to update field variables; when the time-
step exceeds the limit, the time-marching scheme 
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will become unstable and give rise to divergent 
numerical results. The stability limit on the time-
steps used in the original meshless RPIM method 
is extracted from [7] and listed here for 
completeness.  

max

2 ,
( ( )

t
sqrt λ

∆ ≤
Q

                  (13)          

where max ( )λ Q is the largest eigenvalue of matrix Q 
in terms of magnitude; and Q=CB+DA, where A, 
B, C, and D are the coefficient matrices associated 
with the right-hand-side of the meshless RPIM 
formulation. 

The conditional stability expressed by (16) is 
due to employment of the explicit finite-difference 
approximation to the time derivatives in 
Maxwell’s equations. In order to eliminate the 
stability constraint and consequently improve the 
computational efficiency with a larger step, a 
leapfrog version of the ADI scheme is 
incorporated into the RPIM method in [10], 
leading to an unconditionally stable leapfrog ADI-
RPIM meshless method. The resultant scheme is 
implicit that requires solving a band matrix at each 
time iteration. The formulations for the implicit 
update of field components Ex and Hz are extracted 
from [10] and are listed below for simplicity and 
completeness.  

1 1 12 2
2 2 2

, , ,

1
2

, , ,

4 4

( ).

n n n
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j k j

n n n
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∆ ∆
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∆
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 (15) 

 Here the range of values that correspond to 
indices k and j depends on the number of 
neighboring nodes enclosed in the local support 
domain of the node i. For instance, when N=4, the 
values of k and j are in the range of 1- 4, and the 
ith row of resultant band coefficient matrix will 
have 9 nonzero elements. 
 

IV. THE PROPOSED HYBRID 
MESHLESS ADI-RPIM SCHEME 

In the proposed hybrid scheme, a solution 
domain is divided into a number of sub-domains 
that are categorized into dense node regions and 
coarse node regions. A node i is considered to be 
in a dense node region when ratio of the average 
nodal spacing ‘AD’ in the local support domain of 
node i to the average distance between two 
adjacent nodes over the entire solution domain 
falls below a pre-determined threshold; an 
optimized search routine is developed and applied 
to decide appropriate boundaries of those sub-
regions.  

The leapfrog ADI-RPIM is then applied to the 
dense node sub-regions; whereas, the original 
RPIM is applied to the remaining coarse node 
regions. For nodes lying at a region interface, field 
values are computed with the ADI-RPIM scheme. 
As can been seen from (15)-(16), E-field, and H-
field in the leapfrog ADI-RPIM are staggered in 
time in the same manner as RPIM; 
synchronization of the time steps of dense regions 
and outer coarse regions can thus be realized 
without temporal interpolation. As for any node 
with a support domain intercepting with a region 
interface, update of field values needs to access 
the current field values at some of the nodes that 
fall into the another region; in this case, it is more 
convenient to recast the explicit RPIM update 
equations into a format of matrix equation and 
combine it with the matrix equation derived from 
the implicit leapfrog ADI-RPIM scheme. More 
specifically, combination of (4) with (15), and (5) 
with (16) yields two new matrix equations 
expressed as  

1 1
2 2

n n

x x
n n
z y E

+ −
= + − +AE AE BH CH Ψ ,      (16) 

and     1
1 1
2 2n n

z z

n n

x y H
+

+ +
= + − +MH MH DE GE Ψ ,  (17) 

where entries of coefficient matrices A, B, C, M, 
D and G, and auxiliary vector ψ due to the CPML 
can be found from (4) to (16). 

 
V. NUMERICAL EXPERIMENTS 

A. 5-Pole H-Plane Iris Filter 
The return loss of a bandpass waveguide iris 

filter was computed to illustrate the numerical 
efficiency of the hybrid meshless method 
presented here.  The filter was based on a WR-28 
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rectangular waveguide for millimeter-wave 
applications. It consists of 5 cavities formed with 6 
sets of thin perpendicular conductive walls. To 
evaluate performance of the filter under single-
mode propagation, a plane source with TE10 field 
distribution was used to excite TE10 mode. The 
sensor nodes were placed at a short distance from 
the sources to record electric field component Ez.  
The geometry and solution domain setup of the 
problem are shown in Fig. 2, whereas the 
dimension of the filter is given in Table 1. 

 

 
Fig. 2. A 5-pole H-plane iris filter (WR-28 
waveguide). 
 
Table 1: Dimension of the iris filter (inches) 

a t L1 L2 L3 L4 L5 
0.28 0.008 0.169 0.187 0.192 0.187 0.169 
d1 d2 d3 d4 d5 d6  

0.127 0.082 0.077 0.077 0.082 0.127  
 
Here a is the width of the WR-28 rectangular 
waveguide, t is the thickness of the irises, Li 
specifies the space between two adjacent irises, 
and di defines the gap between a set of irises.    

Due to the small dimension of the thin iris, a 
very fine uniform grid will be needed to discretize 
the entire problem when the conventional FDTD is 
used; this yields a significant number of unknowns 
to be solved with large computational effort. 
However, with the multi-scale modeling capability 
of the meshless RPIM, a set of densely distributed 
nodes can now be placed in the regions around 
thin walls for refined solutions; the rest of the 
problem domain remains represented with 
uniformly distributed coarse nodes, as shown in 
Fig. 2.  

Then, a computational sub-domain is defined 
to enclose those densely distributed nodes where 
the field values are updated with unconditionally 

stable ADI-RPIM scheme. The rest of the domain 
is still solved with the original RPIM method.  

To accurately assess the S11 values of the iris 
filter shown in Fig. 2, a reference problem with the 
same nodal discretization but with the irises 
removed and top/bottom PECs replaced by CPML 
layers is also simulated. The total electric field 
recorded at the sensor point due to the iris walls is 
Fourier transformed to the frequency domain and 
compared with the incident field computed from 
the reference problem to determine the reflected 
field and thus the numerical reflection at port1.  

 

 
Fig. 3. Computed S11 parameters of 5-pole H-
plane iris filter. 
 

Figure 3 shows the computed S11 values for 
the frequency sweep from 22 GHz to 45 GHz. As 
can be seen, the results solved with the proposed 
hybrid meshless scheme agree well with the 
reference solution from the conventional FDTD 
with a fine grid; both indicate a good performance 
of the filter design with the center frequency of 
35.2GHz and the bandwidth of 3.2GHz; the  
reflection in the pass band is lower than -10dB.  

 
Fig. 4. E-field distributions at different frequencies 
(after 20000 time-steps), (a) at 30 GHz (below the 
low end of the pass band); (b) 35.5 GHz (inside 
the pass band); (c) 40 GHz (beyond the pass band). 
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Figure 4 presents the graphical displays of E-
field distribution along the waveguide filter after 
20000 time iterations at different frequencies. As 
clearly seen, within the pass-band, the steady-state 
TE10 mode propagation is established with little 
reflection, whereas outside the pass-band, the E-
field attenuates and eventually vanishes as it 
propagates away from the sources.  
 
B. Substrate Integrated Waveguide (SIW) 

The second example was the simulation of the 
steady-state transmission mode of a single-layer 
substrate integrated waveguide (SIW). Figure 5 
shows the geometrical design and fundamental 
parameters of the SIW under study.  For 
illustration purposes, a standard substrate for high 
speed digital applications, N-4000-13, with εr = 
3.6 and height h = 16 mil, was used.   

 

 
Fig. 5. A 2D substrate integrated waveguide. 

In principle, the substrate integrated 
waveguide emulates a dielectric-filled waveguide 
with lateral walls formed by rows of vias that are 
sufficiently close to each other. If properly 
designed, the behavior of a SIW is similar to that 
of a conventional rectangular waveguide. The 
theoretical cutoff frequency of the SIW shown in 
Fig. 5 was found to be around 10GHz with the 
following formulae from [18]: 

2 2

,  and  0.1
0.952c d s

sd r

c d df W W
p WW ε

= = − + (18) 

where c is the speed of light, εr is the dielectric 
constant, Ws is the width of the waveguide, Wd is 
the effective width of the guide, d the diameter of 
the via, and p is distance between the vias. 

Since the SIW can only support TEm0 modes 
due to dielectric gaps created by the via 
separations, a vertically oriented probe was used to 
excite the waveguide.  The uniform current density 
along the probe was expressed with a ramped 
sinusoidal function (20). The duration of the ramp 

function was set to be six cycles of the sinusoidal 
pulse to eliminate the switch-on noise. The long-
time response of the waveguide to such an 
excitation was approximately monochromatic. 

0 0 0 ˆ( ) ( 2 ) sin(2 ( 2 ))zzJ t R t T f t Tπ= − ⋅ − .   (19) 
The ratio of voltages at port 1 and port 2 

indicates the transmission behavior of the SIW 
under study and it was firstly examined. The time-
domain profiles of electric field along the two 
ports were recorded up to 30000 time iterations 
and Fourier-transformed to obtain the 
corresponding frequency responses; and then line-
integrations were performed along the ports to 
obtain the voltage values at the two ports.  As can 
be seen from Fig. 6, the results computed with the 
hybrid approach are in good agreement with the 
reference solution from the FDTD, both indicating 
a cut-off frequency of 10GHz for the dominant 
mode (TE10) of the SIW.  

 

 
Fig. 6. Ratio of voltages across two ports (1-40 
GHz). 

 
Fig. 7. Normalized electric field along the line of 
observation points. 
 

The steady-state field distribution over the 
SIW for higher TE modes was also examined. To 
launch a TE20 propagating mode along the SIW, 
the waveguide was excited with two probes, which 
were positioned at 1/4 and 3/4 of the width of the 
waveguide, in an anti-phase manner. Figure 7 

Vias 
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shows the normalized electric field along the line 
of observation points depicted in Fig. 6 for 
different TE modes. The computed results are 
compared with the ones from the FDTD of a fine 
uniform grid, the original RPIM and the analytical 
values from an equivalent dielectric filled 
rectangular waveguide. Good agreements are 
observed. 

Figure 8 presents snapshots of steady-state E 
field distribution over the SIW for other TE modes, 
computed with proposed hybrid ADI-RPIM 
approach after 500,000 time steps. As can been 
seen, the results do not suffer from late-time 
instability and there are no noticeable reflections 
from the dense/coarse region interface that often 
exist in a conventional sub-gridding scheme with 
additional interpolation at the region interface.  

 

 

 

 
Fig. 8. Steady-state TE mode propagation over the 
substrate integrated waveguide, (a) TE10 mode at 
16 GHz; (b) TE20 mode at 25 GHz; (c) TE20 mode 
at 30 GHz. 

 
VI. COMPUTATIONAL EXPENDITURE 

To quantify the numerical performance of the 
proposed hybrid ADI-RPIM meshless approach, 
computational expenditure of the first numerical 
example is monitored and tabulated in Table 2.  

The original RPIM, the ADI-RPIM, along with the 
orthogonal FDTD are included for comparison. As 
clearly seen, all three meshless methods 
outperform the conventional FDTD in CPU time 
as expected; with the FDTD method, a very fine 
uniform grid is needed to discretize the entire 
solution domain due to the small dimension of the 
thin iris; this yields a very large number of total 
number of unknowns to be solved.  

Among the three meshless methods, it is 
interesting to observe that the pure non-hybrid 
leapfrog ADI-RPIM does not significantly reduce 
the CPU run-time and the efficiency gained from 
its unconditionally stability is compromised by the 
additional computational cost required for matrix 
assembly of extra off-diagonal terms and matrix 
computation during the time-marching. However,  
the proposed hybrid approach not only saves more 
than 50% of the memory required by a pure non-
hybrid unconditionally stable ADI-RPIM but also 
runs 100% faster. 

 
Table 2: Computational expenditure of example A 

 FDTD RPIM ADI- Hybrid 
Unknowns 176562 34581 34581 34581 
CPU time  

(sec.) 512 125 121 56 

Memory (Mbs) 364 111 319 152 
CPU gain  1 3.0 3.2 8.1 

 
VII. CONCLUSION 

The presented hybrid ADI-RPIM approach 
further improves the computational efficiency of 
the meshless RPIM technique for solving 
problems with fine geometric features. With the 
unconditionally stable ADI-RPIM method only 
applied to the computational regions that require 
fine discretization (to describe abrupt changes in 
field values or geometrical details), CPU, and 
memory overhead due to implicit updates of field 
variables are minimized, which in turn renders a 
CPU gain over the original RPIM meshless 
method. In addition, time-steps at different 
computational regions can be synchronized 
without temporal interpolation; as well, the 
underlying point interpolating nature of the RPIM 
method obviates the need of additional spatial 
interpolation at region interfaces.  The numerical 
experiments show the proposed hybrid meshless 
approach remains numerically stable after half a 
million time iterations.  
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Abstract ─ Adaptive cross approximation 
algorithm with singular value decomposition 
postcompression (ACA-SVD) is introduced into 
the marching-on-in-degree solver of time domain 
integral equation for the analysis of transient 
electromagnetic scattering from perfect electric 
conductor (PEC). The computational domain is 
divided into multilevel groups based on octree. 
ACA-SVD algorithm is utilized to compute the 
impedance matrices associated with the well-
separated groups at each level. Whereas, the 
impedance matrices formed by self and 
neighboring groups are calculated entirely in the 
traditional manner. Numerical results demonstrate 
that the proposed method can greatly reduce the 
memory requirement and matrix-vector product 
(MVP) time per iteration.  
  

Index Terms ─ Time domain integral equation, 
marching-on-in-degree, transient scattering, 
adaptive cross approximation algorithm, singular 
value decomposition.  
 

I. INTRODUCTION 
In recent years, the direct time domain 

methods has attracted extensive attention in 
calculating transient electromagnetic problems, 
which is due to the increasing interest in target 
identification, short pulse radar design, or other 
related applications. Several common time domain 
methods are finite-difference time domain (FDTD) 
method, time domain finite-element (TDFE) 
method, finite-volume time domain (FVTD) 
method and time domain integral equation (TDIE) 
method, among which the TDIE method is more 
suitable for analysis of electromagnetic scattering 

and radiation problems in homogeneous medium 
because it only needs surface meshing and does 
not need absorbing boundary condition. There are 
two popular approaches to solve TDIE. One is the 
marching-on-in-time (MOT) method [1], [2], and 
the other is the marching-on-in-degree (MOD) 
method [3]-[6]. The proposed method in this paper 
is based on the MOD solver of TDIE.  

The MOD method uses causal weighted 
Laguerre polynomials as temporal basis and 
testing functions. Due to the property of weighted 
Laguerre polynomials [7], [8], this method does 
not involve late-time instability. However, the 
conventional MOD method requires much more 
memory and CPU time than that of MOT method 
[9], which precludes its application in large scale 
problems. Moreover, the plane wave time domain 
(PWTD) algorithm, developed at Michelssen’s 
group at Urbana-Champaign, can reduce the CPU 
time and memory requirements of MOT to 
O(NtNslog2Ns) and O(NtNs) respectively [10]. In 
order to improve the capability of MOD method, 
several accelerating techniques have been applied, 
such as fast Fourier transform (FFT) [11], UV 
method [12], and so on. The FFT-based MOD 
utilizes the spatial translational invariance nature 
of the Green’s function and reduces the 
computational cost and the storage requirements 
respectively to O(Nt

2NslogNs) and O(NtNs), where 
Ns and Nt denote the number of spatial and 
temporal basis functions. But the FFT method 
applied in [11] requires uniform mesh of the 
object. The UV method is utilized in [12] to 
reduce both the memory requirement and CPU 
time per interaction to O(Ns

4/3logNs).  
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The adaptive cross approximation (ACA) 
algorithm was developed by Bebendorf [13] and is 
widely used to solve electromagnetic wave 
problems with moderate electric size [14-16]. It is 
a purely algebraic and therefore, kernel 
independent algorithm.  In this paper, ACA 
algorithm with singular value decomposition 
(SVD) postcompression [17] is applied to the 
MOD solver of TDIE. Numerical results show that 
the proposed method can greatly reduce the 
memory requirement and matrix-vector product 
(MVP) time per iteration.  

The remainder of this paper is organized as 
follows. Section II describes the marching-on-in-
degree solver of time domain combined field 
integral equation (TD-CFIE). Section III gives the 
details about the acceleration of MOD with ACA-
SVD algorithm. Section IV presents validations 
and numerical experiments. Section V gives some 
conclusions. 
 

II. MARCHING-ON-IN-DEGREE 
SOLVER OF TD-CFIE 

A. TD-CFIE 
Considering that a PEC scatterer is illuminated 

by a transient electromagnetic field. The induced 
current on the conducting surface is denoted as 

( ), tJ r , which satisfies the time domain electric 
field integral equation (TD-EFIE) and magnetic 
field integral equation (TD-MFIE): 
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where t R ct = −  is the retarded time, R = −r r' ,   
r  and r'  refer to the position vectors of 
observation and source point respectively,  0S  
denotes the surface without the singularity point at 

=r r' , n̂  is the unit normal vector outward to the 
conducting surface S .  

Using a combination factor α  ranging from 0 
to 1, we can get the TD-CFIE: 

( ) ( )- (1 ) - ,TD EFIE TD MFIEα α η+ −              (3) 
where η  is the wave impedance of free space. 

B. Spatial and temporal discretization of TD-
CFIE 

For the expanding of TD-CFIE, we choose 
RWG basis functions [18] and weighted Laguerre 
polynomials as spatial and temporal basis functions, 
respectively. Thus, the surface current density can 
be discretized as 
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s tN N

n j n j
n j
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= =
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where ( )nS r  represents the nth RWG basis 
function, ( )j tϕ  is the jth degree weighted 
Laguerre polynomial 
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t st= , s is the temporal scaling factor and jL  is 
the jth degree Laguerre polynomial 
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Ns is the number of spatial basis functions, Nt is 
the number of temporal basis functions and it is 
related to time duration T and frequency 
bandwidth B of the incident wave [3] 

2 1.tN BT> +                              (7) 
Taking (4) into (3) and making the spatial and 

temporal testing with Galerkin’s method, we can 
obtain 
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Making the i=j terms at left and the i<j terms 
at right, we can rewrite (8) in matrix form 
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Equation (17) is a recursion equation and can 

be solved degree by degree to obtain the current 
coefficients{ },n iJ . 

 
III. ACCELERATION OF MOD WITH 

ACA-SVD ALGORITHM 
Based on the knowledge of Section II, it can 

be discovered that four kinds of matrices 1M , 2M , 
3M , 4M  need to be constructed and stored for the 

implementation of MOD-TDCFIE, where 
2

1,
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( )3, , , 1
2 , 0,1, 2, ,mn k mn k k tB s R c k N
s

φ −= =M        (23) 

( )4, , , 1 , 0,1, 2, ,mn k mn k k tD s R c k Nφ −= =M        (24)  

 
(25) 

1M  refers to the impedance matrix at present 
degree. 2M , 3M , 4M represent the differential, 
integral and normal term of each degree, 
respectively. There are totally 

( )s s 1 3 1 tN N N× × + × +    matrices to be stored. 
Because each of these matrices is handled in the 
same manner, we only take 1,mnM  as an example in 

the rest of this section to introduce the 
combination of ACA-SVD with MOD method. 

The ACA-SVD algorithm needs a multilevel 
grouping of the computational domain. The 
grouping pattern based on octree, which is 
popularly used in the multilevel fast multipole 
algorithm [19-21] is adopted in this paper. The 
coupling of self and neighboring groups at some 
level are computed directly and the whole 
submatrices with elements (21) are stored. 
Whereas, the submatrices associated with two 
well-separated groups are evaluated and stored 
with ACA-SVD algorithm. Considering two well-
separated groups, the interaction between them 
will lead to a rank-deficient submatrix 1

p q×M , 
where p and q are the number of basis functions in 
the two groups, the superscript p q×  represents 
the size of the submatrix, the digit 1 of the 
subscript refers to the kind of matrix 1M . We 
firstly use ACA algorithm to approximate 
submatrix 1

p q×M  with 1 1
1 1

Tp r q r× ×      U W , where 1r  is 
the rank of matrix 1

p q×M , [ ]  notation is used to 
represent a column matrix. With moderately 
grouping in the application, the rank 1r  is always 
smaller than p and q [14]. Because the columns of 
the matrices 1

1
p r×  U and 1

1
q r×  W  generated by 

ACA are usually not orthogonal, we can use SVD 
algorithm to further remove the redundancies 
contained in them. Assume that the QR 
decompositions of them are 

1 1 1 1
1 = ,p r p r r r

u u
× × ×          U Q R                 (26) 

1 1 1 1
1 = .q r q r r r

w w
× × ×          W Q R                 (27) 

The product of matrices 1 1r r
u

×  R and 1 1
Tr r

w
×  R is 

then decomposed by SVD algorithm: 
1 1 1 1 1 1 1 1 1 1=

TTr r r r r r r r r r
u w

× × × × ×        ∑        R R U V
       (28) 

Discarding the columns of 1 1r r×  U  and 
1 1

Tr r×  V corresponding to negligible singular 
values, we can obtain 

1 1 1 1 1 1 1 1 1 1= ,
T Tr r r r r r r r r r

u w
× × × × ×        ∑        R R U V     (29) 

where the upper horizontal bar denotes an 
approximate version of the corresponding matrix. 

Finally, the decomposition of matrix 1
p q×  M  

can be rewritten as 

( )
( ) ( ) [ ]

2

, 1

1

0
1, .

sR
c

k k

k k t

e ks R c
s R c s R c k N

φ
ϕ ϕ

−

−

−

 == 
 − ∈
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1 1

1 1 1 1 1 1 1 1

1 1

1 1 1

w

1 1

=

=

= ,

Tp r q rp q

T Tp r r r r r r r q r
u

p r r q

× ××

× × × × ×

× ×

         

        ∑        
      

M U W

Q U V Q

X Y

     (30) 

where 
1 1 1 1 1 1

1 = ,p r p r r r r r
u

× × × ×       ∑       X Q U               (31) 

1 1 1 1
1 w= .

T Tr q r r q r× × ×          Y V Q                (32) 
Because 1 1r r< , the storage requirement of 

1
1
p r×  X  and 1

1
r q×  Y  is smaller than 1

1
p r×  U  and 

1
1

Tq r×  W .  
It is obvious that if we compute the 

submatrices 1M , 2M , 3M , 4M of two well-
separated groups directly at each degree, we will 
need to store ( )p q 1 3 1 tN× × + × +    elements. 
However, if we evaluate the submatrix degree by 
degree with ACA-SVD algorithm, we only need to 

store 
4

1 m,
=2 0

( ) + ( )
tN

k
m k

p q r p q r
=

+ +∑∑  elements. m,kr  is 

usually smaller than p and q, so the application of 
ACA-SVD to MOD can greatly reduce the 
memory requirement. 

 
IV. NUMERICAL RESULTS 

Several numerical experiments are carried out 
to validate the accuracy and efficiency of the 
proposed method. The combination factor α  of 
TD-CFIE is set to be 0.5 for closed bodies. ACA 
terminating tolerance is set to be 310−  unless noted 
otherwise. The temporal scaling factor of the 
weighted Laguerre polynomials is 91.2 10× . All 
experiments are performed on 2.67GHz CPU and 
48 GB RAM. 

The incident pulse used in all the following 
examples is a modulated Gaussian pulse which is 
defined as 
   ( ) ( ) ( )2 2

0, cos 2 exp 2 ,i
x pt e f tπ t t σ = − −  

E r    (33) 

where 0f  is the central frequency, ˆt k ct = − r ,   
k̂  refers to the propagation direction of incident 
wave and is along z  direction in our examples,   

xe  is the unit vector along x  axis and represents 
the polarization of the incident wave, 3.5pt σ= , 

( )6 2 bwfσ π= , bwf  denotes the bandwidth of the 
incident pulse.  

A. Accuracy 
Three examples are given to show the 

accuracy of the proposed method. As the first 
example, we consider a PEC plate with 1.4m side 
length, which lies in the xoy plane and is centered 
at the origin. The problem is discretized into 1044 
edges. 50 temporal basis functions and single level 
ACA-SVD are used. The modulated Gaussian 
pulse parameter is chosen as 0f = 150MHz and 

bwf = 300MHz. Based on the proposed method, 
equation (17) is solved to obtain the current 
coefficients{ },n iJ . Then, the current at the nth edge 
in time domain can be calculated as 

( ) ( ),
0

J J .
tN

n n j j
j

t tϕ
=

= ∑                     (34) 

Finally, current at a randomly chosen inner edge is 
compared with the results obtained by inverse 
discrete Fourier transform (IDFT) of the frequency 
domain data as shown in Fig. 1. The frequency 
domain data is computed by method of moments 
(MoM). The two endpoints of the inner edge are 
(0.1499, -0.0037, 0) and (0.1531, -0.0856, 0). 

A PEC cylinder with radius of 0.5m and 
height of 3m is analyzed as the second example. 
The problem is discretized into 5856 edges. 90 
temporal basis functions and two levels ACA-
SVD are adopted. The modulated Gaussian pulse 
parameter is the same as that of the first example. 
After the current coefficients are obtained, the 
time domain far-field data is computed and 
transformed into frequency domain. Then it is 
normalized by the incident wave. Finally, the 
wideband bistatic RCS can be obtained. Results at 
several frequencies are given and compared with 
that of MoM. It can be observed in Fig. 2 that RCS 
data obtained from MOD-ACA-SVD agrees well 
with that of MoM. In order to present the influence 
of terminating tolerance to the accuracy of 
proposed method, the relative error of wideband 
bistatic RCS with the terminating tolerance of 10-1, 
10-2, 10-3 is shown in Fig. 3. The relative error of 
RCS at certain observation angle is defined as 

Re f

Re f 100%Relative er ,ror
MOD ACA SVDRCS RCS

RCS

− − −
×=   

where MOD ACA SVDRCS − −  is the RCS obtained by the 
proposed method and Re fRCS  is the reference 
results obtained by traditional MOD method. It is 
acceptable to set the terminating tolerance to be 
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10-3 where the maximum relative error is below 
5%.  

The third example is a PEC ogive modeled 
with 8463 edges. The maximum size in the x, y 
and z directions are 3.81m, 0.76m and 0.76m. 
Please refer to [22] for detail information about 
this model. 125 temporal basis functions and three 
levels ACA-SVD are employed. The modulated 
Gaussian pulse parameter is chosen as 0f =
225MHz and bwf = 450MHz in this example. 
Results at several frequencies are given and 
compared with that of MoM. Good agreement can 
be achieved as shown in Fig. 4. 

The memory requirement of the proposed 
method is given in Table 1 and compared with that 
of the traditional MOD method, which is 
computed directly by using the formula

( ) 3
s s 1 3 1 4 /1024tN N N× × + × + ×   . The total 

solution time of the proposed method and MOD 
method are shown in Table 2. For the example of 
PEC ogive, the memory requirement of MOD 
exceeds the available memory and the total 
solution time can not be obtained. But it can still 
be computed by the proposed method. So it can be 
concluded that the traditional MOD method is less 
useful for large problems though it spends less 
time than proposed method for small problems. 
 

 
Fig. 1. The current at a randomly chosen inner 
edge compared with the results obtained by IDFT 
of the frequency domain data. The unit lm 
represents light meter and 1 (lm) = 1/light speed in 
free space (s). 
 
 

 
Fig. 2. Bistatic RCS results of a PEC cylinder 
when Φ = 0: (a) f = 40MHz, (b) f = 110MHz, (c) f 
= 180MHz, (d) f = 260MHz. 

 
Fig. 3. Relative error of Bistatic RCS with three 
sets of terminating tolerance when Φ = 0, θ = 0. 

 
Fig. 4. Bistatic RCS results of a PEC ogive when 
Φ = 0: (a) f = 45MHz, (b) f = 150MHz, (c) f = 
300MHz, (d) f = 390MHz. 
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Table 1: Memory requirement of three examples 

Examples 
Memory Requirement (GB) 
MOD-ACA-SVD MOD 

Plate 0.288 0.428 
Cylinder 14.85 35.84 

Ogive 32.66 103.55 
 
Table 2: Total solution time of three examples 

Examples 
Total Solution Time (s) 

MOD-ACA-SVD MOD 
Plate 410 39 

Cylinder 46,040 5,242 
Ogive 148,737 − 

 

 
(a) 

 

 
(b) 

Fig. 5. Complexity of MOD-ACA-SVD algorithm 
for a PEC sphere example: (a) memory, (b) MVP 
time per iteration. 
 

B. Efficiency 
In this section, the numerical complexity of 

the proposed method is explored. A metallic 
sphere of radius 1 meter centered at the origin and 
is meshed with different number of edges 
according to different frequency band of the 
modulated Gaussian pulse. The highest frequency 
of the frequency band is increased from 200MHz 
to 667MHz. The degree of temporal basis 
functions is chosen to be 0th to 3th for the sake of 
available memory. Both the memory requirement 
and MVP time per iteration with 1692, 6102, 7989, 
10998, 15918, and 19674 unknowns are shown in 
Fig. 5. It can be observed that the complexity of 
proposed method scales as 4/3 logs sN N  for 
moderate sized problems. 
 

V. CONCLUSION 
The combination of marching-on-in-degree 

solver of time domain integral equation and 
adaptive cross approximation algorithm with 
singular value decomposition postcompression is 
achieved in this paper. The impedance matrices of 
each degree related to well-separated groups are 
compressed by ACA-SVD algorithm. Numerical 
results show that the method proposed in this 
paper is very stable and accurate. Moreover, it can 
greatly reduce the memory requirement and 
matrix-vector product (MVP) time per iteration of 
MOD method.  
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Abstract ─ The structure of the array antenna for 
the reception antenna of the digital terrestrial 
television broadcasting in Japan is optimized by 
PSO algorithm.  The unbalanced fed ultra low 
profile inverted L antenna is used as the driven 
element and two wires are located at the forward 
and backward directions of the driven element.  In 
the case of antenna size of 170 mm by 325 mm by 
29 mm, the return loss bandwidth less than -10 dB 
is satisfied at the whole broadcasting frequency 
band (240 MHz) and the directivity of 5.44 dBi to 
7.19 dBi is obtained.  In the numerical analysis, 
the electromagnetic simulator WIPL-D based on 
the method of moment is used.  
  
Index Terms ─ Inverted L antenna, PSO, 
reception antenna, WIPL-D.  
 

I. INTRODUCTION 
The digital terrestrial television broadcasting 

in Japan started on December 2003, and the analog 
broadcasting ended on July 2011 except the 
devastated area by the Great East Japan 
Earthquake [1].  For the reception of the 
conventional analog terrestrial broadcasting, 
directional antennas with high gain, and high 
front-to-back ratio, such as the Yagi-Uda antenna, 
are used in order to suppress the ghost image due 
to the echo.  On the other hand, a small antenna 
with low front-to-back ratio is sufficient for the 
reception of the digital terrestrial broadcasting.  By 
now, many antennas such as a square loop 

antenna, a planar antenna, and a W-loop antenna 
mounted on a car window are proposed for the 
reception antenna of the terrestrial television 
broadcasting [2 - 4].  The authors have proposed 
the planar sleeve antenna composed of a coplanar 
waveguide for the reception antenna of the digital 
terrestrial television [5].  Although the good return 
loss characteristics are obtained at the whole 
broadcasting frequency band, the directivity 
becomes low (2.32 dBi to 3 dBi).  The high gain 
antenna is desired for the reception at the far area 
from the broadcasting station.  

The authors have proposed two element 
phased array dipole antenna [6].  Two half-wave 
dipoles with 90 degree phase difference feed are 
located with a distance of less than a quarter 
wavelength.  By controlling the mutual coupling 
between two dipoles, a front-to-back ratio of 15.3 
dB is obtained.  Then the authors have proposed 
an ultra low profile inverted L antenna located on 
parallel wire conductors [7].  This antenna consists 
of a coaxial line.  The inner conductor of the 
coaxial line is extended from the end of the outer 
conductor, that is, this antenna is excited at the end 
of the outer conductor.  The antenna height is 
around λ/30 (λ:  wavelength).  The length of the 
horizontal element of this antenna is almost a 
quarter wavelength.  In the case of the length of 
parallel wires is 0.49 λ and three wires are located 
with the width of 0.124 λ, the maximum gain 
becomes 3.99 dBi and the return loss bandwidth 
less than -10 dB is 6.13 %.  The authors used an 
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ultra low profile inverted L antenna located on 
parallel conducting wires for the driven element of 
three element array antenna for the reception 
antenna of the terrestrial television [8].  In order to 
widen the return loss bandwidth, the antenna 
height h becomes larger and the distance between 
horizontal wires pxp = pxm are shorter compared 
with those in [7].  Although the directivity of 6.0 
dBi to 7.77 dBi is obtained, the return loss 
bandwidth is satisfied only for 170 MHz of the 
television frequencies from 470 MHz to 710 MHz. 

In this paper, the particle swarm optimization 
(PSO) algorithm [9, 10] is used for the 
optimization of the geometry parameters of the 
antenna proposed in the reference [8] to satisfy the 
return loss less than -10 dB from 470 MHz to 710 
MHz.  The genetic algorithm is also used for the 
optimization of the antenna structure [11-13].  
Since there are ten parameters should be optimized 
and the handling of the real number is easy in the 
PSO, the PSO algorithm is used for the 
optimization in this paper.  In the numerical 
analysis, the electromagnetic simulator WIPL-D 
based on the method of moment is used [14].  
 

II. ANALYTICAL MODEL 
Figure 1 shows the structure of the analytical 

model.  The driven element No. 1 is an ultra low 
profiled inverted L antenna located on three 
parallel wires.  The inverted L antenna is 
composed of a coaxial radiator.  This antenna 
consists of a horizontal arm in the y-direction and 
a small leg in the z-direction.  The inner conductor 
of the coaxial line is extended from the end of an 
outer conductor, that is, this antenna is excited at 
the end of an outer conductor.  The parallel wires 
are connected to each other by a single 
perpendicular wire at the base of the inverted L 
antenna.  The length of horizontal element L 
determines the resonant frequency.  The length L1 
is adjusted for the impedance matching.  The radii 
of outer and inner conductors of the coaxial line 
are 1.095 mm and 0.255 mm, respectively.  The 
radius of parallel wire a is 1.5 mm.  The height of 
the horizontal element is h.  The wire elements 
No. 2 and No. 3 are located in the forward and 
backward directions of antenna.  In this paper, the 
Smith chart and the return loss are normalized by 
the characteristic impedance 75 Ω of feeder of 
television receiver. 
 

III. ALGORITHM OF OPTIMIZATION 
The PSO algorithm is a population-based 

stochastic approach for solving continuous and 
discrete optimization problems [9, 10].  The PSO 
algorithm and its conditions used, in this paper, are 
described as follows.  

 
A. Solution space 

Solution Space: 10-dimension 

Dz: 40 to 120[80],  
Dy: 130 to 290[208],  
Rz: -120 to -40[-65],  
Ry: 300 to 460[320] 
h: 15 to 35[24.5],  
L: 90 to 170[130],  
L1: 25 to 65[41] 
pxp=pxm: 10 to 70[40],  
pym: 14 to 74[44],  
pyp: 150 to 270[210] 

A unit of all parameters is mm. The value in [ ] 
shows a value shown in the reference [8]. 

A minimum and maximum value for each 
dimension in the 10-dimensional optimization is 
referred to as Xminn and Xmaxn, respectively, 
where n ranges from 1 to 10. 

 

 

 
(a) Bird’s-eye view 

 
 
 
 
 
 
 
 
 

(b) Cross sectional view seen from y-direction 
Fig. 1. Analytical model of antenna. 
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B. Fitness function 

In this paper, the fitness value is calculated by a 
bandwidth.  The bandwidth is defined as the 
frequency range where the return loss is less than -
10 dB at 75 Ω system.  The fitness value is defined 
by the following equation: 

( )min , 0.1L H H Lfitness value F F F F= + − ,   (1) 

,L c lowest H highest cF f f F f f= − = −  

where flowest and fhighest is the lowest and highest 
frequency of calculated frequency band, 
respectively.  fc is defined as the center frequency 
590 MHz of the frequency band of the digital 
terrestrial television broadcasting in Japan.  If FL or 
FH becomes less than zero, then it is set to be zero.  
If the calculated frequency band differs from the 
broadcasting frequency band, FL differs from FH.  
Then, the first term of equation (1) takes smaller 
value of FL and FH. The fitness value is increased in 
the updating step.  Therefore, lower value of FL and 
FH becomes large.  This means that the center 
frequency of the calculation frequency band 
approaches to fc in the optimization process.  The 
second term of equation (1) accelerates the 
extending the return loss bandwidth.  In this paper, 
the coefficient of the second term is fixed as 0.1 
based on our experience. 

C. Initialization 

Each particle begins at its own random 
location with a velocity that is random both in its 
direction and magnitude.  Initial position in each 
dimension is given in the following equation: 

( ) ( )randn n n nx Xmax Xmin Xmin= ∗ − + ,    (2) 

where xn is the particle’s coordinate in the n-th 
dimension.  The random number function rand( ) 
returns a number between 0.0 and 1.0. 

In this paper, the absolute value of velocities of 
each particle is limited to 10% of the analytical 
range in each dimension.  Vmaxn shows maximum 
limit of the absolute value of velocities.  Vmaxn is 
defined as 

( )0.1n n nVmax Xmax Xmin= ∗ − .             (3) 

The initial velocity defined as 

( ){ }2 rand 1n nv Vmax= ∗ − ∗ ,               (4) 

where vn is the velocity of the particle in the n-th 
dimension.  vn takes an arbitrary value from -Vmaxn 
to Vmaxn.  

D. Iterations 

The following procedures are iterated. 

1) Evaluate the Particle’s Fitness: 

The fitness value is computed by the coordinate 
of each particle.  In the numerical analysis of 
antenna characteristics, the electromagnetic 
simulator WIPL-D based on the method of moment 
is used.  The coordinate and the velocity of each 
particle are calculated by the program written in 
FORTRAN.  This program generates an input file 
of WIPL-D and executes the solver of WIPL-D.  In 
addition, this program demands the return loss from 
the input impedance value that WIPL-D output.  
The antenna characteristics and the return loss are 
calculated at every 5 MHz from 450 MHz to 1 
GHz.  The larger frequency increment is preferable 
from the standpoint of the computation time.  
However, the input impedance characteristics 
rapidly vary as shown in Figure 4.  Therefore, the 
frequency increment of 5 MHz is chosen. 

2) Compare to pbest, gbest: 

pbest is the location in parameter space of the 
best fitness returned for a specific particle.  gbest is 
the location in parameter space of the best fitness 
returned for the entire swarm.  If the fitness value 
resulting from a change in coordinate of a particle is 
larger than the fitness value at pbest of each 
particle, pbest is changed by that coordinate.  In the 
first iteration, each pbest is defined as the initial 
state of each particle. 

If the fitness value resulting from a change in 
coordinate of each particle is larger than the fitness 
value at gbest, gbest is changed by that coordinate.  
In the first iteration, gbest is defined as the 
coordinate of the particle with best fitness. 

3) Update the particle’s velocity: 

For the next iteration, the velocity of the particle 
is changed according to the relative locations of 
pbest and gbest.  It is accelerated in the directions 
of these locations of greatest fitness according to 
the following equation: 

( ) ( )
( ) ( )

1

2

* rand

rand .
n n n n

n n

v w v c pbest x

c gbest x

= ∗ + × −

+ ∗ × −
         (5) 
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The new velocity is simply the old velocity 
scaled by w and increased in the direction of gbest 
and pbest for that particular dimension.  c1 and c2 
are scaling factors.  In this paper, w=0.729, 
c1=c2=1.494 [10].  If the absolute value of vn is 
greater than Vmaxn, vn is assumed to be Vmaxn or -
Vmaxn. 

4) Move the particle: 

For the next iteration, new coordinate xn is 
calculated for each dimension according the 
following equation: 

.n n nx x v t= + ∗∆                           (6) 

In this paper, ∆t is assumed to be 1. 

5) Boundary conditions: 

In this paper, as for the boundary condition to 
limit the coordinate of each particle in solution 
space, the absorbing wall is adopted.  That is, if 
new calculated coordinate xn is less than Xminn, xn 
is replaced as Xminn.  If xn is greater than Xmaxn, xn 
is replaced as Xmaxn.  In either case, vn is set to 
zero.  

IV. RESULTS AND DISCUSSION 
Table 1 shows the comparison of the fitness 

value for the different number of population.  The 
number of trial is 10.  gFIT indicates the best 
fitness at the number of iteration IX.  If the return 
loss bandwidth is satisfied at the whole 
broadcasting frequency band (240 MHz), IX 
indicates the number of iteration when the return 
loss bandwidth of 240 MHz is obtained at the first 
time.    As the number of population is increased, 
the good results satisfying the return loss 
bandwidth are slightly increased.  Therefore, from 
the standpoint of computation time, the number of 
population is fixed to 50 in the optimization in the 
subsequent sections.  

Based on the above-mentioned algorithm, the 
antenna parameters with the bandwidth of 240 
MHz and more are obtained.  The number of 
unknowns on WIPL-D is 25.  The average 
computation time for the population of 50 and the 
iteration of 50 is about 6 hours 40 minutes by 
using PC with AMD TurionTM 64 processor driven 
at 2 GHz.   
Figure 2 shows the example of the convergence of 
fitness value in the case of population of 50 and 
the number of maximum iteration is 50.  In this 

trial, the fitness value which satisfies the return 
loss bandwidth of 240 MHz is obtained at the 
number of iteration of 25. 

 
Table 1. Fitness value for different number of 
population   

  
 

 
Fig. 2. Convergence of fitness value. 
 

Figure 3 shows the distribution of Dy as the 
function of Dz, and Ry as the function of Rz from 
the obtained antenna parameters.  The distribution 
of Ry can be divided to the following five groups:  

Group A:  Rz<-85, Ry<347.5,  
Group B: -84<Rz<-80, 365<Ry<385,  
Group C: Rz>-79.2, Ry<382.5,  
Group D: Rz<-91.5, Ry>385,  
Group E: Rz>-77.6, Ry>400. 
In each group, the typical antenna parameters 

are choosing from the solution in the dense  
portion in the figure of Rz – Ry.  Figures 4 and 5 
show the input impedance and the reflection 
coefficient characteristics of the antenna of each 
group, respectively.  Figure 6 shows the 
directivities of antennas of all groups.  The 

50 60 70 80

IX gFIT IX gFIT IX gFIT IX gFIT

1 37 115.0 29 116.5 29 111.0 20 120.0

2 38 120.0 37 120.5 47 120.0 30 120.0

3 33 120.0 45 120.0 26 116.0 21 121.0

4 49 105.0 46 116.5 32 120.0 40 115.0

5 23 120.0 44 120.5 49 121.5 22 115.0

6 36 110.0 47 86.0 49 120.5 44 115.0

7 42 110.5 34 105.0 36 116.0 18 120.0

8 45 120.0 29 120.5 42 95.5 11 120.0

9 33 105.5 38 115.0 18 120.0 47 115.5

10 37 66.0 47 115.5 35 116.5 46 116.0
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directivity of the antenna in Group A becomes 
higher at the lower frequencies.  The parameters of 
antenna in Group A are as follows; Dz = 74.0 mm, 
Dy = 185.9 mm, Rz = -92.7 mm, Ry = 325.0 mm, h 
= 30.6 mm, L = 121.4 mm, L1 = 25.9 mm, pxp = 
pxm = 12.9 mm, pym = 31.6 mm, pyp = 214.8 mm.  
The element No. 3 is located for extending the 
return loss bandwidth at lower frequencies.  The 
average value of the length of the element No. 3 is 
325.5 mm in the Group A, as shown in Figure 3.  
This length is almost a half wave length at the 
lowest frequency.  Therefore, the directivity of the 
Group A is improved at lower frequencies.   

 
(a) Dz-Dy 

 
 (b) Rz-Ry 

Fig. 3. Distribution of optimized results. 
 

Figure 7 shows the distribution of Dy as the 
function of Dz, and Ry as the function of Rz in 
Group A.  Four sample data are shown in these 
figures.  Figures 8 and 9 show the input impedance 
and reflection coefficient characteristics of four 
sample antennas, respectively.  Figure 9 shows the 
directivity of these antennas.  The directivity of 
these antennas are almost the same.   

 
Fig. 4. Input impedance characteristics. 
 

 
Fig. 5. Reflection Coefficient characteristics. 
 

 
Fig. 6. Directivity characteristics. 
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(a) Dz-Dy 

 
 (b) Rz-Ry 

Fig. 7. Distribution of optimized results. 
 

Figures 10 and 11 show the electric field 
radiation patterns of the antenna of Group A in xz-
plane and yz-plane, respectively.  Figure 12 shows 
the comparison of the return loss and the 
directivity characteristics for the initial design [8] 
and the optimized solution (Group A).   

Figure 13 shows the photograph of fabricated 
antenna.  The inverted L element is fabricated by 
the semi rigid coaxial cable with the characteristic 
impedance of 50 Ω.  The coaxial cable is extended 
from the base point of antenna to the backward of 
parallel wires.  The antenna is fixed by the 
expanded polystyrene.  In order to measure the 
input impedance at the feed point not the return 
loss, the length of coaxial cable has to be 
compensated.  Since this compensation is not so 
easy, the return loss is measured by the vector 
network analyzer with the characteristic 
impedance of 50 Ω.  Figure 14 shows the 
comparison of measured and calculated reflection 
coefficient characteristics normalized by 50 Ω. 

Fig. 8. Reflection Coefficient characteristics. 
 

Fig. 9. Directivity characteristics. 
 
Since the width of parallel wires (pxm + pxp) is 
narrower than the wavelength, the leakage current 
may flow on the surface of semi rigid cable.  This 
may cause the discrepancy between calculated and 
measured data at the lower frequencies.   

 
V. CONCLUSION 

As the reception antenna of the terrestrial 
digital television, three element array antenna has 
been proposed and its structure has been optimized 
by applying PSO algorithm.  The unbalanced fed 
ultra low profile inverted L antenna on three 
parallel wires is used as the driven element of 
proposed antenna.  In the case of antenna size of 
170 mm by 325 mm by 29 mm, the return loss 
bandwidth of 240 MHz and the directivity of 5.44 
dBi to 7.19 dBi are obtained. 
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(a) 470 MHz                     (b) 550 MHz 

  
(c) 630 MHz                     (d) 710 MHz 

Fig. 10. Electric field radiation patterns in xz-plane. 
Dz = 74.0 mm, Dy = 185.9 mm, Rz = -92.7 mm, 
Ry = 325.0 mm, h = 30.6 mm, L = 121.4 mm, L1 = 
25.9 mm, pxp = pxm = 12.9 mm, pym = 31.6 mm, 
pyp = 214.8 mm. 
 

  
(a) 470 MHz                     (b) 550 MHz 

 
(c) 630 MHz                     (d) 710 MHz 

Fig. 11. Electric field radiation patterns in yz-plane. 
Dz = 74.0 mm, Dy = 185.9 mm, Rz = -92.7 mm, 
Ry = 325.0 mm, h = 30.6 mm, L = 121.4 mm, L1 = 
25.9 mm, pxp = pxm = 12.9 mm, pym = 31.6 mm, 
pyp = 214.8 mm. 
 

 
Fig. 12. Comparison of input impedance                      
characteristics for initial design and optimized 
solution. Dz = 74.0 mm, Dy = 185.9 mm, Rz = -
92.7 mm, Ry = 325.0 mm, h = 30.6 mm, L = 121.4 
mm, L1 = 25.9 mm, pxp = pxm = 12.9 mm, pym = 
31.6 mm, pyp = 214.8 mm. 
 

 
 
 
 
 
 
 
 
 
 

Fig. 13. Photograph of fabricated antenna. 

 
Fig. 14. Reflection Coefficient characteristics 
normalized by 50 Ω. 
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Abstract ─ An efficient hybrid finite element-
boundary integral-characteristic basis function 
method (FE-BI-CBFM) is proposed to solve the 
problem of electromagnetic scattering by multiple 
three-dimensional (3-D) cavities embedded in a 
conducting plane. Specifically, the finite element 
method is used to obtain the solution of the vector 
wave equation inside each cavity and the boundary 
integral equation is applied on the apertures of all 
the cavities as a global boundary condition. The 
resultant coupling system of equations is solved by 
using an excitation independent characteristic 
basis function method. Some numerical results are 
included to illustrate the validity and capability of 
the proposed method.  
  
Index Terms ─ Boundary integral equation, 
characteristic basis function method, finite element 
method, multiple cavities.  
 

I. INTRODUCTION 
Electromagnetic scattering from various cavity 

structures has been intensively investigated by 
many researchers during the past few decades. 
Among the many methods applied to this class of 
problems, the hybrid finite element-boundary 
integral (FE-BI) method [1–7] has been widely 
proved to be a general, robust, and accurate 
numerical method to analyze the EM scattering 
from open cavities. It employs the finite element 
method (FEM) to handle the fields in the cavity 
volume, while the boundary integral equation 
(BIE) to handle the fields on the aperture of the 
cavity. This method has been first applied to 2-D 
scattering problems [1, 2] and later extended to 
more challenging 3-D scattering problems [3–5]. 
Recently, Alavikia and Ramahi further extended it 

to the solution of EM scattering problems 
involving multiple 2-D cavities [6].  
     More recently, we presented a domain 
decomposition of the FE-BI method for solving 
the problem of EM scattering by multiple 3-D 
cavities [7]. In the implementation of the method, 
the vector FEM was applied inside each cavity to 
derive a linear system of equations associated with 
unknown fields. The BIE was then applied on the 
apertures of all the cavities to truncate the 
computational domain and to connect the matrix 
subsystem generated from each cavity. By virtue 
of an iterative domain decomposition method, the 
coupling system of equations was reduced to a 
small one which only includes the unknowns on 
the apertures. The solution to the reduced system 
was obtained by an iterative solver, where the 
multilevel fast multipole algorithm (MLFMA) was 
employed to speed up the matrix-vector 
multiplication. However, the iterative solver is 
inefficient when one is interested in solving the 
reduced system for multiple excitation vectors, as 
the iterations need to be started anew for each 
right hand side. In practice, one is often interested 
in analyzing the monostatic scattering 
characteristics of the cavities and, in such a case, 
the resultant FE-BI matrix equation involves a 
number of excitation vectors. For the purpose of 
efficient analysis of monostatic scattering 
characteristics of multiple cavities in a conducting 
plane, we utilize the characteristic basis function 
method (CBFM) [8–12] to solve the resultant FE-
BI matrix equation. The use of CBFM has the 
advantages that it only utilizes direct solvers rather 
than iterative methods; hence it does not suffer 
from convergence problems and can solve 
multiple excitation problems efficiently. 
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In the following, Section 2 presents the 
formulation of the hybrid FE-BI-CBFM. Section 3 
illustrates some numerical examples and Section 4 
is the conclusion. 
 

II. FORMULATION  
As illustrated in Fig. 1, let us consider the 

problem of EM scattering by multiple 3-D cavities 
embedded in a perfectly conducting plane. For the 
sake of convenient description, the free space 
region above the cavities and conducting plane is 
denoted as 0Ω , the region occupied by the thi

cavity is denoted as ( )1, 2, ,i i mΩ =  , with m  
being the total number of the cavities, and the 
corresponding volume and area of the aperture are 
denoted as iV and iS , respectively. 
 

 
Fig. 1. Geometry of multiple 3-D cavities 
embedded in a perfectly conducting plane. 
  

The field in region ( )1,2, ,i i mΩ = 
can be 

formulated into an equivalent variational problem 
with the functional given by [13] 

( ) ( ) ( )

( )

2
0

0 0

1 1
2 i
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i i i ri i iV
ri

S S
ii iS

F k dV

jk Z n dS

ε
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= ∇× ⋅ ∇× − ⋅

+ × ⋅

 
 
 

∫∫∫

∫∫

E E E E E

E H 

                                                                                    (1) 
where S

iE and S

iH denote the electric and magnetic 

fields on iS , respectively, and in denotes the 
outward unit vector normal to iS . Using FEM with 
edge elements, the functional can be converted 
into a sparse matrix equation 

 
00
0

I
iII IS
Si i
iSI SS
Si i i
i

E
K K

E
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H
=

 
    

    
    

 

 (2) 

where { }IiE is a vector containing the discrete 

electric fields inside iV , { }S
iE and { }S

iH are the 
vectors containing the discrete electric and 
magnetic fields on iS , respectively. Also, II

iK   , 

,IS SI
i iK K       and SS

iK   are contributed by the 

volume integral in (1), whereas[ ]iB is contributed 
by the surface integral.  

Since Eq. (2) is independent of the excitation, 
we can eliminate the interior unknowns to derive a 
matrix equation that only includes the unknowns 
on iS , as follows 

 [ ]{ } [ ]{ } { }0S S
i i i iS E B H+ =  (3) 

where 

 [ ] 1SS SI II IS
i i i i iS K K K K

−
= −                (4) 

Before further proceeding, it should be noted 
that the above computation in each cavity is 
independent. Moreover, when the cavities are 
uniform, this computation can be significantly 
reduced. Since for this case, the coefficient 
matrices are the same for each cavity, only one 
cavity needs to be dealt with. 

For all the cavities, we can write the global 
linear system as follows 
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 (5) 

By invoking Huygens’s principle and image 
theory, the magnetic field in region 0Ω can be 
represented as 

 
1

m
inc ref sca

i
i=

= + +∑0H H H H  (6) 
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where incH is the incident field, refH is the reflected 
field from the conducting plane and sca

iH is the 
scattered field caused by the equivalent magnetic 
current S

ii i n= ×M E   on iS . Also, sca
iH is defined 

by [3] 

( ) ( ) ( )00
0

1
2 ' , ' '

a

sca
i iS

jk G dS
Z

= − ⋅∫∫H r M r r r  (7) 

Since the tangential magnetic field must be 
continuous across the apertures of all the cavities, 
we may enforce the boundary condition on iS to 
obtain the following BIE 

 ( )
1

2
m

S inc sca
i i ii i

i

n n n
=

× = × + ×∑H H H    (8) 

Multiplying Eq. (8) by 0 0jk Z and discretizing the 
resulting BIE via Galerkin’s method yields 
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where [ ],ij iP B    and { }( ), 1, 2, ,ib i j m=  are the 
resultant impedance matrices and excitation 
vectors due to the discretization of BIE. 
Combining (5) and (9), we obtain 
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                                                                                (10) 
For the sake of convenient description, (10) is 

written in a more compact form as 
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The resultant FE-BI matrix equation can be 
efficiently solved by using an excitation 
independent CBFM presented in [10]. In 
accordance with the CBFM, we first characterize 
each aperture by using the so called primary 
characteristic basis functions (CBFs) that 
constructed by illuminating the aperture with plane 
waves incident from PWSN angles. To be more 
specific, we construct the CBFs by solving the 
following matrix equation 
 CBFs PWS

ii i i⋅ =Z J V  (12) 

where PWS
iV denotes the PWSN plane wave excitation. 

Since the dimension of each block-diagonal matrix
iiZ is relatively small, the above equation can be 

solved by using LU decomposition. This type of 
factorization is highly desirable because we have 
to solve Eq. (12) PWSN times, one for each incident 
plane wave, to compute the complete set of 
primary basis functions. 

Next, we use the singular value decomposition 
(SVD) to express the set of solutions CBFs

iJ as 

 CBFs T
i =J UDV  (13) 

and we retain the columns from the left singular 
value matrix U whose singular values are above a 
threshold. For simplicity, we assume that all of the 
apertures contain the same number K of CBFs 
after SVD, where K is always smaller than PWSN . 
For the thi aperture the solution can be written as 
 ii i=J Jα  (14) 

where ( )T1 2, , , K
i i i iα α α= α are the unknown 

expansion coefficients to be determined by solving 
the reduced matrix equation, and  iJ are the new 
CBFs after SVD. The elements of the reduced 
matrix take the form 

  

T

ij ij ji=A Z JJ  (15) 

Thus, the reduced matrix equation can be 
represented as 
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Obviously, the dimension of the reduced matrix 
is much smaller than that of the original 
impedance matrix and hence equation (16) can be 
solved directly. 

 
III. NUMERICAL RESULTS  

Based on the formulation described above, we 
have written a computer program to demonstrate 
the validity and capability of the proposed method. 
In this program, tetrahedral elements are used to 
discretize the solution domain and the density of 
meshes is 12 parts per wavelength. In what 
follows, all the computations are performed on a 
personal computer with 3.0 GHz CPU and 2 GB 
memory. 

To illustrate the validity of the proposed 
method, we first consider a 2 2× array of cavities 
embedded in a conducting plane. Each cavity of 
the array has a square 1.0 1.0λ λ×  aperture and is
0.6λ deep, withλ being the operating wavelength. 
The periodicity of the array is 2.0λ  in the x- and 
y-dimensions. For numerical solution, each cavity 
is subdivided into 4182 tetrahedral elements. As a 
result, a total of 17808 FEM unknowns and 1252 
BIE unknowns are generated. Figure 2 shows the 
computed radar cross sections (RCS) as a function 
of the angle of incidence. For comparison, the 
result obtained using the method of moments 
(MOM) is given in the same figure. Good 
agreements are observed between them. 
 

 
Fig. 2. Comparison of the monostatic RCS for a 
2 2× array of cavities from the FE-BI-CBFM and 
the MOM. 
 

Next, we examine the efficiency of the proposed 
method. For the problem described above, 

although the number of FEM unknowns is very 
large, only one fourth of those need to be dealt 
with since the cavities are uniform. Utilizing the 
frontal method to solve the FEM matrix equation, 
the memory requirement and the computational 
time are 5 Mb and 15 s, respectively. Furthermore, 
we only need to analyze a single cavity to 
construct the CBFs for the entire array. Using the 
CBFM to solve the resultant FE-BI matrix 
equation, the memory required is about 6 Mb and 
the computational time is 25 s. But when we use 
the iterative method in combination with MLFMA 
to solve the FE-BI equation, the memory 
requirement and the computational time are 8 Mb 
and 310 s, respectively. Thus the proposed FE-BI-
DDM is well suitable for the analysis of 
monostatic scattering characteristics of multiple 
cavities embedded in a conducting plane. 
 

 
                           (a) 

 
                              (b) 

Fig. 3. RCS and magnitude of electric field 
calculated for 5 5×  array of cavities: (a) 
monostatic RCS; (b) magnitude of electric field. 
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Now, we consider the scattering of a plane 
wave from a 5 5× array of cavities embedded in a 
conducting plane, as depicted in Fig. 1. The size of 
each cavity and the periodicity are the same as 
those of the first example. Figure 3(a) shows the 
monostatic RCS of the array, while Figure 3(b) 
shows the magnitude of electric field calculated at 
a plane located at a distance of 0.2z λ= above the 
apertures for the case of normal incidence. 

Finally, to demonstrate the capability of the FE-
BI-CBFM to handle large scale problems, we 
consider a 10 10×  array of cavities depicted in Fig. 
4 (a). The size of each cavity and the periodicity 
are also taken as 1.0 1.0 0.6λ λ λ× ×  and 2.0λ , 
respectively. For this example, although the 
number of the cavities is far more than that of the 
first example, the memory requirement basically 
remains the same. The computational time is 2200 
s, which can be significantly reduced by adopting 
the parallel computation because the CBFM is 
highly parallelizable. The computed RCS is given 
in Fig. 4 (b) as a function of the angle of 
incidence. 

 
IV. CONCLUSION 

In this paper, the hybrid FE-BI method in 
combination with the CBFM is proposed to 
analyze the EM scattering from multiple 3-D 
cavities in a conducting plane. In the proposed 
method, each cavity is efficiently modeled by the 
edge-based FEM. The holes are coupled to each 
other through the BIE based on the Green’s 
function. To reduce the computational burden, an 
excitation independent CBFM is used to solve the 
resultant FE-BI matrix equation. Since the CBFM 
only utilizes direct solvers rather than iterative 
methods, it does not suffer from convergence 
problems and can solve multiple excitation 
problems efficiently. Numerical results obtained 
show that the proposed method is suitable for this 
class of problems. 
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                              (b) 

Fig. 4. A 10 10× array of rectangular cavities: (a) 
geometrical configuration; (b) monostatic 
scattering cross section. 
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Abstract ─ Single-sided linear induction motors 
(SLIMs) have been widely used in industry, 
especially in high-speed transportation systems. 
The performance of the SLIMs is considerably 
affected by the characteristics of its secondary 
back-iron. The conductivity of the iron used as 
well as its magnetic permeability influence the 
performance of the machine, while the magnetic 
permeability itself is affected by the input 
frequency of the SLIM. In this paper, using 
Dancan equivalent circuit model and considering 
all phenomena involved in the single-sided linear 
induction motor, the outputs of the motor such as 
efficiency, power factor, normal force and output 
thrust are analytically derived. Then, the effects of 
the input frequency on depth of the field penetr-
ation and saturation level of the secondary back-
iron as well as the SLIM outputs are analyzed. To 
confirm the analytical results, 2D time-stepping 
finite element method is employed. The results are 
in good agreement with each other confirming the 
analytical analysis.  
  
Index Terms ─ Back-iron saturation, efficiency, 
input frequency, normal force, output thrust, 
power factor.  
 

I. INTRODUCTION 
Single-sided linear induction motor (SLIM) is 

one of the many kinds of linear motors that 
became popular in industry in recent decades. 
Their simple structure and comparatively low con-
struction cost make them a reliable candidate for 
high-speed transportation systems [1, 2]. Because 
of the importance of the SLIM, it has gained 
interests of the researchers in industry. Many 

investigations have been done concerning the 
design of the SLIMs. In design, the primary 
weight [3], the thrust and power to weight ratio 
[4], the power factor and efficiency [5-7], and 
thrust in constant current [8] have been consi-
dered. To study the performance of the SLIMs, 
several equivalent circuit models have been propo-
sed which facilitate their analysis [9-11]. There are 
special phenomena in linear motors that make 
them different from their rotary counterparts. Lee 
et al. have investigated the effect of the construc-
tion of the secondary on edge effect [12]. There 
are some researches which investigate the end 
effect in linear induction motors. Bazghaleh et al. 
have designed the SLIM considering end effect 
phenomenon [13-15]. In [16], the existence of the 
end effect has been confirmed by using analytical 
equations and defining end effect factor. Also, the 
effects of design parameters on the end effect have 
been investigated in [17-19].  

In double-layer secondary SLIM, the 
performance of the latter is mainly influenced by 
saturation level of the back-iron. The secondary 
back-iron plays important role in operation of the 
SLIM. Besides providing a mechanical support, it 
is used as magnetic flux pass produced by the 
primary. Changing the input frequency changes 
the saturation level of the back-iron and so, 
impresses the performance of the motor. In this 
paper, to study the performance of the SLIM, 
analytical equations for the efficiency, power 
factor, normal force and output thrust are derived. 
All phenomena involved in the single-sided linear 
induction motor such as longitudinal end effect, 
back-iron saturation, transverse edge effect, and 
skin effect are considered in equations. Then, 
using the derived equations, the frequency effects 
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on the saturation level of the back-iron and the 
motor performance are investigated. To confirm 
the validity of the analytical analysis, as well as 
the obtained outputs, finite element method is 
employed and the results are compared. 
 
II. EQUIVALENT CIRCUIT MODEL OF 

THE SLIM 
Similar to rotary induction motors, the 

performance of SLIM can be investigated by 
equivalent circuit model [9-11]. For investigation 
of the performance of the SLIM, the equivalent 
circuit model proposed by Duncan is employed 
[9]. The per-phase equivalent circuit model is 
shown in Fig. 1. In this figure, 1R  is the per-phase 
resistance of the primary which is calculated as 
follows: 

 ,)(2
1

ww

ecs
A

NlWR
σ
+

=  (1) 

 In the above equation, wσ  is the conductivity 
of the conductor used in the primary winding, ecl  
is the end connection length, sW  primary width, 
N  the per-phase number of turns of the primary 
winding and wA  is the cross-sectional area of the 
conductor. 

The primary leakage reactance is given by [20, 
21]: 
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where 0µ  is the permeability of the vacuum, p  
the number of pole pairs, q  the number of the 
slots per pole per phase, 1ω  the primary angular 
frequency and sλ , eλ  and dλ  are the permeances 
of slot, the end connection and the differential, 
respectively. 

The per-phase magnetizing reactance of the 
motor is given by [20]: 
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where wk  is the winding factor, τ  the pole pitch 
and seW  and eg  are the equivalent primary width 
and the effective air-gap length, respectively, 
which are calculated by the following equations: 

           ,msse gWW +=  (4) 
,)1)(/( mstmlce gkkkkg +=  (5) 

 
Fig. 1. Equivalent circuit of SLIM. 

 
In the aforementioned equations, the following 

denotations and equations are hold: 
mg  is the magnetic air-gap, lk  the air-gap leakage 

factor, ck  the Carter's coefficient, tmk  the 
magnetizing reactance factor due to edge effect, 
and sk  is the secondary iron saturation factor. The 
mentioned coefficients are given as follows: 
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In the above equations, g  is the physical air-
gap, d  is the secondary aluminum sheet thick-
ness, s  the motor slip, G  goodness factor of the 
motor, iδ  the depth of the field penetration in the 
secondary back-iron, and iµ  is the secondary 
back-iron permeability which should be calculated 
using iterative algorithm [22]. 

For the calculation of the secondary resistance, 
the conductivity of the secondary sheet should be 
modified. The effective conductivity of the 
secondary sheet, eσ  is given by [20]: 

                ,/ ske kσσ =  (20) 
in which 

    ],
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where sδ  is the depth of the field penetration in 
the secondary sheet which can be calculated by: 
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In the above equation, 1f  is the primary 
supply frequency, τ  the motor pole pitch, σ  is the 
conductivity of the secondary sheet which is 
reduced by the factor skk  because of the skin 
effect. Besides the skin effect, the edge effect 
reduces the secondary conductivity by the factor 

trk . If the latter factor and contribution of the 
secondary back-iron in conduction of the seconda-
ry current are taken into account, the effective 
conductivity is modified to: 
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The primary referred secondary resistance is 
defined as [23]: 

                 ,/2 em GXR =′  (24)  
where eG  is the modified goodness factor of the 
motor which is given by [20]: 

           )./(2 2
10 eeie gdfG πστµ=  (25) 

In secondary sheet linear induction motors, the 
secondary reactance can be neglected [24]; so, 

02 ≈′X . Also, due to low value of the flux density 
in the air-gap, the core loss is negligible; so, 

0≈cR . In Fig. 1, Q  is normalized motor length. 
The value of Q  is obtained by the following 
equation [9]: 

                ],)/[( 22 rms VLLRLQ ′+′=  (26) 

In which, sL  is the primary length, rV  the 
motor speed, mL  the magnetizing inductance, and 

2L′  is the secondary leakage inductance which is 
zero for secondary sheet motors.  

Air-gap flux density is given by [20]: 

      ],)(1/[ 2
0 eemg GsgJB += πτµ   (27)  

where, mJ  is the amplitude of the equivalent 
current sheet which is calculated as follows [20], 
[25]: 

            )./(23 1 πτNIkJ wm =  (28)  
Using (27), the tooth flux density is obtained 

as: 
                  ./ tsgt wBB τ=  (29) 
Referring to Fig. 1 and doing some mathemat-

ical calculations, the following equations for 
efficiency, power factor, output thrust and normal 
force are derived: 
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  (33) 
In the above equations, mR  is the magnetizing 

branch resistance in Duncan model which 
represents the power loss due to end effect and 

1mX  is the modified magnetizing reactance 
considering end effect which are calculated by the 
following equations:  

            2[1 ] /Q
mR R e Q−′= − , (34) 

        1 (1 [1 ] / )Q
m mX X e Q−= − − , (35) 

 
III. SECONDARY BACK IRON 

SATURATION EFFECTS 
The secondary back-iron plays important role 

in performance of the SLIM. On the one hand, it is 
used as magnetic flux pass produced by the 
primary; on the other hand, it is a mechanical 
support for the secondary of the motor. For proper 
working of the SLIM, the magnetic field produced 
by the primary should penetrate in the secondary 
aluminum sheet as well as the secondary back-
iron. Because of the low value of the relative 
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permeability of the secondary conductor sheet, the 
field can easily penetrate in whole of it. However, 
the depth of the field penetration in the secondary 
back-iron is limited. The field can only penetrate 
in a limited thickness of the iron. Hence, the whole 
thickness of the secondary back-iron is not used as 
magnetic flux pass. Thus, at some operating 
conditions, due to high value of the flux density, 
saturation occurs in the back-iron and should be 
taken in to account in calculations. The saturation 
factor is given in (17) where the iron relative 
permeability iµ  should be determined. To do this, 
an iterative algorithm is employed. First, a proper 
value for the relative permeability iµ  is assigned. 
Then, the saturation factor and the depth of the 
field penetration are calculated using (17) and 
(18). Then, air-gap leakage factor lk ,  Carter's 
coefficient ck ,  magnetizing reactance factor due 
to edge effect tmk  are calculated using (7), (8), and 
(10). Then, the effective air-gap length and the 
secondary modified effective conductivity are 
calculated using (5) and (23). The air-gap flux 
density is calculated using (27). If the distribution 
of the flux density through the back-iron takes 
exponential form, in depth x  from the surface of 
the back-iron, we have: 

                    i

x

isi eBB δ
−

=  (36) 
where isB  is the flux density on the secondary 
back-iron surface. By having air-gap flux density, 

isB  is calculated using the following equation: 

                    
i

gis BB
πδ
τ

=  (37) 

With the obtained flux density, and using the 
back-iron HB −  curve, the relative permeability 
of the back-iron is calculated. Now, the relative 
permeability used in the previous calculation step 
is replaced by the calculated one. With the new 
obtained relative permeability, the calculations are 
repeated to obtain a desired convergence.  

 
IV. PERFORMANCE ANALYSIS AND 

DISCUSION 
In this section, the effect of the input 

frequency on the performance of the SLIM is 
investigated. The specifications of the SLIM are 
shown in Table 1. As mentioned in the previous 
sections, the frequency influences the depth of the 

field penetration and saturation level of the 
secondary back-iron. In Fig. 2, the depth of the 
field penetration in back-iron, its relative permeab-
ility, the input impedance and the input current of 
the SLIM are illustrated. It is seen in this figure 
that by increasing the frequency, the depth of the 
field penetration is decreased while the relative 
permeability of the secondary back-iron is 
increased. At first, it seemed that by decreasing the 
depth of penetration, the relative permeability 
would decrease because of increasing the flux 
density in limited thickness of the iron. However, 
the increment in the relative permeability is 
because of the increasing the input impedance and 
accordingly decreasing the input current and the 
air-gap flux density, as the frequency increased. In 
order to approximately maintain the input current 
and the air-gap flux density constant, the input 
voltage is increased by increasing the frequency. 
So, V/f  is kept constant. In this case, the results for 
the same characteristics depicted in Fig. 2 are 
illustrated in Fig. 3. As expected, it is seen that by 
increasing the input frequency, the relative 
permeability of the back-iron decreases. The 
relative permeability in these figures is obtained 
by iterative algorithm discussed in the previous 
section. The magnetizing curve for the sample iron 
used as back-iron is illustrated in Fig. 4 which has 
been extracted by experiment. Figure 5 shows 
outputs of the SLIM versus input frequency. It is 
seen that increasing the frequency, on the one 
hand, increases the efficiency; on the other hand, 
decreases the power factor, the output thrust and 
the normal force. As the input impedance 
increases by increasing the frequency, the input 
current and accordingly the air-gap flux density 
decreases and causes the output thrust and also the 
normal force to decrease. As seen in the figure, the 
normal force becomes negative for the frequencies 
higher than 262Hz. It means that in mentioned 
frequency ranges, the repulsive normal force is 
larger than the attractive one. This phenomenon is 
because of the reaction of the secondary conductor 
sheet. For further clarity, the attractive and 
repulsive normal forces are separately shown in 
Fig. 6. As it is seen in this figure, although the 
absolute values of both of the attractive and 
repulsive normal force decrease by increasing the 
frequency, the absolute value of the repulsive 
force is larger than that of attractive one in high 
frequency ranges. Figure 7 illustrates the depth of 
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the field penetration and relative permeability of 
the secondary back-iron versus frequency in 
different back-iron resistivities. The figure shows 
that by increasing the back-iron resistivity, the 
depth of the field penetration is increased as 
expected from (18). Also, increasing the 
resisitivity of the back-iron increases the 
permeability of the iron, and accordingly 
decreases its reluctance. In Fig. 8, the relative 
permeability of the back-iron versus the motor 
speed is illustrated for constant input frequency. 
As seen in this figure, in low speeds, the frequency 
in the secondary circuit of the SLIM is high; 
hence, the value of the relative permeability is 
low. As the speed increases the relative 
permeability also increases. It should be noted that 
in this case, only the frequency of the secondary 
circuit changes; so, the input impedance of the 
motor does not change too much to decrease the 
input current and the air-gap flux density. This is 
the reason for different behavior of the relative 
permeability in Figs. 2 and 8. 

 
Table 1: The SLIM specifications 

Specification Values 
Phase input voltage, V 220 

Primary current density, A/mm2 6 
Primary width, mm 130 

Secondary sheet thickness, mm 2.0 
Air gap length, mm 5.1 

Slip 0.5 
Number of pole pairs 2 

Number of slots/pole/phase 3 
Number of turns/phase 72 
Motor length( sL ), m 0.4138 

Tooth width, mm 2.9 
Slot width, mm 6.8 
Slot depth, mm 39.3 

Primary weight, Kg 29.34 
 
 

 
Fig. 2. Frequency effects on different parameters 
of the SLIM. 

 
Fig. 3. Frequency effects on different parameters 
of the SLIM (V/f constant). 

 
Fig. 4. Back-iron magnetizing curve extracted by 
experiment.  
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Fig. 5. Frequency effects on different outputs of 
the SLIM. 

 
Fig. 6. Frequency effects on attractive and 
repulsive normal force. 
 

 
Fig. 7. Frequency effects on different parameters 
of the SLIM. 

 
Fig. 8. Relative permeability of the back-iron 
versus motor speed. 

 

V. FINITE ELEMENT ANALYSIS 
In this section, 2-D time-stepping finite 

element method (FEM) is employed to confirm the 
analytical results. The SLIM given in Table 1 is 
used in FEM simulations. In Fig. 9, the flux paths 
in the different parts of the SLIM is illustrated. 
The input frequency of the motor is 20Hz. In order 
to investigate the effect of the frequency on the 
depth of the field penetration and the secondary 
back-iron, the simulations are done with input fre-
quency of 20 and 200Hz in constant input current. 
With input current being constant, only the effects 
of the input frequency changes are investigated. 
Figure 10 shows the flux density distribution 
results for f=20Hz, while in Fig. 11, the flux 
density distribution results for f=200Hz are 
illustrated. The magnetizing curve shown in Fig. 4 
is used for the back-iron. As seen in Figs. 10 and 
11, by increasing the input frequency, the depth of 
the field penetration is reduced and the flux can 
only penetrate into a limited thickness of the 
secondary back-iron. Also, the flux density is 
increased in those regions. Figure 12 illustrates the 
distribution of the current density on the secondary 
back-iron, when the input frequency is 200 Hz. It 
is also clear in this figure that the depth of the field 
penetration is limited to a narrow path in the 
secondary back-iron. The current density in these 
areas is in the order of 107A/m2. This high value of 
current density produces large local MMFs and 
causes the flux density to increase and locally 
saturates the secondary back-iron. To compare the 
analytical results with the results of the FEM, the 
simulations have been done in different input 
frequencies. The efficiency, the power factor, the 
normal force, and the output thrust are calculated 
using the FEM. The analytical calculation results 
are compared with FEM results in Table 2. It is 
seen in Table 2 that by increasing the input 
frequency, the efficiency increases while the 
power factor, the normal force, and the output 
thrust decrease. These behaviors have been previo-
usly deduced from Fig. 5. It can be also seen that 
the results of the two methods are close enough to 
each other confirming the analytical calculations. 
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Fig. 9. Flux paths in the moving SLIM ( Hzf 20= ). 

 

 
Fig. 10. Flux density distribution in different parts 
of SLIM ( Hzf 20= ). 

 

 
Fig. 11. Flux density distribution in different parts 
of SLIM ( Hzf 200= ). 

 

 
Figure 12. The distribution of the current density 
on the secondary back-iron ( Hzf 200= ). 
 

VI. CONCLUSION 
The magnetic characteristic of the secondary 

back-iron in the SLIM is affected by the level of 
the saturation and accordingly the input frequency. 
So, the performance of the motor mainly depends 
on the latter. In this paper, the effects of the input 
frequency on the SLIM outputs are investigated. 
Analytical equations for the efficiency, the power 
factor, the normal force and the output thrust of 
the SLIM are derived considering the longitudinal 
end effect, iron saturation, transverse edge effect, 
and skin effect. The results show that increasing 
the frequency, decreases the active and usable 
thickness of the secondary back-iron. So, in high 

frequencies, the thickness of the secondary back-
iron can be limited to the depth of the field 
penetration in the iron. It should be mentioned that 
besides the magnetic capabilities, the secondary 
back-iron is used as mechanical support for the 
secondary sheet which should be taken in to 
account in design. 2D finite element method is 
used to confirm the analytical investigations. The 
FEM results, in which all phenomena are taken 
into account, are in good agreement with the 
analytical results. This confirms the validity of the 
proposed analytical equations and analysis. 
 
Table 2: The calculation and FEM results 

Power 
factor 

Efficiency, 
%  

0.5252 37.59 Analytical f=20Hz 0.5447 35.71 FEM 
0.5211 43.20 Analytical f=50Hz 0.5409 41.42 FEM 
0.4898 45.38 Analytical f=100Hz 0.5093 44.04 FEM 
0.2824 47.52 Analytical f=500Hz 0.3101 45.97 FEM 
Output 

thrust, KN 
Normal 

force, KN  

32.01 137.18 Analytical f=20Hz 32.05 136.21 FEM 
7.32 17.91 Analytical f=50Hz 7.35 18.01 FEM 
2.18 2.89 Analytical f=100Hz 2.20 2.81 FEM 

0.073 -0.069 Analytical f=500Hz 0.069 -0.060 FEM 
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Abstract ─ High altitude nuclear electromagnetic 
pulse (HEMP) can damage electronic equipments 
of radar and communication systems. Back door 
coupling is one of the main ways of HEMP 
attacks on the electronic devices. In this paper, the 
three-dimensional (3D) electromagnetic (EM) 
simulation software MicroStripes7.5, which is 
based on the transmission line matrix (TLM) 
method, are employed to investigate the HEMP 
coupling effect on a wire located inside a 
cylindrical shielding cavity having one or few 
apertures. The EM models of the wire and the 
apertured shielding cavity are constructed, and the 
induced wire currents through the aperture of 
cavity are simulated. By comparing the simulation 
results of the wire with and without shield of the 
cavity, the shielding effectiveness (SE) is 
calculated. Further, the effects on induced wire in 
various cases are compared and analyzed, 
including single-aperture and multiple-aperture, 
different incident angles, polarization angles, and 
wire locations. Also, the cylindrical cavity is 
compared with the rectangular cavity. 
 
Index Terms ─ Aperture, cylindrical cavity, EM 
simulation, HEMP, wire current. 
 

I. INTRODUCTION 
With the miniaturization of electronic and 

electrical equipments and systems, the electronic 
equipments become more sensitive and vulnerable 
to electromagnetic pulses (EMP). High altitude 
nuclear electromagnetic pulse (HEMP) is 
produced by nuclear explosion at high altitude, 
characterized by intense electric field strength, 
short duration, wideband frequency coverage and 

wide range coverage, which can damage 
electronic equipments of radar and 
communication systems, wires, crystal diodes, 
transistors, integrated circuits resistors, capacitors, 
filters, relays and other components. HEMP 
protection technologies and methods [1] have 
become one of the most important research fields 
in many applications. 

Back door coupling through apertures is one 
of the main ways of HEMP attacks on the 
electronic devices. Some literatures have studied 
the methods of wire coupling effects of 
electromagnetic pulse. For example, the 
electromagnetic field energy flow on a thin wire is 
measured using Hallén integral equations [2]. 
Resonance of the wire is formulated using the 
theory of the linear antenna [3]. A ‘diffuse-field 
reciprocity principle’ has been applied to 
electromagnetic (EM) systems, enabling the 
currents induced in a wiring system to be 
computed in an efficient manner [4].  

However, most of these researches focus on 
the coupling effects of unshielded wire. In 
practice, wires are often in enclosure by a 
shielding cavity for the electromagnetic pulse 
protection. Inevitably, if the shielding cavity has 
one or some apertures, the wire induced circuits 
will be produced through aperture coupling.  

For aperture coupling, some methods have 
been proposed. An efficient hybrid method is 
developed for calculating EMP coupling to a 
device on a printed circuit board inside a cavity 
with an aperture [5]. The EM coupling through a 
thick aperture in multilayer planar circuits has 
been analyzed using extended spectral domain 
approach and finite difference time-domain 
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(FDTD) method [6]. EMP coupling rules of 
different apertures is also researched and the rules 
of coupling energy are discussed in the condition 
of different polarization [7]. The fast prediction of 
the electromagnetic shielding performances of 
aperture loaded by resistive thin film coatings is 
investigated [8]. 

As for the shielding effectiveness (SE) of a 
cavity, the rectangular shielding cavity has been 
mostly studied so far, for example, the SE is 
evaluated for a rectangular enclosure with 
numerous apertures [9]. Based on the method of 
moments (MoM), the SE of rectangular enclosures 
with thin and thick Apertures has been analyzed 
[10]. The SE of rectangular metallic enclosures 
with apertures, metal plates, and conducting 
objects is calculated using fast MoM [11]. The SE 
of rectangular enclosures with apertures using 
transmission line matrix (TLM) method is 
analytically formulated [12]. However, a few are 
for the cylindrical shielding cavity. 

In this paper, we will investigate the HEMP 
coupling effect on a wire which is located inside 
an apertured cylindrical shielding cavity using 
MicroStripes7.5, 3D EM simulation software. We 
will construct the EM models of the wire and the 
cylindrical shielding cavity with one or few 
apertures, and simulate to obtain the induced wire 
current through apertures of cavity. By comparing 
the simulation results of the wire with and without 
shield of the cavity, we calculate the shielding 
effectiveness. Further, we will compare and 
analyze the affects of induced wire currents under 
various conditions, including single-aperture and 
multiple-aperture, different incident angles, 
polarization angles and wire locations. Also, we 
compare our cylindrical cavity with traditional 
rectangular cavity. 
 
II. EM SIMULATION SOFTWARE AND 

TLM METHOD 
3D EM simulation software MicroStripes7.5 

is used in this paper to analyze the HEMP 
coupling effect on a wire located in an apertured 
cylindrical shielding cavity. MicroStripes7.5 is 
based on the TLM method.  

The TLM method is a time-domain, 
differential numerical technique for modeling 
electromagnetic and other field problems, 
especially for wideband incident wave coupling 
like HEMP. The details of the TLM theory can be 

found in [13]. Its computational efficiency, 
stability, and calculation accuracy have all been 
well proven. Also, TLM is unconditionally stable, 
the time step being determined by the mesh 
resolution. TLM has some advantages over 
frequency domain FDTD. Firstly, it can exactly 
calculate electric and magnetic fields on the same 
mesh, without the half cell offset characteristic of 
FDTD. In the TLM method, both space and time 
are in discrete form in order to implement 
Huygens’ model on a digital computer, and the 
networks containing series and shunt nodes are 
adopted to simulate different situations of 
propagation. The currents of series-wound nodes 
are calculated in the scattering matrix [14]. The 
comparison between measurements and TLM 
method shows good agreement in analyzing a wire 
placed inside a rectangular cavity with an aperture 
[15]. 

MicroStripes7.5 software has been 
extensively used in vehicles, ships, aviation, and 
also employed in the evaluation of human 
absorption of electromagnetic fields, to solve the 
issues of antenna design, installation performance 
assessment, RF or microwave devices, radar cross 
section (RCS), electromagnetic compatibility 
(EMC), electromagnetic interference (EMI), 
electromagnetic pulse (EMP), and lightning 
strikes and other issues. 

III. HEMP WAVEFORM 
HEMP waveform standards promulgated by 

the standard of MIL-STL-461F [16] is adopted in 
this paper, the electric field description can be 
expressed as  

)()( tt
p eekEtE βα −− −=       (1) 

where 1.3k = , 50 /pE kV m= , 7 14 10 sα −= × , 
8 16 10 sβ −= × .  

We take an observation point in infinite space 
near the ground. HEMP incident wave in time 
domain and frequency domain can be simulated 
by MicroStripes7.5, as shown in Fig. 1. 

It is shown from Fig. 1 that the HEMP energy 
mainly focuses on the frequency range of 200 ~ 
300MHz, and the energy is small when the 
frequency is over 3GHz. Therefore, the following 
simulation and analysis of coupling currents focus 
on the frequency range of 0~3GHz. 

In the following, except Section VI and VII, 
the HEMP incident angles of elevation is 10 , the 
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azimuth angles is 30 , and the polarization angle 
is 30 .  

 

 

 
Fig. 1. HEMP incident wave in time domain and 
frequency domain described by MIL-STL-461F 
standard. 

 
IV. SIMULATION MODELING AND 
ANALYSIS OF WIRE CIRCUIT IN A 

CYLINDRICAL SHIELDING CAVITY 
A. Simulation Model 

In this section, a wire and a cavity are 
modeled in the EM simulation. Their parameters 
are shown in Table 1.  

 

Table 1: Parameters of the wire and cavity 

 
The wire is assumed to be an ideal conductor 

line whose resistivity 0→γ , being placed 
parallel to the ground, without a shield of a cavity. 
The model of an unshielded wire is built using the 

simulation software, shown in Fig. 2.   
In Fig. 3, the wire is insulately located inside a 

cylindrical cavity with a single aperture. On the 
bottom of the cavity, there exists a rectangular 
aperture with the size of 0.5cm × 3cm. The 
conductivity of the cavity walls is 1×107 s/m and 
the relative permeability is 200. Thus, we can 
consider the cavity walls as a nearly perfect 
conductor. The cavity is placed parallel to the 
ground, and is 6cm above to the ground.  

 

5cm

11cm

Observation point

13cm

    
Fig. 2. The model of an unshielded wire. 

6cm

 

Observation point

5cm

 
Fig. 3. The model of a wire inside a cylindrical 
cavity with a single aperture. 

In the simulation, we put two observation 
points on the wire in Fig. 2 and Fig. 3, 
respectively. The observation point on the 
unshielded wire (without the cavity) is named as 
Ioutput1, and the observation point on the wire 
inside the cavity is named as Ioutput2. The two 

 
Radius Length Wall 

thickness 

Height 
above 

ground 
wire 0.25mm 13cm  11cm 
cavity 5cm 20cm 0.5cm 6cm 
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observation points are all 5cm distances from the 
front terminal of the wire. 

 
B. Results Analysis 

The time-domain waveforms of Ioutput1 and 
Ioutput2 are shown in Fig. 4 and Fig. 5. 

 

 
Fig. 4. Ioutput1’s waveform of current in time 
domain.   
 

 
Fig. 5. Ioutput2’s waveform of current in time 
domain. 

Since the induced currents on the wire 
bounces back and forth due to reflection, 
waveform oscillation is formed, as shown in both 
Fig. 4 and Fig. 5. With the increase of time, the 
induced wire currents periodically oscillate and 
gradually attenuate. The maximum oscillation 
amplitude at Ioutput1 point is 1oI =63.948mA, 
occurring at the time of 1.132ns, and then it 
gradually decays to zero after 10ns.  

The wire current inside the cavity is mainly 
high-frequency oscillating current due to the 

reflection of the cavity walls. Electromagnetic 
pulse energy is coupled into the shielding cavity 
and resonance is generated. Then high-frequency 
oscillatory current is induced in the wire. In the 
initial time, the amplitude of oscillation current is 
high, the maximum oscillation amplitude at 
Ioutput2 point is 2oI =450.153µA.  

Therefore, compared with the wires with and 
without a shield of the cavity, the shielding 
effectiveness is 1

2

20 log 43o

o

ISE dB
I

= = . 

That is, the induced wires current with a shield of 
the cavity is decreased by 43dB.  

The frequency-domain waveforms of Ioutput1 
and Ioutput2 are shown in Fig. 6 and Fig. 7 
respectively. By analyzing the frequency 
spectrum, we can see that, within the 
frequency-range of 0~3GHz, the optimal coupling 
frequency is between 1.00GHz ~ 1.10GHz and 
2.00GHz ~ 2.10GHz. Comparing the two figures, 
we can also see that, since the wire inside the 
cavity is shielded, the current components coupled 
into the wire are much smaller than the case of the 
wire without shielding cavity. From this, we know 
that the cavity with aperture plays a very good 
role of protection. In practice, specific evaluation 
of protective levels is based on the damage 
threshold of the electronic equipment inside the 
cavity. 

 

 
Fig. 6. Ioutput1’s waveform of current in 
frequency-domain. 
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Fig. 7. Ioutput2’s waveform of current in 
frequency-domain. 

 

V. SIMULATION AND ANALYSIS OF 
THE IMPACT OF THE NUMBERS 

OF APERTURES 
A. Simulation Model 

In this section, we compare the impact of 
different numbers of apertures on the induced 
current based on two models. The two models are 
shown in Fig. 8 and Fig. 9, respectively. 

 

   
Fig. 8. Single aperture. 

      
Fig. 9. Multiple apertures. 

 

The material in both Fig. 8 and Fig. 9 is iron. 
The cavity parameters are the same as in Section 
IV. The single aperture model in Fig. 8 is a 
rectangular aperture with size of 0.5cm×3cm. The 
multiple aperture model in Fig. 9 are composed of 
six same squares with side length of 0.5cm, the 
total area of which is the same as in Fig. 8. 

Inside the cavity, we insulately place a wire 
having the same parameters as in section IV. The 
observation points are 6cm distances from the 
front terminal of the wire. 

 
B. Results Analysis  

Figure 10 and Fig. 11 show the time-domain 
current waveforms of the wire located inside the 
cavities with single aperture and multiple 
apertures, respectively. 

It is shown that the maximum coupling 
current peak of the wire inside the cavity with 
single-aperture is 449.889µA. However, the 
maximum value inside the cavity with 
multiple-aperture is 8.303µA, which is lower than 
that of the single-aperture cavity. Compared with 
single-aperture, the shielding effectiveness of 
multiple-aperture is increased by 34.7dB.  

Therefore, by increasing the number of 
apertures the shielding effectiveness is much 
increased while keeping the total area the same. 
The reason can be analyzed similarly to the 
rectangular apertured cavity case in [12] using 
analytical formulation of shielding effectiveness 
modeling aperture as impedance.  

 

 
Fig. 10. Wire current waveform of single-aperture 
cavity. 
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Fig. 11. Wire current waveform of 
multiple-aperture cavity. 

 
VI. AFFECT OF THE INCIDENT 

ANGLE 
In this section, we compare the affect of 

different HEMP incident angles. Figures 12 - Fig. 
15 show the current waveform for different 
incident elevation angles, they are 0 , 10 , 60  
and 90 . 

 
Fig. 12. Current waveform of 0 incident angle. 

 

 
Fig. 13. Current waveform of 10 incident angle. 

 

 
Fig. 14. Current waveform of 60 incident angle. 

 
Fig. 15. Current waveform of 90 incident angle. 

 
From Fig. 12 to Fig. 15, we know that on the 

condition of 0 incident angle, the current on the 
wire is the largest. The maximum amplitude is 
over 4mA. After the coupling of HEMP, the 
amplitude of the current oscillates in the range 
from 300µA to 450µA. For other incident angles, 
the maximum amplitude of the wire current during 
the coupling period is below 1mA, and changes 
very little with the change of the incident angle. 
The comparison of maximum current amplitude 
for different incident angles are listed in Table 2. 

Table 2: The maximum current amplitude for 
different incident angles  
Incident 
angle 

0  10  60  90  

Maximum 
current 
amplitude 

4.373 
mA 

450.153 
µA 

973.692 
µA 

997.048 
µA 
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VII. AFFECT OF THE POLARIZATION 
ANGLE 

We further study the affect of different HEMP 
polarization angles while the incident angles are 
the same. Figure 16 - Fig. 19 show the current 
waveform in frequency-domain for different 
polarization angles, they are 0º, 30º,60ºand 90º.  

 
Fig.16. Current waveform of 0ºpolarization angle. 
 

 

Fig.17.Current waveform of 30ºpolarization angle. 

 

Fig.18.Current waveform of 60 º polarization 
angle.  

 
From Fig. 16 to Fig. 19, we know that on the 

condition of 0  polarization angle, the current on 
the wire is the largest. Besides with the increase of 

the polarization angle, the amplitude of the current 
decreases. When the polarization angle is 90 , the 
current on wire decays the most fast. The 
comparing table of the currents’ biggest amplitude 
in different cases is listed in Table 3.  

 
Fig.19. Current waveform of 90ºpolarization angle. 

Table 3: The maximum current amplitude for 
different polarization angles  
Polarization 
angle 

0  30  60  90  

Maximum 
current 
amplitude 

546.47 
µA 

449.9 
µA 

247.88 
µA 

84.425 
µA 

 
VIII. AFFECT OF THE LOCATION OF 

WIRE INSIDE THE CAVITY 
In this section, two different locations of the 

wire inside the cavity are compared. The model 
and results analysis are shown as follows: 
A. Simulation Model  

The parameters of the cavity and the wire are 
the same as in Section IV. However, the wire is 
placed at two different locations in the cavity. 

wire

3cm

3cm

     

wire

1cm
1cm

  
(a) The wire near to wall. (b) The wire near to aperture. 

Fig. 20. Vertical vision of the wire location. 

2.5cm 3.5cm

    

2.5cm 3.5cm

   
(a) The wire near to wall. (b) The wire near to aperture. 

Fig. 21. Horizontal vision of the wire location. 
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Figure 20 and Fig. 21 show the vertical and 
horizontal visions of the wire location, 
respectively. The vertical and horizontal distances 
from the wire to the aperture and the cavity walls 
are shown in the figures. 

 
B. Results Analysis 

We put an observation point in the wire to 
observe the wire current, shown in Figure 21. The 
observation point in Figure 21(a) is named as I(1), 
and in Figure 21(b) is named as I(2). 

Figure 22 shows the time-domain waveform 
on the wire, and Fig. 23 shows the 
frequency-domain waveform. 

 

 
(a) The time-domain waveform of I(1) 

 
(b) The time-domain waveform of I(2) 

Fig. 22. The current waveform in time domain. 
 
 By comparing the two conditions, we know 

that the optimal coupling frequency is between the 
1.0 GHz - 1.10GHz and 2.0GHz - 2.2GHz, and the 
value of the amplitude changes with the changing 
of the wire’s location. In the time-domain, the 
current maximum amplitude of I(1) is about 
0.44mA, and current maximum amplitude of I(2) 
is about 0.59mA. The coupling affect of the 
aperture is stronger than that of the cavity wall. 

 

 
(a) The frequency-domain waveform of I(1) 

 
(b) The frequency-domain waveform of I(2).  

Fig. 23. Current waveform in frequency-domain. 

IX. COMPARISION BETWEEN 
CYLINDRICAL CAVITY AND 

RECTANGULAR CAVITY 
A. Simulation Model 

The size of the cylindrical cavity is the same as 
in section IV. The rectangular cavity has the 
parameters as follows: Its side length of the square 
bottom is 10cm, its length is 20cm, and its wall 
thickness is 0.5cm. The size of the aperture is also 
0.5cm×3cm. Figure 24 shows the model of a wire 
inside a rectangular cavity with a single aperture. 
The wire is placed at the same location relative to 
the aperture as in the cylindrical cavity. 

 
B. Results Analysis 

For different shapes of cavity, the time-domain 
waveform is shown in Fig. 25 and Fig. 26. The 
amplitude value of the optimal coupling frequency 
is shown in Fig. 27 and Fig. 28. 
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Fig. 24. The model of a wire inside a rectangular 
cavity with a single aperture. 

  

 
Fig. 25. The waveform of wire current for 
rectangular cavity.  
 

 
Fig. 26. The waveform of wire current for 

cylindrical cavity.  
 
For the rectangular cavity, the maximum 

current amplitude is about 487.581µA, the 
amplitude of high-frequency oscillating current is 

about 300µA after the coupling of HEMP, the two 
optimal coupling frequencies are 1.072GHz and 
2.075GHz, and the their corresponding amplitudes 
are respectively 12.446pA and 2.695pA. While for 
the cylindrical cavity, the maximum current 
amplitude is about 449.889µA, the amplitude of 
high-frequency oscillating current is about 250µA 
after the coupling of HEMP, the two optimal 
coupling frequencies of the cylindrical cavity is 
1.054GHz and 2.064GHz, and their corresponding 
amplitudes are respectively 10.7pA and 3.919pA.  

 

 

Fig. 27. The current amplitue of the optimal 
coupling frequency in rectangular cavity. 

 

Fig. 28. The current amplitue of the optimal 
coupling frequency in cylindrical cavity. 
 

X. CONCLUSION 
In this paper, we exploit the EM simulation 

software MicroStripes 7.5 to simulate the 
environment of HEMP, modeling and analyzing 
the effect of HEMP coupling on the wire which is 
inside a shielding cylindrical cavity with apertures. 
Under the model of this experiment, the induced 
currents on the wire shielded by an apertured 
cavity are decreased about 43dB compared with on 
the wire without cavity. Aperture characteristic is 
the main factor which determines the strength of 
HEMP coupling to the cavity. When the total area 
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of the aperture is the same, the coupling coefficient 
of multiple-apertured cavity is much smaller than 
that of single-apertured cavity. Compared with 
single-aperture, the shielding effectiveness of 
multiple-aperture is increased by 34.7dB. When 
the HEMP incident elevation angle is 0  and the 
polarization angle is 0 , the induced current on 
the wire is larger than other angle cases. While the 
wire is near to the aperture, its induced current is 
larger than the case when the wire is near to the 
wall. Also, since the rectangular cavity and the 
cylindrical cavity of cavities have similar volume 
and size, the optimal coupling frequency and the 
amplitude of the high frequency components for 
the two shapes is close, the latter is a little bit 
smaller than the former in our simulation. 
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Abstract -In this paper, a planar circular patch 
antenna is presented for UWB operating 
characteristics. The bandwidth of the proposed 
antenna is increased by inserting a perforated 
dielectric resonator (DR) material with the planar 
monopole. The design combines the advantages of 
a small size dielectric resonator (DR) and thin 
planar monopole antennas. Two antenna designs A 
and B are proposed. In design A, two layers of the 
same dielectric material are presented with the 
same radius and different thicknesses. While in 
antenna design B, only one dielectric material 
layer perforated by 11 holes drilled with the same 
radius is considered. The effects with respect to 
the geometric parameters of the proposed antennas 
on impedance bandwidth and radiation pattern are 
discussed. In addition, the two proposed antennas 
are designed to have a rejection frequency band 
from 5 to 6 GHz by inserting two U-shaped slots 
in the ground plane, where the WLAN service is 
allocated. The proposed antennas are completely 
designed and analyzed using the finite element 
method (FEM), and then the finite integral 
transform (FIT) technique is used to check the 
validity of the numerical results. 
 
Index Terms-Band     notched, dielectric resonator 
antenna (DRA), FEM, FIT, ultra-wideband 
(UWB). 

 

I. INTRODUCTION 
Recently, ultra-wide band (UWB) technology 

has been attracting much attention for 
communication systems especially since the U.S. 
Federal Communications Commission (FCC) 
began allowing use of the band from 3.1 to 10.6 
GHz for commercial applications [1]. UWB 
systems have widely been exploited in the wireless 
short-range high throughput communication 
operating over the same frequency range. To 
satisfy such requirement, various ultra-wide band 
antennas have been studied [2-3]. The UWB 
antennas have been designed with a specification 
of constant gain and linear phase response. 
Moreover, the antenna should have good 
impedance matching characteristics over the 
whole UWB frequency range. Planar monopole 
antennas are very suitable for UWB applications 
[4]. However, due to the overlap of currently 
allocated UWB frequency band with the existing 
wireless local area network (WLAN) (5.15 - 
5.825GHz), special characteristics such as band 
notch are much desired for UWB antennas to 
reduce the interference between those two 
communication systems [5-6]. Accordingly, an 
ultra-wide band antenna with a band-notch 
characteristic can be an alternative choice to the 
use of a distinct stop-band filter in the system. One 
simple way is to etch thin slots in the antenna 
surface [7] to achieve the band-notched 
characteristic.  
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A dielectric resonator antenna (DRA) has a 
minimum of metal parts and mainly consists of 
dielectric materials mounted over a metal ground 
plane. DRAs have been of interest for the last 
three decades due to its attractive features like 
high radiation efficiency, lightweight, small size, 
low loss, and ease of excitation [8]. DRAs found 
many applications in wireless communications 
such as cellular communications operating over a 
wide frequency band [9].An ultra-wide band 
DRAs are presented in [10]. A novel compact 
UWB dielectric resonator antenna for UWB short-
range wireless communication systems has been 
presented in [11]. In [12], the UWB dielectric 
resonator antenna having consistent 
omnidirectional pattern and low cross-polarization 
is presented. Ultra wideband dielectric resonator 
antenna with band rejection is studied in [13]. 
In this paper, a simple compact monopole type 
dielectric resonator antenna is presented. The 
design combines the advantages of small size 
dielectric resonator antenna (DRA) and thin planar 
circular monopole antenna. The dielectric 
resonator is inserted with monopole antenna where 
it is shaped to house the excitation feed. Two 
proposed designs A and B are presented to operate 
in the UWB range. The coplanar waveguide 
(CPW) is used to feed the antennas. Then, U- 
shape slots etched on the ground plane is 
considered to achieve the notched band from 5 to 
6 GHz, to prevent interference between the UWB 
communications and the WLAN systems.  
Simulations have been carried out with the finite 
element method (FEM) to determine the antenna 
return loss bandwidth, gain, and radiation pattern 
[14-15]. Numerical results are checked with those 
obtained by the finite integration technique (FIT) 
to validate the results [16].     

The paper is organized as follows: In Section 
2, the simulation and optimization for the two 
proposed UWB antennas A and B are 
demonstrated. In Section 3, the notched UWB 
antennas are presented. Finally, the conclusions 
are drawn in Section 4. 
 

II. ANTENNAS DESIGN AND 
NUMERICAL RESULTS 

Figure 1 shows the geometry of the planar 
circular monopole antenna. The antenna is printed 
on an RT6002 substrate with thickness of 0.762 

mm and relative permittivity of 2.94. The antenna 
is composed of the radiation circular patch of 
radius Rp, and partial ground Lg x W. The coplanar 
waveguide is used to feed the antenna. The feed 
gap G3 can be used to adjust the impedance 
matching. The antenna parameters are listed in 
Table 1. 
 

 
Fig. 1.The geometry of the planar circular 
monopole antenna. 
 
Table 1: Parameters of the planar circular 
monopole antenna (all dimensions are in mm) 

L W Lg G1 G2 G3 Rp Wf 

33 15 2.54 0.15 0.45 2 3.5 2.16 

 
Figure 2 shows the variation of the power 

reflection coefficient and the gain of the antenna 
versus the frequency. It is clearly shown that the 
return loss < -10 dB occurs over the frequency 
range from 4.1 to 5.9 GHz with gain variation 
from 2 to 3 dB and from 7.7 to 9.3 GHz with gain 
variation from 1 to 1.2 dB. The simulated radiation 
patterns of the antenna at frequencies 5 and 8.2 
GHz in different planes are shown in Fig.3.  
Simulations have been carried out with FEM and 
compared with those calculated by the FIT 
method. It can be observed that, good agreement is 
obtained. The results show that the radiation 
pattern is nearly omnidirectional in the H-plane 
and monopole-like radiation pattern in the E-
plane.  
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(a) Reflection coefficient frequency response. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

(b) Antenna gain frequency response. 
Fig. 2. The simulated frequency response results 
of the planar circular monopole antenna using 
FEM and FIT methods. 
 

 
(a) f = 5 GHz 

 
 

(b)   f= 8.2 GHz 
 
Fig. 3. The simulated radiation patterns of the 
planar circular monopole antenna in xz and xy-
planes at different frequencies. 

____ FEM --- FIT 
 
A. Antenna design A 

In this antenna design, the circular monopole 
antenna is inserted within cylindrical DRA with 
two layers of the same dielectric material with a 
relative dielectric constant εr = 10.2. Both layers 
have the same radius of W/2 with different thick-
nesses of T1 = 3.54 mm and T2 = T1/2 for lower 
and upper layers, respectively. The upper one is 
perforated by five holes drilled into the dielectric 
material to change its effective dielectric constant 
[17]. The radius of each hole and the separation 
between holes are optimized for wider antenna 
impedance bandwidth. Figure4 shows the 
construction of the proposed antenna where the 
diameter of wider holes is d1 = 1.8 mm , the 
diameter of other holes is d2 = 1.25 mm, and the 
separation between the holes is S= 5.41 mm. 
Figure5 depicts the simulated power reflection 
coefficient and antenna gain for the antenna design 
A. It obviously indicates that an UWB bandwidth 
covering from 3.2 GHz to 11.2 GHz with a ratio of 
about115% is achieved for the proposed antenna. 
The gain varies from 3 dB to 6 dB over the 
operating frequency range. It can be concluded 
that the gain variation is 3dB over the entire 
operating frequency range (3.2 to 11.2 GHz). The 
simulated radiation patterns of the proposed 
antenna at 3.4, 6.2, and 7.8 GHz in different planes 
are illustrated in Fig.6, respectively. The results 
show that the radiation pattern is quite stable as 
the frequency changes with a nearly 
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omnidirectional radiation pattern in the H-plane 
and the monopole-like radiation patterns in the E-
plane.  

 
Fig. 4.The geometry of the proposed antenna 
design A. 

 
 
 
 
 
 
 
 
 
 
 

 
(a) Reflection coefficient frequency response. 
 
 
 
 
 
 

 
 
 
 
 
 

(b) Antenna gain frequency response 
 
Fig. 5. The simulated frequency response results 
of proposed antenna design A using FEM and FIT. 

 
                  (a) f= 3.4 GHz 

 
                              (b) f= 6.2 GHz 

 
 (c) f= 7.8 GHz 

Fig. 6. The simulated radiation patterns of the 
proposed antenna A in xz and xy-planes at 
different frequencies. 
 ____ FEM _ _ _ FIT 
 
B. Antenna design B 

In this proposed antenna design, the planar 
circular monopole antenna is inserted within only 
one layer of cylindrical DR with radius R1 = 7.5 
mm and thickness T = T1+T2 = 5.318 mm. The 
layer is perforated by 11 semi-holes drilled into 

519 ACES JOURNAL, VOL. 27, NO. 6, JUNE 2012



the dielectric material with a hole diameter of d3 = 
1.4 mm and separation between each two holes S2 
= 2.52 mm. The center of the holes located at 
�𝑅1+𝑅2

2
�,where R2 = 5.5 mm. Based on several 

parametric studies, the optimized antenna is 
designed as depicted in Fig. 7. Using the FEM 
method, the power reflection coefficientand gain 
of the proposed antenna are calculated as shown in 
Fig.8. The gain of the proposed antenna in the 
boresight direction varies from 3dB to 6dB over 
the operating UWB frequency range. Simulation 
results show that the impedance bandwidth is 
about 8.4 GHz starting from 3.2 GHz to 11.6 GHz. 
The simulated radiation patterns of the proposed 
antenna at 3.4, 6.2, and 7.8 GHz along the 
different planes are illustrated in Fig. 9, 
respectively. The simulated H-plane retains 
omnidirectional over the entire bandwidth. The 
results are compared with that calculated with FIT 
with a good agreement between the two 
techniques as shown in the figures. 

 
Fig. 7. The geometry of the proposed antenna 
design B. 
 
 
 
 
 
 
 
 
 
 
 

(a) Reflection coefficient frequency response. 

 
 
 
 
 
 
 
 
 
 
 
 

(b) Antenna gain frequency response 
Fig. 8. The simulated frequency response results 
of proposed antenna design A using FEM and FIT. 
 

 
(a) f= 3.4 GHz 

 
 

 
 

(b) f= 6.2 GHz 
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(c) f= 7.8 GHz 

Fig. 9. The simulated radiation patterns of the 
proposed antenna B in xz and xy-planes at 
different frequencies. 
 ___ FEM _ _ _ FIT 
 

Figure 10 shows the effect of the parameters 
of the perforated DRA on the impedance 
bandwidth since the diameter of the holes is 
varying the bandwidth of the antenna affecting 
where the result effective permittivity is changing 
with respect to the holes diameter. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 10. The effect of the holes diameter on the 
antenna B bandwidth. 
 

III. UWB ANTENNAS WITH A BAND-
NOTCH STRUCTURES 

In this section, the proposed antennas A and B 
are reconstructed to provide a stop-band notch 
from 5 to 6 GHz for WLAN communication 
system. Two U-shaped slots etched in the ground 
plane are used as shown in Fig. 11. The notch 
frequency can be adjusted by tuning the length and 
depth of the U-slot. The slots behave as resonant 
structures and are capable of preventing the energy 
from radiating to the free space. The dimensions 
of the slots are optimized to give the required stop 

band where the length of each slot is Ls= 8.2 mm 
and the width is Ws= 4 mm with thickness t = 0.5 
mm with offsets dx= 0.97 mm and dy= 3 mm as 
depicted in Fig.11. It is seen that from Fig.12, the 
antennas in design A and design B provide sharp 
stop-band notch in the frequency range 5 - 6 GHz 
with a VSWR value of about 15 at 5.4 GHz for 
antenna design A and 12 at 5.5 GHz for design B 
by inserting the two slots. Figure 13 shows a 
minimum gain of     -18dB at 5.4 GHz for design 
A while for design B the gain decreased to -15 dB 
at the frequency of 5.5 GHz. For other frequencies 
outside the notch frequency band, the antenna gain 
is about the same for both antennas with and 
without the U-slots. It is observed that the 
radiation patterns at other frequencies out of the 
notched frequency band are about the same as 
those of the antennas without adding the U-slots. 
The proposed antennas present omnidirectional 
patterns across the whole operating band in the H-
plane an immediate sharp increase in VSWR is 
observed at the notch frequency band. 
 

 
 
Fig. 11.The geometry of the proposed antennas A 
and B after adding two U-slots in the ground 
plane. 
 

IV. CONCLUSIONS 
In this paper, two antennas for notched-UWB 

applications are proposed. The antennas combine 
the planar circular monopole and dielectric 
resonator antennas. The antennas have 
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demonstrated good performance in terms of return 
loss and gain. The antenna -10dB |s11|bandwidth 
covers the range of 3.2 to 11.6 GHz. The two U-
slots embedded in the ground plane around the 
CPW feeding achieved an immediate sharp 
increase in VSWR at the notch band from 5 to 6 
GHz for WLAN. The simulated radiation patterns 
are quite stable within UWB frequencies; it shows 
good monopole-like patterns and nearly 
omnidirectional patterns in the horizontal plane. 
 
 
 

 

 

 

 

 
 

(a) Antenna design A. 
 

 

 

 

 

 
 

(b) Antenna design B. 
Fig. 12. The simulated VSWR of proposed antennas A 
and B versus operating frequency before and after 
adding U-slots. 
 

 

 

 

 

 

(a) Antenna design A. 

 

 

 

 

(c) Antenna design B. 
 
 

(b) Antenna design B. 

Fig. 13. The simulated gain of proposed antennas 
A and B versus operating frequency before and 
after adding U-slots. 
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Abstract ─ The wave iterative method is a 
numerical method used to model electromagnetic 
circuits. It is based on the concept of waves in the 
place of electromagnetic fields. To study the 
electronic circuits having complex structures, this 
method requires much time. We propose in this 
article to improve this method by using techniques 
of image processing. That’s why the structure of 
the studied circuit is considered as an image. The 
objective is to reduce computing time by reducing 
dimensions of the calculation matrices. The 
reduced matrices are built containing only the 
important part of the information. Our goal is to 
prove that the most important zones in the 
structure are located in the contour with small 
steps in the vicinity of the contour. 

 
Keywords ─ Image processing techniques, 
reducing calculation matrices, reducing computing 
time, WCIP method, R-WCIP method. 
 

I. INTRODUCTION 
       The wave concept iterative process (WCIP) 
method is a numerical method [1-8] used to ensure 
electromagnetic modeling of high frequency (HF) 
electronic circuits.  This method is characterized 
by its stability and its convergence towards good 
results. In the case of complex structures, this 
method is also stable but it takes much time to 
converge to the optimal result. A big number of 
iterations are necessary to model complex 
structures requiring a fine mesh. We have a 
problem of numerical complexity because the 
number of cells describing the circuit is important. 
That’s why the WCIP method takes much time to 
give reach the convergence to the optimal values. 
In order to improve performances of this method, 
techniques of image processing are used. Thus, a 
rapid convergence to the optimal result is ensured. 

Our study is based on the principle of image 
segmentation [9-14], especially the contour 
detection technique [15-18]. We choose this 
technique in order to focus on the important 
information part of the studied structure. The 
contour represents the place of the important 
points in the electronic structure because the 
values of the electromagnetic fields are important 
on contours and they are weak elsewhere. The 
contour of a digital image corresponds to a brutal 
change of the luminous intensity and the image 
properties. The important values of the 
electromagnetic fields are in the zones of the 
structure discontinuity between metal and 
dielectric in the structure. To locate these zones of 
interest, we have resort to a method based on 
contour detection. We focus on the important 
information while the rest will be neglected. Thus, 
we build new calculation matrices containing only 
the useful information. So the new matrices have 
reduced sizes compared to the original matrices in 
the classical WCIP method. The calculation time 
is reduced because we calculate on these reduced 
matrices that’s why a large gain in computing time 
is realized and the improved method is noted 
Reduced-WCIP (R-WCIP). 
 

II. THEORETICAL STUDY  
A. Outline on the wave iterative method 
       The WCIP method is an integral method used 
in the electromagnetic modeling of HF electronic 
circuits. The wave iterative method is developed in 
detail in [1-8]. It is called WCIPbecause it is based 
on waves instead of electromagnetic fields and it 
establishes a recurrent relation between incident 
and reflected waves. The iterative method is used 
to study a frequency selective surface (FSS) 
having a complex structure represented in Fig. 1.  
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Fig. 1. Unit cell of a FSS structure. 
 
       The height of the substrate is h= 3mm and its 
permittivity εr=3.8, a=b=30mm, p = 28 mm, G = 
2.8 mm, D = 22.2 mm, w1 = 0, 2 mm, and w2 = 
3.4 mm, the total structure is synthesized using a 
grid of 150x150 pixels. 

The amplitudes of the incidental and reflected 

waves are expressed in function of 

electromagnetic fields by the following relations: 
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iA and iB are respectively the incidental and 
reflected waves in the plan iP , “i” is an indication 
of medium (i=1, 2), iZ 0 indicates the wave 
impedance of the medium. The iterative process 
consists in establishing a recurrent relation 
between incident and reflected waves in two 
different domains as indicated in the following 
equations: 
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Two operators are defined: one is in the space 
domain and the other one is in the spectral domain. 
The fast Fourier mode transformation (FMT) and 
the reverse transformation (FMT-1) ensure the 
transition from one domain to another.  In general, 
the algorithm of the iterative process is 
summarized in Fig. 2 with TMorTE=α . 

 
Fig. 2. Algorithm of the WCIP method. 
 
B. Image processing technique 

The image processing technique used in this 
work is the technique of segmentation [9-14]. It 
consists in cutting out an image in related areas 
presenting homogeneity according to a certain 
criterion, such as the color. The union of these 
areas must give again the initial image. The 
segmentation technique allows the extraction of 
qualitative information in the image. The image 
segmentation is based on the technique of contour 
detection which defines the borders between 
distinct homogeneous zones. It is characterized by 
the fact that they take into account only 
information on the contour of the objects. This 
technique detects all the image contours. The 
algorithms of contour detection are characterized 
by the use of derivations operators, the gradient or 
the Laplacian, from which we respectively seek 
for the maxima or the passage by zero. In general, 
the variation of intensity in an image corresponds 
to relevant zones that contain important 
information. It ensures the extraction of the useful 
part in the image. This information corresponds to 
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borders of homogeneous areas. The contour 
detection [15-18] is a preliminary stage to many 
applications of image analysis. Contours constitute 
rich indices, as well as the points of interests, for 
any later interpretation of the image. They 
correspond to discontinuities of the intensity 
function. For that, the first derivative of the image 
intensity function is studied in order to define 
local maxima of the intensity gradient function 
and passages by zero of the Laplacian. That’s why 
the contour is the place of maximum first 
derivative and the crossing points by zeros of the 
second derivative for the intensity function. The 
difficulty consists in the presence of noise in the 
image that’s why the derivative calculation 
requires an image pre-filtering. In a continuous 
image ),( yxf , a contour appears as a line where 
the very strong variations of ),( yxf are localized. 

We consider G the gradient of ),( yxf , the module 

of G is defined in the following relation: 
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The direction of the gradient is defined by: 
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The contour is the place of the maximum of the 
gradient G in the direction g , a point of contour is 
defined by: 
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∂
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G .                                    (5) 

The second derivative of ),( yxf  in the direction

g gives that: 
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Finally, the passage by 0 of the Laplacian is 
obtained and it is given by: 

                   ≈=∆ 0f 02
2

=
∂
∂

g
f .                         (7) 

This property is used in the approaches known as 
contour detectors by passage by zero of the 
Laplacian. Thus, we conclude that it exists a great 
number of methods of contour detection in an 
image. The majority of them can be gathered in 

two categories. The first category seeks the 
extremum of the first derivative of the intensity 
function especially the local maxima of the 
gradient intensity. The second method seeks the 
cancellations of the second derivative which 
means the passage by zero of the Laplacian or the 
resolution of a non-linear differential expression. 
In order to guarantee the double derivation, the 
image is at least pretreated by convolution with a 
function twice derivable. For this reason, we use 
the Gaussian function. The approach used in our 
study is based on the method of “Canny” which 
has a very good quality of contour detection [15]. 
 
C. Reducing matrices by the new algorithm 
      The important zones of the studied structure 
are located in the vicinity of contours and they are 
defined by the technique of contour detection. The 
useful information is extracted from the original 
matrix “MxN”, then reduced matrix “Mr x Nr”is 
built having smaller sizes as in Fig. 3 so that a big 
part of calculation matrices is neglected. 

 
 
Fig. 3. Reducing the dimensions of the original 
matrices towards reduced matrices. 
 
In the new proposed algorithm, the calculation is 
carried out on the reduced matrices “ Ar ” and “ Br
” which represent the incidental and reflected 
waves as shown in Fig. 4.     
The new process starts with the classical WCIP 
algorithm which calculates a certain number of 
iterations (Nmin) applied on original matrices 
having basic sizes “MxN”. After that, the 
dimensions of the original matrices are reduced 
using the algorithm of contour detection. The 
WCIP algorithm is applied to continue the 
remaining iterations but in this case we operate on 
the matrices having reduced sizes “Mr x Nr” until 
reaching the convergence after “Nmax” iterations. 
Finally, original matrices are rebuilt. Thus, this 
new approach is called Reduced WCIP (R-WCIP) 
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since we apply a mechanism of reduction of 
matrices dimensions by the technique of contour 
detection. The R-WCIP algorithm operates first on 
original matrices then on reduced matrices in order 
to reduce the computing time and to obtain a good 
result in a minimum of time as in Fig. 5. 

 

 
Fig. 4. The reduced WCIP algorithm.  

III. SIMULATION RESULTS 
A. Reduction ratio in the calculation matrices 
 The contour of the basic studied structure is 
represented in Fig. 6. The technique of contour 
detection specifies the zones where the 
electromagnetic field values are important. In an 
image in gray levels, a contour is characterized by 
a brutal change of the intensity values. The goal is 
to transform this image into another in which 
contours appear by convention in white on black 
bottom. Thus, we consider only the contour 
because it contains the useful information and the 
remaining zones are neglected.  
    The zones that are close to contour are called 
the vicinity of contour. For more precision, the 

vicinity is detected with different steps (a step of 1 
pixel in Fig. 7 and a step of 3 pixels in Fig. 8). 
 

 
Fig. 5. The new proposed algorithm R-WCIP. 
 

Our goal is to prove that the most important 
part in the structure is in the contour with small 
step in the vicinity of the contour. From the 
original matrix that its dimensions are equal to 
150x150 pixels, a reduced matrix is formed 
containing only useful information represented in 
white in the image of the contour vicinity 
detection. What is represented in black is 
neglected because it contains information that is 
not important. In the case of one step in the 
contour vicinity, a reduction ratio around 76% is 
realized as described in the following: 
- Discretization 150x150 pixels 
- Original matrix 150x150 pixel 
- Reduced matrix 72x72 pixels 
- Reduction ratio = 76% 

 
In the case of three steps in the contour vicinity of 
the structure, the reduction ratio is around 59% as 
described in the following: 
- Discretization 150x150 pixels 
- Original matrix 150x150 pixel 
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- Reduced matrix 96x96 pixels 
- Reduction ratio = 59% 
      

 
Fig. 6. Contour detection in the basic structure. 
        

 
Fig. 7. Detection of contour vicinity (Step =1). 
       

 
Fig. 8. Detection of contour vicinity (Step =3). 
 
B. Variation of S11 and S21 calculated by the 

new method in function of frequency 
In Figs. 9-12, the variation of the coefficients 

S11 and S21 is represented in function of frequency. 
These coefficients are calculated by our new R-
WCIP method. These results are compared with 
those calculated by the classical WCIP method in 
order to prove that our results are closed to the 
best and optimal results. The maximum number of 
iterations calculated by the two methods is equal 
to 200 iterations (Nmax=200). In the new R-WCIP 
method, two values of “Nmin” are tested (25 and 
50 iterations). Good results are obtained in 
comparison with the WCIP method. Thus, in our 
new R-WCIP method, the WCIP algorithm is used 
to calculate only 25 or 50 iterations on the basic 
matrices that have big dimensions and the 
following iterations are calculated on reduced 
matrices that have small dimensions until 
achieving 200 iterations. That’s why the new 
approach takes less time of calculation. However, 
in the classical WCIP method, the WCIP 

algorithm calculates all the 200 iterations on big 
matrices. Thus, our principal goal which is the 
reduction of calculation matrices is achieved so 
that the computing time is reduced. Finally, we 
have a fast convergence to the optimal result with 
minimum average error. Thus, good results are 
obtained by the new R-WCIP method with a best 
reduction in computing time.  
 
 
 
 
 
 

 
 
 
 

 
 
 
 
 
 
Fig. 9. Parameter “S” in function of frequency, 50 
basic iterations before reducing the dimensions of 
the matrices, Nmax=200 iterations, contour 
vicinity with step=1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 10. Parameter “S” in function of frequency, 
50 basic iterations before reducing the matrices 
dimensions, Nmax=200 iterations, contour vicinity 
with step=3. 
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Fig. 11. Parameter “S” in function of frequency, 
25 basic iterations before reducing the dimensions 
of the matrices, Nmax=200 iterations, contour 
vicinity with step=1. 
 
       From the last results, we conclude that the 
new R-WCIP method provides good results either 
in the case of one step or three steps in the contour 
vicinity. This proves that one step near the contour 
is sufficient to give good results which means that 
the important information part is located on the 
contour and not far from the contour. Also, we 
notice that the number of iterations applied on 
basic matrices before reducing the dimensions of 
matrices is 25 or 50 and the remaining iterations 
are calculated on reduced matrices. Thus, a big 
gain in computing time is realized and good results 
are found with the new R-WCIP method. 
 
C. Gain in computing time 
       In the next paragraph, the classical WCIP 
method is used to calculate a maximum number of 
iterations (Nmax). To make a comparison between 
the two methods, the new R-WCIP method 
calculates the same number of iterations (Nmax) 
with two values of Nmin (25 and 50). In Table 1 
and Table 2, we observe an important gain in 
convergence time when calculating S11 and S21 
values after Nmax iterations by the two methods. 
This gain of time is provided by the new R-WCIP 
method because we add an algorithm of matrices 
reduction based on contour detection. The mesh 
used in this structure is 256x256 cells. The used 
machine has a microprocessor Intel(R) Pentium(R) 

Dual Core CPU 2x2.16GHz and 3GB of RAM. So 
we notice that the R-WCIP method is more rapid 
than the classical WCIP method. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 12. Parameter “S” in function of frequency, 
25 basic iterations before reducing the matrices 
dimensions, Nmax=200 iterations, contour vicinity 
with step=3. 
 
 Table 1: Gain in computing time given by “R-
WCIP”, Fr=11GHZ, Grid 150 x 150 pixels, 
(Nmax=1000 iterations) 
 

 
Table 2: Gain in computing time given by “R-
WCIP”, Fr=11GHZ, Grid 150 x 150 pixels, 
(Nmax=200 iterations) 
 
 
 
 
 
 
 
 
 
 

Nmin WCIP 
(Nmax=1000) 
Time (s) 

“R-WCIP” 
(Nmax=1000) 
Time (s) 

Gain  
(%) 

     25 86 19 77%  
     50 86 24 72%  

Nmin WCIP 
(Nmax=200) 
Time (s) 

“R-WCIP” 
(Nmax=200) 
Time (s) 

Gain  
(%) 

   25 17 5.9060 65%  
   50 17 7.5320 55%  
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D. Comparison in terms of the average error  
In Table 3, we represent the values of the 

average error calculated on the transmission 
coefficients S21. The band of frequency is from 
10GHz to 15GHz. The error is calculated when 
using the new R-WCIP method in comparison 
with the classical WCIP method. Two different 
values of "Nmin" are chosen (25 and 50). The 
number "Nmin" represents the minimum number 
of iterations calculated by the classical WCIP 
algorithm before the reduction of the matrices 
dimensions in the new R-WCIP method. Then, the 
remaining iterations are carried out after the 
mechanism of reduction until the convergence 
with “Nmax” iterations. The maximum number of 
iterations “Nmax” is equal to 200 iterations. The 
average error in comparison with the classical 
WCIP method is limited. This proves the 
effectiveness and robustness of our new approach. 
Finally, we notice that the convergence to the 
good result very close to the desired value with a 
minimum average error in each frequency. Thus, 
the new R-WCIP method gives good results with 
minimum error. 

 
Table 3: Comparison between WCIP and «R-
WCIP» in terms of the average error (S21), band of 
frequency from10GHZ to 15GHZ, (Nmax=200 
iterations) 
 
 
 
 
 
 

IV. CONCLUSION 
In our research work, the wave iterative 

method has been improved especially when 
modeling complex structures. Image processing 
techniques have been used to reduce the 
dimensions of calculation matrices and to focus on 
zones in the contour vicinity where the 
electromagnetic fields are important. The new R-
WCIP method operates on reduced matrices so 
that the computing time is reduced. Finally, a fast 
convergence to the optimal result is realized in 
spite of the complex structures of the studied 
electronic circuits.  
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Abstract ─ A comprehensive understanding of the 
fading effect on vehicular communications is 
essential for reliable intelligent transportation 
system (ITS). Dozens of experiments were 
performed in the real urban area to collect various 
types of vehicular wireless data measurements. 
Then a simulation model of radio link between 
double mobile nodes was proposed. Based on the 
real measured data, the proposed model, and the 
existing model are all applied to the simulator for 
comparison. It is shown that by evaluating the 
packet level performance for double mobile 
vehicles in an urban area, the proposed model 
performed better. Significant realism can be added 
to existing systems with clear implications on the 
design of upper layer protocols by modeling the 
fading characters for vehicular communications. 
 
Index Terms ─ Communication performance, 
measurements, radio channel, radio propagation, 
vehicular wireless networks. 
 

I. INTRODUCTION 
Vehicular wireless networks, as the key part of 

the intelligent transportation system (ITS), which 
can achieve traffic warning [1-3] and provide the 
driver with specific route dependent information, 
will be widely used in the future. Furthermore, 
from [4-7], the increasing demand for mobile 
computing and quality of service (QoS) will have 
future vehicles equipped with a high data rate 
access to the internet. Various multimedia 
applications, such as video on demand, games, 
email, etc., will also be available. Due to the 
dynamics of high-speed mobile vehicles and the 
variety of the road conditions, it is difficult to 
build a complete analytical model to study the 

network performance, and from [8-9], 
experimental measurement becomes important in 
characterizing the channel fading effect in such a 
dynamic vehicular communication environment. 
An important factor of vehicular channel model is 
the mobility [10-12] by including the mobility of 
nodes and the channel variability. Channel 
variability, is not well modeled in today’s wireless 
vehicle networks. In [13], simplistic models may 
not be practical and it is also different to draw 
conclusions on the real performance of the upper 
layers. Designers require statistical models that 
can accurately capture the characteristic of 
propagation behavior observed at both mobile 
vehicles [14]. 

Currently, free space and two ray ground 
channel models are the most popular propagation 
models for simulation in vehicular wireless 
networks [15]. For the free space channel model, it 
describes an ideal propagation characteristic, and 
the received power depends on the transmitted 
power, the gain of antenna, and the distance of the 
transmitter-receiver. While for the two way 
ground model, it assumes that the received signal 
is the sum of the direct line of sight path and the 
reflected path from the ground. However, the 
model does not take obstacles into consideration. 
It is also too ideal for short transmitter-receiver 
separation distances, as it assumes that signals 
have a perfect 250m radius range. On the other 
hand, QualNet supports open-space propagation as 
well as stochastic propagation models such as 
Rayleigh, Rician, and log-normal fading, in which 
all models describe the time-correlation of the 
received signal power. The Rayleigh model 
considers indirect paths between the transmitter 
and the receiver, while the Rician model considers 
when there is one dominant path and multiple 
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indirect signals. OPNet supports open-space 
propagation models as well as an enhanced open-
space model that accounts for hills, foliage, and 
atmospheric affects [16]. Furthermore, obstacle 
effects are combined in [17, 18, 19], but the 
propagation characteristic is limited to line-of-
sight. In [20], a radio planning tool is applied and 
the evaluation for the impact of a more realistic 
propagation by a set of measurements is validated. 

In a dense urban area, path loss, shadow 
fading, and short-term variants are the main 
factors affecting the communication quality. Path 
loss and shadow fading determines the effective 
communication distance between two adjacent 
vehicles, while multi-path and Doppler spectrum 
caused by the sum of absolute speeds of individual 
nodes affect the quality of service (QoS) in inter-
vehicle networks. However, it is noted that some 
of these effects can be avoided, such as by 
increasing the height of the antenna and the 
inerratic variations is just relative to the distance 
between transmitter and receiver. Here, the model 
is focused on the short-term variants, especially 
for the Doppler spectrum model caused by both 
high mobile vehicles. The Doppler spectrum 
models in [21, 22] for wireless cellular network 
cannot really be used for link between double 
mobile nodes. Akki and Haber [23] consider a 
Doppler spectrum model for radio link between 
double mobile nodes in a two-dimensional (2-D) 
uniform scattering environment. It is a 
deterministic channel model without considering 
the specific characteristics, such as the effect of 
antenna and dynamic distribution of received 
multi-path wave. 

This paper addresses a fast fading channel 
model for radio link between double mobile nodes 
in a three-dimensional (3-D) scenario (3-D scatter 
fading channel model). It is a stochastic model 
relative to the antenna, the probability distribution 
of the multi-path wave and the relative speed of 
the two mobile nodes [24]. The random phase of 
received wave is assumed to be uncorrelated. The 
necessity of the proposed method is demonstrated 
by using real-life experiments conducted in an 
urban area of Wuhan city, China. The experiment 
involves two cars, one for transmitter and one for 
receiver, driving on different time and road 
conditions in the Wuhan city to create a broaden 
wireless measurement database. We obtain the 
analytical expressions of the Doppler spectrum for 

double mobile nodes, and then integrate the 
Doppler spectrum model with a path loss model as 
the physical module in OMNet++ platform to 
evaluate packet level performance for the link of 
vehicular wireless networks. The real-life 
vehicular wireless measurement is used to validate 
the proposed channel model and the results are 
compared with that of the conventional two ray 
ground model. 

The rest of the paper is organized as follows. 
Section 2 describes the experiment and the 
measured wireless data. The packet-level 
statistical performance of the measurement is also 
given. Section 3 describes the proposed channel 
model by analytic expression of Doppler spectrum 
for radio link between double mobile nodes in 3-D 
scenario. Section 4 analyzes the packet level 
statistical performance of the proposed model, and 
compares the performance with the Gans Doppler 
model. Results and conclusions are given in 
Sections 5 and 6, respectively. 

 
II. EXPERIMENTS AND 

MEASUREMENTS 
The experiments were performed on LuoYu 

and ZhongNan roads, Wuhan city, China. There 
were two mobile vehicles used in the experiments 
as a transmitter (TX Vehicle) and a receiver (RX 
Vehicle), respectively. Both vehicles contain 
embedded-PCs (EPC) built with a Mini-ITX 
board, an automotive power supply, a Celeron 
processor, storage devices and GPS devices. The  
used parameters of vehicular wireless experiment 
network are given in Table 1. 

 
Table 1: The parameters of Vehicular Wireless 
Network in measurements 

Parameters Detailed information 
The high of antenna 3.2 m  
Antenna type Omni-direction 
The gain of antenna 8 dBi 
Wireless LAN chip  Intel@2200BG 
Network adaper power 100 mW 
Network model Ad Hoc 
Modulation BPSK 
MAC protocol 802.11b 
Transmission Platform StarEast 
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The transmitter broadcasted 100 User Data-
gram Protocol (UDP) packets per second with 100 
bits per packet at 1 Mbps (the lowest rate). The 
UDP payload consists of a 32-bit sequence 
number that is incremented by the transmitter for 
every successive packet and local GPS record. The 
receiver sniffs the packets from the wireless 
interface and keeps a trace of the lost ones by 
checking the UDP packet sequence numbers, as 
shown in Fig. 1(a) and Fig. 1(b).  We adopted 
packet loss rate (PLR) which is the ratio of the 
missing number packets in radio link to the total 
number packet sent by the TX vehicle as the 
indicator.  

 

 
 (a) Vehicle in the experiments 

 

 
(b) PC in the vehicle 

Fig. 1. Experimental vehicular system. 
 

Dozens of measurements were obtained from 
real road tests. In Fig. 2 is plotted the cumulative 
density functions (CDF) of PLR when the distance 
between two vehicles varies from 10-20 meters, 
20-30 meters, and 30-40 meters, respectively. 
From these figures, it is observed that: a) The 
inter-vehicle distance has an direct impact on link 
quality of vehicular wireless network. The 

distribution of PLRs become flatter as the inter-
vehicle distance becomes larger. b) The PLRs with 
the same inter-vehicle distance almost follow the 
same distribution, no matter if the traffic is heavy 
(8 am), or light (2 pm and 9 pm). From the 
measurements, it is observed that we can use the 
same distribution function to express the different 
packet loss samples for the same inter-vehicle 
distance. 
 

 
Fig. 2. The CDF of PLR for different inter-vehicle 
distances and different measured time  

 

 

 
Fig. 3. The PDF of PLR for both measurement and 
Gans Doppler model. 
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Figures 3 and 4 depict the probability 
distribution function (PDF) and cumulative 
distribution function (CDF) of PLR for the Gans 
Doppler model and the measurements. Apparently, 
the Gans Doppler model does not fit the measure-  

 

 

 
Fig. 4. The CDF of PLR for both measurement 
and Gans Doppler model. 

 
ments. The reason is that the Gans Doppler model 
only considers the Doppler Effect caused by one 
mobile node, which is used in wireless cellular 
networks. However, for vehicular wireless 
networks, all vehicles are in motion, and the 
mobility of all vehicles should be incorporated 
into the propagation model. Therefore, it is 
necessary to propose a propagation model for 
double mobile nodes in vehicular networks. 
 

III. PROPAGATION MODEL FOR DOUBLE 
MOBLE NODES 

Considering a two ray ground model may not 
be practical for the vehicular application, as it 
assumes that signals have a perfect 250m radius 
range, here we proposed to integrate the channel 
model with a short-term fading channel model as 
the propagation model for vehicular wireless 

networks for short-term fading [24], a new fading 
model for a radio link between double mobile 
nodes in 3-D scenario. In the following sections, 
more significant results will be presented.  

The radio link considered here is between 
two vehicles moving with speed , 1, 2iV i = in 3-D 
scenario. The left one in Fig. 5 shows the coordi- 
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Fig. 5. The coordinate system of mobile vehicles. 

 
nate system of the mobile vehicles and the right 
one in Fig. 5 displays the referenced coordinate 
system. According to the radio propagation model 
for the 2-D wide area with one mobile node [25], 
the channel time-variant transfer function for radio 
link between double mobile vehicles in a 3-D 
scenario can be defined as 
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where max 1 2d d df f f= +  is the max Doppler shift 
caused by the two mobile vehicles. Substituting 
(3) into (1), we have 
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Assume that the phases are uncorrelated; the 
time-autocorrelation function of the channel 
transfer function can be written as 
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 and dkf  are independent identically 
distributed. Therefore, (5) can be further written as 
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substituting (3) into (6), we have 

               
2

1 2( ) ( ) ( ),HR g gτ δ τ τ=                            (7) 
where 2 (0)HRδ =  is the average power of the 
multi-path scattering component, which is the 
channel variance, and 
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where ( )i ip ϑ  is the PDF of the antenna gain when 
the K-th multi-path arrived or transmitted with an-. 
gle iϑ . Taking the Fourier transform of ( )HR τ , we 
have the Doppler spectrum 

2

1 2( ) ( ) ( ),H HS G Gυ δ υ υ= ∗                    (10) 

where ( ), 1, 2iG iυ =  is the Fourier transform of  
( )ig τ  Since  we have cos ,di if yϑ =  
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If the range of iϑ  is extended from [0, ]π to
[2 ,2( 1) ]n nπ π+ , where n is the natural number, 
(11) can be further written as 
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where ( ) 1
2 di

y
rect

f
=  when

2
1
2di
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< , and 0 

otherwise. And the Doppler spectrum becomes 
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where 1 2,/ 0 1d da f f a= < < , and 2df is the 
Doppler shift caused by one vehicle. The 
analytical expressions of the Doppler spectrum for 
double mobile channel proposed here is a random 
variable of the antenna, relative speed of the two 
mobile vehicles, and the probability distribution of 
the received and transmitted multipath wave.  

In Fig. 6 is plotted the Doppler spectrums of 
the proposed double mobile channel model and the 
conventional Gans model with single mobile node. 
It illustrates that the Doppler spectrums for two 
links are different. As the values of vehicle speed 
ratio (values of frequency shift ratio caused by 
vehicles) a decreases from 1 to 0, the vertical 
asymptotes move nonlinearly from the center of 
the graph to the outside. The curve becomes 
similar to the Doppler spectrum for link of a single 
mobile node, and the Doppler spectrum gap 
shrinks as 0a → .When 0a = , that is 

2
2 1 1

1 1

0, ( ) (arcos ) / ( 1 ( ) ).d H d
d d

f S p f
f f
υ υυ= = − (14) 

It is similar to the analytical expression Doppler 
spectrum for single mobile node, which reveals 
that our models are more comprehensive. 
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Fig. 6. Doppler spectrum. 

 
 

IV. PACKET-LEVEL PERFORMANCE 
EVALUATION  

The architecture of mobile nodes used here is 
depicted in Fig. 7. We use OMNET++ [26] as the 
simulation tool.  
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Fig. 7. The architecture of the mobile nodes. 

 
In the simulation, the applyment layer module 

broadcasts 100 packets per second. The network-
layer module is necessary for nodes accessing 
Internet network. The MAC-Layer module uses 
the 802.11b communication protocol. The physical 
module integrates the information of node 
mobility, received power, background noise and 
modulation to decide whether a transmitter ground 
is received correctly. Here, we focus on the 
SnrEval and Decider modules which are used to 
control the propagation characteristic. We 
integrate the proposed Doppler spectrum model 
with the two ray ground channel model to 
calculate the received power.  

Figures 8 and 9 show the PDF and the CDF of 
the PLR, which is an important measure for 
statistical performance of packet level. 
Apparently, the proposed model fits the 
measurements quite well compared to the Gans 
Doppler model. The proposed 3-D scatter fading 
channel model for double mobile nodes is useful 
to express the actual radio propagation 
performance in a dense urban environment. The 
fading caused by two mobile vehicles is more 
severe than that caused by single mobile vehicle, 
and this effect has to be taken into consideration. 
For different inter-vehicle distances, the proposed 
model can provide a reasonable match to the 
measurements. 

To further compare these models, we 
consider the mean error ( ε ), relative mean error    
( ε ), and mean square standard deviation of error   
( MSEσ ).The mean error reflects the approximation 
degree between simulation and measurement 
results; while the mean-square standard deviation 
of error reflects the extent of the error and the 
stability of method. 

1

1

2
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t
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∑
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Table 2 summarizes the results of the 
proposed model and the Gans model. The mean 
error ε  is between -0.05 - +0.05 when the 
transmitter-receiver distance is 20m, 30m, 40m, 
50m, while that of Gans model is much larger. The 
relative mean error ε  of the proposed channel is 
under 50%, compared to that of Gans model, 
which is almost 80%. The proposed model is 
found to be more accurate based on measured data 
and can be used to estimate the packet-level 
performance of vehicular wireless networks in a 
dense urban environment. However, we also found 
that as the distance increases, the mean-square 
standard deviation of error MSEσ increases. The 
larger distance between transmitter-receiver may 
result in a larger mean-square standard deviation 
of error. 
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Fig. 8. Comparison in PDF of PLR with inter-
vehicle distance 20m, 30m, 40m, and 50m. 

 

 

 

 

 
Fig. 9. Comparison in CDF of PLR with inter-
vehicle distance 20m, 30m, 40m, and 50m. 
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Table 2: Comparison of the prediction errors 
between proposed model and the Gans model 

 20m 30m 
P-model G-model P-model G-model 

ε  0.015768 0.028252 0.028747 0.068238 

ε  0.4693 0.84083 0.35229 0.83625 

MSEσ  0.032105 0.058905 0.051324 0.15156 

 40m 50m 
P-model G-model P-model G-model 

ε  0.043869 0.09113 0.07446 0.1758 

ε  0.38799 0.80604 0.35035 0.82717 

MSEσ  0.077522 0.19414 0.14123 0.37399 

 
V. CONCLUSION 

As a key component of the ITS, vehicular 
wireless networks, has attracted research attention 
from both the academia and industry of US, EU, 
and Japan. Although many works have been done 
on communication and routing protocol, only few 
models have been developed to characterize the 
fading effect on vehicular wireless data. This 
paper presents a real-life experiment conducted in 
a real environment that collects wireless vehicular 
measurements to analyze the channel model for 
vehicular communications and the fading effects. 
It is shown that the previous Gans Doppler model, 
which is just based on one mobile node, cannot 
accurately model the channel variability. To 
address the problem, a novel channel model based 
on 3-D scattering fading for radio link between 
double mobile nodes is developed. The statistical 
performance of PLR based on the measured data 
supports the results of the proposed model. 
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