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Abstract ─ The wave iterative method is a 
numerical method used to model electromagnetic 
circuits. It is based on the concept of waves in the 
place of electromagnetic fields. To study the 
electronic circuits having complex structures, this 
method requires much time. We propose in this 
article to improve this method by using techniques 
of image processing. That’s why the structure of 
the studied circuit is considered as an image. The 
objective is to reduce computing time by reducing 
dimensions of the calculation matrices. The 
reduced matrices are built containing only the 
important part of the information. Our goal is to 
prove that the most important zones in the 
structure are located in the contour with small 
steps in the vicinity of the contour. 
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reducing calculation matrices, reducing computing 
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I. INTRODUCTION 
       The wave concept iterative process (WCIP) 
method is a numerical method [1-8] used to ensure 
electromagnetic modeling of high frequency (HF) 
electronic circuits.  This method is characterized 
by its stability and its convergence towards good 
results. In the case of complex structures, this 
method is also stable but it takes much time to 
converge to the optimal result. A big number of 
iterations are necessary to model complex 
structures requiring a fine mesh. We have a 
problem of numerical complexity because the 
number of cells describing the circuit is important. 
That’s why the WCIP method takes much time to 
give reach the convergence to the optimal values. 
In order to improve performances of this method, 
techniques of image processing are used. Thus, a 
rapid convergence to the optimal result is ensured. 

Our study is based on the principle of image 
segmentation [9-14], especially the contour 
detection technique [15-18]. We choose this 
technique in order to focus on the important 
information part of the studied structure. The 
contour represents the place of the important 
points in the electronic structure because the 
values of the electromagnetic fields are important 
on contours and they are weak elsewhere. The 
contour of a digital image corresponds to a brutal 
change of the luminous intensity and the image 
properties. The important values of the 
electromagnetic fields are in the zones of the 
structure discontinuity between metal and 
dielectric in the structure. To locate these zones of 
interest, we have resort to a method based on 
contour detection. We focus on the important 
information while the rest will be neglected. Thus, 
we build new calculation matrices containing only 
the useful information. So the new matrices have 
reduced sizes compared to the original matrices in 
the classical WCIP method. The calculation time 
is reduced because we calculate on these reduced 
matrices that’s why a large gain in computing time 
is realized and the improved method is noted 
Reduced-WCIP (R-WCIP). 
 

II. THEORETICAL STUDY  
A. Outline on the wave iterative method 
       The WCIP method is an integral method used 
in the electromagnetic modeling of HF electronic 
circuits. The wave iterative method is developed in 
detail in [1-8]. It is called WCIPbecause it is based 
on waves instead of electromagnetic fields and it 
establishes a recurrent relation between incident 
and reflected waves. The iterative method is used 
to study a frequency selective surface (FSS) 
having a complex structure represented in Fig. 1.  
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Fig. 1. Unit cell of a FSS structure. 
 
       The height of the substrate is h= 3mm and its 
permittivity εr=3.8, a=b=30mm, p = 28 mm, G = 
2.8 mm, D = 22.2 mm, w1 = 0, 2 mm, and w2 = 
3.4 mm, the total structure is synthesized using a 
grid of 150x150 pixels. 

The amplitudes of the incidental and reflected 

waves are expressed in function of 

electromagnetic fields by the following relations: 
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iA and iB are respectively the incidental and 
reflected waves in the plan iP , “i” is an indication 
of medium (i=1, 2), iZ 0 indicates the wave 
impedance of the medium. The iterative process 
consists in establishing a recurrent relation 
between incident and reflected waves in two 
different domains as indicated in the following 
equations: 
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Two operators are defined: one is in the space 
domain and the other one is in the spectral domain. 
The fast Fourier mode transformation (FMT) and 
the reverse transformation (FMT-1) ensure the 
transition from one domain to another.  In general, 
the algorithm of the iterative process is 
summarized in Fig. 2 with TMorTE=α . 

 
Fig. 2. Algorithm of the WCIP method. 
 
B. Image processing technique 

The image processing technique used in this 
work is the technique of segmentation [9-14]. It 
consists in cutting out an image in related areas 
presenting homogeneity according to a certain 
criterion, such as the color. The union of these 
areas must give again the initial image. The 
segmentation technique allows the extraction of 
qualitative information in the image. The image 
segmentation is based on the technique of contour 
detection which defines the borders between 
distinct homogeneous zones. It is characterized by 
the fact that they take into account only 
information on the contour of the objects. This 
technique detects all the image contours. The 
algorithms of contour detection are characterized 
by the use of derivations operators, the gradient or 
the Laplacian, from which we respectively seek 
for the maxima or the passage by zero. In general, 
the variation of intensity in an image corresponds 
to relevant zones that contain important 
information. It ensures the extraction of the useful 
part in the image. This information corresponds to 
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borders of homogeneous areas. The contour 
detection [15-18] is a preliminary stage to many 
applications of image analysis. Contours constitute 
rich indices, as well as the points of interests, for 
any later interpretation of the image. They 
correspond to discontinuities of the intensity 
function. For that, the first derivative of the image 
intensity function is studied in order to define 
local maxima of the intensity gradient function 
and passages by zero of the Laplacian. That’s why 
the contour is the place of maximum first 
derivative and the crossing points by zeros of the 
second derivative for the intensity function. The 
difficulty consists in the presence of noise in the 
image that’s why the derivative calculation 
requires an image pre-filtering. In a continuous 
image ),( yxf , a contour appears as a line where 
the very strong variations of ),( yxf are localized. 

We consider G the gradient of ),( yxf , the module 

of G is defined in the following relation: 
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The direction of the gradient is defined by: 
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The contour is the place of the maximum of the 
gradient G in the direction g , a point of contour is 
defined by: 
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The second derivative of ),( yxf  in the direction

g gives that: 
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Finally, the passage by 0 of the Laplacian is 
obtained and it is given by: 
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This property is used in the approaches known as 
contour detectors by passage by zero of the 
Laplacian. Thus, we conclude that it exists a great 
number of methods of contour detection in an 
image. The majority of them can be gathered in 

two categories. The first category seeks the 
extremum of the first derivative of the intensity 
function especially the local maxima of the 
gradient intensity. The second method seeks the 
cancellations of the second derivative which 
means the passage by zero of the Laplacian or the 
resolution of a non-linear differential expression. 
In order to guarantee the double derivation, the 
image is at least pretreated by convolution with a 
function twice derivable. For this reason, we use 
the Gaussian function. The approach used in our 
study is based on the method of “Canny” which 
has a very good quality of contour detection [15]. 
 
C. Reducing matrices by the new algorithm 
      The important zones of the studied structure 
are located in the vicinity of contours and they are 
defined by the technique of contour detection. The 
useful information is extracted from the original 
matrix “MxN”, then reduced matrix “Mr x Nr”is 
built having smaller sizes as in Fig. 3 so that a big 
part of calculation matrices is neglected. 

 
 
Fig. 3. Reducing the dimensions of the original 
matrices towards reduced matrices. 
 
In the new proposed algorithm, the calculation is 
carried out on the reduced matrices “ Ar ” and “ Br
” which represent the incidental and reflected 
waves as shown in Fig. 4.     
The new process starts with the classical WCIP 
algorithm which calculates a certain number of 
iterations (Nmin) applied on original matrices 
having basic sizes “MxN”. After that, the 
dimensions of the original matrices are reduced 
using the algorithm of contour detection. The 
WCIP algorithm is applied to continue the 
remaining iterations but in this case we operate on 
the matrices having reduced sizes “Mr x Nr” until 
reaching the convergence after “Nmax” iterations. 
Finally, original matrices are rebuilt. Thus, this 
new approach is called Reduced WCIP (R-WCIP) 
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since we apply a mechanism of reduction of 
matrices dimensions by the technique of contour 
detection. The R-WCIP algorithm operates first on 
original matrices then on reduced matrices in order 
to reduce the computing time and to obtain a good 
result in a minimum of time as in Fig. 5. 

 

 
Fig. 4. The reduced WCIP algorithm.  

III. SIMULATION RESULTS 
A. Reduction ratio in the calculation matrices 
 The contour of the basic studied structure is 
represented in Fig. 6. The technique of contour 
detection specifies the zones where the 
electromagnetic field values are important. In an 
image in gray levels, a contour is characterized by 
a brutal change of the intensity values. The goal is 
to transform this image into another in which 
contours appear by convention in white on black 
bottom. Thus, we consider only the contour 
because it contains the useful information and the 
remaining zones are neglected.  
    The zones that are close to contour are called 
the vicinity of contour. For more precision, the 

vicinity is detected with different steps (a step of 1 
pixel in Fig. 7 and a step of 3 pixels in Fig. 8). 
 

 
Fig. 5. The new proposed algorithm R-WCIP. 
 

Our goal is to prove that the most important 
part in the structure is in the contour with small 
step in the vicinity of the contour. From the 
original matrix that its dimensions are equal to 
150x150 pixels, a reduced matrix is formed 
containing only useful information represented in 
white in the image of the contour vicinity 
detection. What is represented in black is 
neglected because it contains information that is 
not important. In the case of one step in the 
contour vicinity, a reduction ratio around 76% is 
realized as described in the following: 
- Discretization 150x150 pixels 
- Original matrix 150x150 pixel 
- Reduced matrix 72x72 pixels 
- Reduction ratio = 76% 

 
In the case of three steps in the contour vicinity of 
the structure, the reduction ratio is around 59% as 
described in the following: 
- Discretization 150x150 pixels 
- Original matrix 150x150 pixel 
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- Reduced matrix 96x96 pixels 
- Reduction ratio = 59% 
      

 
Fig. 6. Contour detection in the basic structure. 
        

 
Fig. 7. Detection of contour vicinity (Step =1). 
       

 
Fig. 8. Detection of contour vicinity (Step =3). 
 
B. Variation of S11 and S21 calculated by the 

new method in function of frequency 
In Figs. 9-12, the variation of the coefficients 

S11 and S21 is represented in function of frequency. 
These coefficients are calculated by our new R-
WCIP method. These results are compared with 
those calculated by the classical WCIP method in 
order to prove that our results are closed to the 
best and optimal results. The maximum number of 
iterations calculated by the two methods is equal 
to 200 iterations (Nmax=200). In the new R-WCIP 
method, two values of “Nmin” are tested (25 and 
50 iterations). Good results are obtained in 
comparison with the WCIP method. Thus, in our 
new R-WCIP method, the WCIP algorithm is used 
to calculate only 25 or 50 iterations on the basic 
matrices that have big dimensions and the 
following iterations are calculated on reduced 
matrices that have small dimensions until 
achieving 200 iterations. That’s why the new 
approach takes less time of calculation. However, 
in the classical WCIP method, the WCIP 

algorithm calculates all the 200 iterations on big 
matrices. Thus, our principal goal which is the 
reduction of calculation matrices is achieved so 
that the computing time is reduced. Finally, we 
have a fast convergence to the optimal result with 
minimum average error. Thus, good results are 
obtained by the new R-WCIP method with a best 
reduction in computing time.  
 
 
 
 
 
 

 
 
 
 

 
 
 
 
 
 
Fig. 9. Parameter “S” in function of frequency, 50 
basic iterations before reducing the dimensions of 
the matrices, Nmax=200 iterations, contour 
vicinity with step=1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 10. Parameter “S” in function of frequency, 
50 basic iterations before reducing the matrices 
dimensions, Nmax=200 iterations, contour vicinity 
with step=3. 
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Fig. 11. Parameter “S” in function of frequency, 
25 basic iterations before reducing the dimensions 
of the matrices, Nmax=200 iterations, contour 
vicinity with step=1. 
 
       From the last results, we conclude that the 
new R-WCIP method provides good results either 
in the case of one step or three steps in the contour 
vicinity. This proves that one step near the contour 
is sufficient to give good results which means that 
the important information part is located on the 
contour and not far from the contour. Also, we 
notice that the number of iterations applied on 
basic matrices before reducing the dimensions of 
matrices is 25 or 50 and the remaining iterations 
are calculated on reduced matrices. Thus, a big 
gain in computing time is realized and good results 
are found with the new R-WCIP method. 
 
C. Gain in computing time 
       In the next paragraph, the classical WCIP 
method is used to calculate a maximum number of 
iterations (Nmax). To make a comparison between 
the two methods, the new R-WCIP method 
calculates the same number of iterations (Nmax) 
with two values of Nmin (25 and 50). In Table 1 
and Table 2, we observe an important gain in 
convergence time when calculating S11 and S21 
values after Nmax iterations by the two methods. 
This gain of time is provided by the new R-WCIP 
method because we add an algorithm of matrices 
reduction based on contour detection. The mesh 
used in this structure is 256x256 cells. The used 
machine has a microprocessor Intel(R) Pentium(R) 

Dual Core CPU 2x2.16GHz and 3GB of RAM. So 
we notice that the R-WCIP method is more rapid 
than the classical WCIP method. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 12. Parameter “S” in function of frequency, 
25 basic iterations before reducing the matrices 
dimensions, Nmax=200 iterations, contour vicinity 
with step=3. 
 
 Table 1: Gain in computing time given by “R-
WCIP”, Fr=11GHZ, Grid 150 x 150 pixels, 
(Nmax=1000 iterations) 
 

 
Table 2: Gain in computing time given by “R-
WCIP”, Fr=11GHZ, Grid 150 x 150 pixels, 
(Nmax=200 iterations) 
 
 
 
 
 
 
 
 
 
 

Nmin WCIP 
(Nmax=1000) 
Time (s) 

“R-WCIP” 
(Nmax=1000) 
Time (s) 

Gain  
(%) 

     25 86 19 77%  
     50 86 24 72%  

Nmin WCIP 
(Nmax=200) 
Time (s) 

“R-WCIP” 
(Nmax=200) 
Time (s) 

Gain  
(%) 

   25 17 5.9060 65%  
   50 17 7.5320 55%  
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D. Comparison in terms of the average error  
In Table 3, we represent the values of the 

average error calculated on the transmission 
coefficients S21. The band of frequency is from 
10GHz to 15GHz. The error is calculated when 
using the new R-WCIP method in comparison 
with the classical WCIP method. Two different 
values of "Nmin" are chosen (25 and 50). The 
number "Nmin" represents the minimum number 
of iterations calculated by the classical WCIP 
algorithm before the reduction of the matrices 
dimensions in the new R-WCIP method. Then, the 
remaining iterations are carried out after the 
mechanism of reduction until the convergence 
with “Nmax” iterations. The maximum number of 
iterations “Nmax” is equal to 200 iterations. The 
average error in comparison with the classical 
WCIP method is limited. This proves the 
effectiveness and robustness of our new approach. 
Finally, we notice that the convergence to the 
good result very close to the desired value with a 
minimum average error in each frequency. Thus, 
the new R-WCIP method gives good results with 
minimum error. 

 
Table 3: Comparison between WCIP and «R-
WCIP» in terms of the average error (S21), band of 
frequency from10GHZ to 15GHZ, (Nmax=200 
iterations) 
 
 
 
 
 
 

IV. CONCLUSION 
In our research work, the wave iterative 

method has been improved especially when 
modeling complex structures. Image processing 
techniques have been used to reduce the 
dimensions of calculation matrices and to focus on 
zones in the contour vicinity where the 
electromagnetic fields are important. The new R-
WCIP method operates on reduced matrices so 
that the computing time is reduced. Finally, a fast 
convergence to the optimal result is realized in 
spite of the complex structures of the studied 
electronic circuits.  
 

REFERENCES 
[1] N. Sboui, A. Gharsallah, H. Baudrand, A. Gharbi, 

‘‘Global Modeling of Microwave Active Circuits by 
an efficient iterative procedure”, IEE Proc-Microw. 
Antenna Propag., vol. 148, no. 3, June 2001. 

[2] N. Sboui, A. Gharsallah, H. Baudrand, A. Gharbi, 
‘‘Design and Modeling of RF MEMS Switch by 
Reducing the Number of Interfaces’’, Microw. and 
Opt. Technol. Lett, vol. 49, no. 5, pp, 1166-1170, 
May 2007.  

[3] N. Sboui, L. Latrach, A. Gharsallah, H. Baudrand, A. 
Gharbi, “A 2D Design and Modeling of Micro strip 
Structures on Inhomogeneous Substrate”, Int. Journal 
of RF and Microwave Computer Aided Engineering, 
vol. 19, no. 3, pp. 346-353, May 2009. 

[4] N. Sboui, A. Gharsallah, H. Baudrand, A. Gharbi, 
“Global Modeling of Periodic Coplanar Waveguide 
Structure for Filter Applications Using an Efficient 
Iterative Procedure”, Microwave and Opt. Technol. 
Lett, vol. 43, no. 2, pp. 157-160, 2004. 

[5] N. Sboui, A. Gharsallah, A. Gharbi, and H. 
Baudrand, “Analysis of Double Loop Meander Line 
by using Iterative Process”, Microw. Optical 
Technical Letters, vol. 26, pp. 396-399, June 2000. 

[6] J. Selmi, R. Bedira, A. Gharsallah, A.  Gharbi, H. 
Baudrand, “Iterative Solution of Electromagnetic 
Scattering by Arbitrary Shaped Cylinders,” Applied 
Computational Electromagnetic Society (ACES) 
Journal, vol. 25, no. 7, pp. 639 - 646, July 2010. 

[7] L. Latrach, N. Sboui, A. Gharsallah, H. Baudrand, A. 
Gharbi, “Analysis and Design of Planar Multilayered 
FSS with Arbitrary Incidence”, Applied 
Computational Electromagnetic Society (ACES) 
Journal, vol. 23, no. 2, pp. 149-154, June 2008. 

[8] H. Baudrand, N. Raveu, N. Sboui, G. Fontgalland, 
“Applications of Multiscale Waves Concept Iterative 
Procedure”, Inter. Microw. And Opto. Conference, 
Salvador, BA, Brazil, October 29-November 2007. 

[9] A. Herbulot, S. Jehan-Besson, S. Du_ner, M. 
Barlaud, G. Aubert, “Segmentation of Vectorial 
Image Features using Shape Gradients and 
Information Measures”, Journal of Mathematical 
Imaging and Vision, vol. 25, iss. 3, pp. 365-386, 
October 2006. 

[10] C. Vazquez, A. Mitiche, R. Laganiere,  “Joint 
Multiregion Segmentation and Parametric Estimation 
of Image Motion by Basis Function Representation 
and Level Set Evolution”, IEEE Transactions on 

Nmin Error(DB) 
25 0.6077 
50 0.6064 

530HRIZI, SBOUI: REDUCING THE NUMERICAL CALCULATION IN THE WAVE ITERATIVE METHOD BY IMAGE PROCESSING TECHNIQUES 



Pattern Analysis and Machine Intelligence, vol. 28, 
iss. 5, pp. 782-793, 2006. 

[11] A. Herbulot, S. Jehan-Besson, S. Duffner, M. 
Barlaud, et G. Au- bert, “Segmentation of Vectorial 
Image Features using Shape Gradients and 
Information Measures”, Journal of Mathematical 
Imaging and Vision, vol. 25, iss. 3, pp. 365-386, 
October 2006.  

[12] F. Precioso, M. Barlaud, T. Blu, et M. Unser, 
“Robust Real-Time Segmentation of Images and 
Videos Using a Smooth-Spline Snake-Based 
Algorithm”, IEEE Transactions on Image 
Processing, vol. 14, iss. 7, pp. 910-924, July 2005.  

[13] A. Herbulot, S. Boltz, E. Debreuve, M. Barlaud. 
“Robust Motion-Based Segmentation in Video 
Sequences using Entropy Estimator”, International 
Conference on Image Processing, pp. 1853-1856, 
Atlanta, USA, October 2006. 

[14] R. Araneo, S. Barmada, “Advanced Image 
Processing Techniques for the Discrimination of 
Buried Objects,” Applied Computational 
Electromagnetic Society (ACES Journal), vol. 26, no. 
5, pp. 437-446, May 2011. 

[15] J. Canny, “A Computational Approach to Edge 
Detection”, IEEE Transactions on Pattern Analysis 
and Machine Intelligence, vol. 8, no. 6, pp. 679-714, 
1986. 

[16] M. Gastaud, et M. Barlaud,  “Video  Segmentation 
Using Active Contours on a Group of Pictures”, 
IEEE International Conference on Image Processing, 
vol. 2, pp. 81-84, Rochester, N.Y, September 2002.  

[17] M. Rochery, I. H. Jermyn, J. Zerubia, “Higher Order 
Active Contours”, International Journal of Computer 
Vision, vol. 69, pp. 27-42, 2006.  

[18] E. Debreuve, M. Barlaud, G. Aubert, J.  Darcourt, 
“Space Time Segmentation using Level Set Active 
Contours Applied to Myocardial Gated SPECT”, 
IEEE Transactions on Medical Imaging, vol. 20, iss. 
7, pp. 643-659, July 2001.  

531 ACES JOURNAL, VOL. 27, NO. 6, JUNE 2012




