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Design and Evaluation of the Multilevel Mesh Generation Mode for 
Computational Electromagnetics 
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University of Alcalá, Alcalá de Henares, E-28871, Spain 
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Abstract ─ This work presents a multilevel technique 
developed for speeding-up efficiently the mesh 
generation process of large and complex bodies for 
electromagnetic analysis. The targets are meshed by 
generating intermediate meshes with elements of 
decreasing size edge until the desired size is reached. 
The technique minimizes the time of meshing any given 
geometry and ensures a high quality mesh, as the input 
geometry at any level is composed of simple surfaces 
that can be meshed easily. The times of meshing on
several geometries with and without the proposed 
method are compared as well as the quality statistics of 
the meshes obtained. The Method-of-Moments is used 
to evaluate the accuracy of the resulting meshes. 

Index Terms ─ Applied classical electromagnetism, 
meshers, Method-of-Moments, Radar Cross Section. 

I. INTRODUCTION 
The analysis of a wide set of problems in many 

technological areas such as electromagnetics, fluid 
dynamics, and heat transfer problems requires a good
geometrical description of the objects to be analyzed. In 
most of these cases, the geometrical model must be 
discretized into elements with simple shapes and 
suitable sizes in the mesh generation process. Many 
algorithms of mesh generation have been developed to 
solve this problem, and most of them work with 
triangular or quadrilateral elements for surfaces and 
tetrahedra or hexahedra for volumes. 

Optimizing a mesh generator designed for 
electromagnetic analysis is the main aim of this work. 
The Method-of-Moments [1-2] is the technique used for 
verifying with simulations the resulting meshes, so 
body-fitted quadrilateral or hexahedral elements are 
generated to reduce the number of unknowns to be 
analyzed. 

In this paper, a method developed to accelerate the 
mesh generation by using a multilevel strategy is
described. In particular, this work has been focused on 
a hybrid version of the paving algorithm [3-4], which 
generates meshes composed of quadrangular elements, 

and introduces some triangular elements in particular 
cases [5-6]. Anyway, the proposed technique may be 
applied on any mesh generation algorithm, both 
superficial and volumetric methods. 

In the second section of the paper, the initial state 
of the considered mesh generator is evaluated as well as
the already included optimization techniques and the 
lacks found for developing the multilevel mode instead 
of another method. The multilevel meshing mode is 
detailed in the third section. The fourth section is 
focused in the time reductions and mesh quality 
achieved when the multilevel mode is used or not. After 
evaluating the influence of the technique in the 
generated meshes, a set of simulations with the 
Method-of-Moments is included to verify that the 
results obtained are equivalent with and without using 
the multilevel mode in the fifth section. The main 
conclusions are summarized in last section. 

II. ANALYSIS OF THE PROBLEM 
Because of the strong influence of the geometrical 

models on the accuracy of results on EM simulations,
an own mesh generator that works on NURBS surfaces 
[7] has been developed. It provides a high level detail 
with simple mathematical models, and allows to use 
less dense meshes than plane facets models.

The mesh generator is a hybrid version of the 
paving algorithm [3-4] optimized for electromagnetic 
simulation purposes that generates meshes of 
quadrilateral and triangular body-fitted elements. The 
use of hybrid meshes instead of only triangular or 
quadrilateral elements [8] provides an additional degree 
of freedom to electromagnetic solvers, as fewer 
unknowns are considered for quadrilateral elements but 
better features are achieved when some triangular 
elements are inserted in particular cases. Anyway, most 
of the elements of the generated meshes are quads, and 
the triangular elements are only inserted when they 
provide better quality (in terms of size homogeneity and 
angles quadrature of the elements) than the generation 
of quadrilateral irregular elements [5]. 

The mesh generator has been parallelized by using 

1054-4887 © 2015 ACES

Submitted On: May 27, 2014
Accepted On: March 29, 2015

578ACES JOURNAL, Vol. 30, No. 6, June 2015



the MPI paradigm. To avoid using complex geometry 
rasterization algorithms [9], the domain decomposition 
[10] is simply done by distributing the surfaces among 
the available processors to obtain a fair sharing out of 
the area to be meshed in each processor. The 
combination of a pre-processing stage that 
automatically detects the topologies between the 
surfaces to be distributed and the insertion of the 
common nodes between neighbouring surfaces before 
starting the mesh generation ensure the electrical 
continuity in the final meshes [5].

To optimize the combination of the mesh generator 
and the simulation kernels, several pre-processing and 
post-processing stages have been included and 
validated in different benchmark experiments [11-14]. 

To evaluate the dependence of the time of meshing 
on the number of elements generated, a square plate 
with an area of 1 m2 has been meshed with different 
size edge. Every mesh has been generated with the 
same CPU, an Intel Core i7 – 740QM at 1.73 GHz with 
8 GB of RAM and by using only one processor. The 
number of elements and the times of meshing are 
depicted in Fig. 1 with logarithmic axes. It should be 
noted that the times of meshing may be greater for more 
complex geometries due to the extreme simplicity of 
the square plate; as every generated element is a perfect 
quadrangle, less intersections need to be solved during 
the mesh generation, and then most of elements are 
generated by perfect rows in continuous steps.
However, in more complex geometries, the time of 
meshing may be slightly greater due to the increasing 
number of intersections for which boundaries must be 
resolved. According to the Fig. 1, the time of meshing 
of the plate is almost quadratically increased with the 
number of elements. 

Although a relatively low-power computer has 
been used for meshing the plate, such a machine is 
good enough for understanding the behavior of the 
algorithm in any computer. The same effects appear 
when more powerful machines are used. 

In spite of parallelizing the mesh generator, the 
selected method for the load distribution may cause 
some bottleneck in particular cases such as in the 
square plate example; as the geometry has an only 
surface, the same time of meshing is required regardless 
of the number of processors used, as only a processor is 
really working. To solve this problem, additional 
techniques are required to accelerate the mesh 
generation process.

The slowness of the mesh generation method is 
solved by adopting a hierarchical strategy that provides 
two different benefits: the bottlenecks of the 
parallelization are dispelled; and the mesh generation is 
simplified in every step. 

Fig. 1. Time of meshing of a square plate without the 
multilevel mode. 

Consider a very simplified meshing algorithm as 
presented in Fig. 2, where the input parameters are the 
number of surfaces to be meshed S, the geometrical 
description in the surfaces array, and the total 
number of elements that should be generated in the 
whole geometry N. The main tasks of the mesh 
generation are the insertion of new elements on every 
surfaces, InsertNewElement, and the 
evaluation and resolution (if necessary) of intersections 
between the new element and the existing ones,
CheckIntersection. To simplify the complexity 
analysis, the cost of both operations is considered as 
constant K, and the area of every surface is identical, so 
the same number of elements per surface is expected. 
With these assumptions, the overall cost associated to 
the meshing algorithm may be written as: 
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that can be simplified for very electrically large cases 
(N>>S), as: 
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·2
K

S
NC � . (2) 

However, reducing the computational order of the 
algorithm is possible by setting a good relation between 
N and S, so we need to change the S according to the 
magnitude of the problem that depends on N. This is the 
goal of the multilevel meshing mode, as the number of 
surfaces of the second and next levels is given by the 
number of elements generated in the previous levels. In 
particular, if the number of input surfaces of a given 
level is computed as: 

N
NS

2·log21�
� , (3) 
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the complexity of the meshing algorithm is reduced 
from N2 to N·log2(N), and the size of the new input 
surfaces also tends to be homogenous, which may not 
happen in the original geometries. 
 

   SimplestMeshAlgorithm(S, surfaces, N) 
   { 
      for (i=0; i<S; i++) 
      { 
         for (j = 0; j < N/S; j++) 
         { 
            InsertNewElement(surfaces[i],j) 
            for (k = 0; k < j; k++) 
            { 
               CheckIntersection(j, k) 
            } 
         }    
      } 
   } 
 

Fig. 2. Pseudo-code of a simple mesh algorithm. 
 

More detailed information about the multilevel 
mode is presented in the next section. 
 

III. MULTILEVEL TECHNIQUE 
The multilevel mode consists on dividing the 

geometry to be meshed into as many intermediate 
meshes as necessary. The process is simple, and the 
time of meshing is widely reduced in comparison with 
the conventional technique whenever the intermediate 
meshes are generated efficiently and the number of 
levels is optimal. 

According to the scheme of the multilevel mode 
shown in Fig. 3, the complete process of meshing is 
described as follows: 
1. First, the geometry is loaded and the size edges of 

the mesh elements are computed for every surface. 
2. Thereafter, the geometry is evaluated. The shapes 

of the surfaces are analyzed and those that do not 
meet certain criteria of simplicity are split in more 
simple surfaces. For example, the meshing process 
for a cylinder built with four cylindrical surfaces 
connected together is easier than the one for the 
built with only a closed surface; therefore, at the 
preprocessing stage, the closed cylinder is divided 
into several simpler surfaces. 

3. Sometimes, especially in electromagnetic 
applications such as the Method-of-Moments, the 
electrical continuity in the meshes is one of the 
most essential requirements; therefore, this stage 
must be included. Before starting the meshing, all 
the neighborhood relationships between the 
surfaces in electrical contact are established 
(topologies detection). This stage may be time-
consuming, because it is based on the search of 
common points between near surfaces. 

4. An estimation of the final number of elements in 
the mesh is performed taking into account the size 

edge of the elements, the area surfaces and the 
topologies between them. 

 The number of levels required to generate the final 
mesh is evaluated by considering several 
parameters, such as the estimated number of 
elements, the number of surfaces to be meshed, the 
difference in size between the biggest surface and 
the smallest one, or the shapes of the most complex 
surfaces. For example, when a single surface is 
meshed with millions of elements, several levels 
are recommended; however, if there are hundreds 
of surfaces and all of them have similar 
dimensions, generating the mesh in a single level is 
faster. 

5. If the estimation of the direct meshing mode is 
better than the multilevel one, the meshing 
algorithm is applied without any additional 
restriction. 

6. Otherwise, the optimum size edge is calculated for 
each level to ensure that the same number of 
elements per surface is achieved in every level. The 
ratio between the size edge in a given level to the 
previous one should be neither too high, as too 
many levels with near densities of elements would 
waste time; nor too low, as if the number of 
elements to generate per surface in some level is 
too large, it would be the bottleneck of the 
algorithm. In the first level, the original meshing 
algorithm is applied with the biggest size edge. In 
the following levels, several preprocessing steps 
similar to the initial ones are applied just before 
meshing. 
6.1. In the first step, the input mesh is 

preprocessed. Because of the corresponding 
input geometry is a mesh, all the new surfaces 
generated are simple, and the quality 
evaluation is not required. To optimize the 
memory resources when there are too many 
input elements, the complete set of information 
about the original geometry (defined by its 
NURBS parameters) is deleted after the first 
level, and then the global description of the 
input mesh is only stored (indexed coordinates 
for the points and group of points indexes for 
the elements). 

6.2. The topology detection of continuous meshes 
is obtained with a simpler and faster method 
than of NURBS geometries. The search of 
common points between near surfaces is not 
necessary for finding the neighboring relations 
between the input elements. To identify all the 
relationships between the elements in the 
mesh, a simple search of shared points (in 
terms of indexes) is performed, as the input 
mesh has been generated with the criterion of 
sharing indexes of points when there is 
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electrical continuity between elements. The 
topologies of millions of elements may be 
computed in a few seconds with this method. 

6.3. After preprocessing the input mesh, the desired 
meshing algorithm is applied to every surface 
until the mesh of the level is finished. As the 
meshing method works with NURBS surfaces, 
only the input element that is being meshed is 
parametrized as a NURBS entity, and after 
meshing it, its description is erased. 

6.4. This process is repeated until the last level is 
reached, as indicated in the scheme in Fig. 3
by ellipsis. 

7. When the whole geometry has been meshed, the 
information of final mesh is gathered, and the 
output files are generated. 
This technique together with the parallelization of 

the mesh algorithm minimize the time of meshing, as 
shown in the efficiency results section. 

Fig. 3. Scheme for meshing with the multilevel mode. 

IV. EFFICIENCY RESULTS 
The results for the time of meshing of a simple and 

a complex geometry are presented in this section. The 
quality of the mesh obtained for the complex example 
is studied in detail. 

The first example is the square plate of Section II 
to contrast the results obtained with and without the 
multilevel mode. Although this is one of the simplest 
cases to be analyzed, the conclusions obtained from it 
can be applied to any problem, as all the steps of the 
meshing algorithm represented in Fig. 3 are always 
applied. The variation on the time of each step may 
cause slight differences in performance on different 
problems. For example, the more surfaces in contact are 
found in a given geometry, the slower is the continuity 
detection step. On the other hand, another example such 
as a plane plate with tens of near holes may require 
more time for solving the intersections of confronted 
elements than the rest of the steps. 

The times of meshing of the case of the square 
plate by using the multilevel mode are shown in Fig. 4. 

Fig. 4. Time of meshing of a square plate with the 
multilevel mode. 

The number of elements for a given size edge by 
using the multilevel mode is not exactly equal to that 
used in the analysis without the multilevel mode, 
because this number depends on the input geometry of 
that particular level. If the size edge at a given level is 
not a multiple of the size edge at the next level, the size 
of the elements may vary slightly from the desired one,
and the number of elements in the mesh may be 
different in consequence. 

The shape of the curve with the multilevel mode in 
Fig. 4 is similar to the curve without the multilevel 
mode in Fig. 1, but the times have been minimized. 
Some oscillations may appear when intersections are 
computed, as also seen in the case of the simple 
meshing mode. To compare the times of meshing with 
and without the multilevel mode, the ratio between the 
times of meshing with the multilevel technique to the 
simple mode is represented in Fig. 5. This ratio, which 
we call the time relation, has a decreasing linear form, 
with the ratio reducing to a value of approximately 1 
percent (less than 6 minutes) when we have more than 
half a million elements. According to the curve, the 
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more elements are generated, the bigger is the time 
reduction provided by the multilevel method. 
 

 
 
Fig. 5. Time of meshing relation of a square plate. 
 

The proposed method for meshing is equally 
efficient for higher frequencies whenever a good 
relation between the number of levels employed and the 
density of elements per level is correctly distributed, as 
the number of elements generated per surface in each 
level must be large enough. 

To evaluate the effect of the multilevel mode in a 
real geometry, the model of a vehicle has been meshed 
with a high density of elements by using several 
processors. It is composed of 363 curved surfaces with 
different shapes and sizes, and thus, the relative 
efficiency of the multilevel mode is enhanced. The 
original geometry and a mesh with a low density of 
elements are represented in Fig. 6. 
 

 
 
Fig. 6. Original (left) and meshed (right) vehicle. 
 

The desired size edge for the elements is 1.5 mm, 
which leads to a high density mesh for the vehicle with 
six and a half million of elements. This case may be too 
large to be meshed on a personal computer; therefore, it 
has been meshed on a SUN X4000 Quad Opteron 
workstation with 32 cores at 2.4 GHz and 256 GB of 
RAM. 

The vehicle has been meshed with the same size 
edge while varying the number of processors both with 
the simple meshing algorithm and with the multilevel 
mode by considering two levels. 

The times of meshing in parallel of the vehicle 
without the multilevel mode are shown in Fig. 7 with 
linear axes. The more processors are used, the time of 
meshing is reduced. The expected shape of the curve is 
a decreasing logarithm. However, although the 
processing time is ideally decreased with the number of 
processors, the data distribution and synchronization 
between the processors require additional computation 
time. When multiple processors are used, the same 
number of surfaces per processor is distributed by 
trying to mesh the same area in each processor. The 
inconvenient of this type of load distribution may be 
observed when multiple large or complex surfaces are 
assigned to the same processor. The simplest example 
to explain this case is a geometry made with four 
identical surfaces to be meshed with thousands of 
elements: if four processors are used, only a quarter of 
the total time than with a processor is required; 
however, if two or three processors are used, the half of 
the total time is required because the processors with 
two surfaces assigned are the bottleneck. A similar 
problem may appear when several complex surfaces are 
assigned to the same processor. This effect is also 
depicted in Fig. 7, in particular when 13 and 17 
processors are used. 
 

 
 
Fig. 7. Time of meshing of a vehicle without the 
multilevel mode and multiple processors. 
 

If the multilevel mode is applied, the surfaces area 
of the input geometry is more homogeneous at every 
level, so these surfaces are meshed easily and the time 
of meshing of the whole geometry is reduced, as shown 
in Fig. 8. The curve of time of meshing versus the 
number of processors with the multilevel mode is 
reverted to the expected exponentially decreasing 
shape. 
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Fig. 8. Time of meshing of a vehicle with the multilevel 
mode and multiple processors. 

The time relation between the times of meshing by 
using the multilevel mode to the simple mode with the 
number of processors (as defined previously) is shown 
in Fig. 9. At the beginning, the time relation decreases 
quickly; as the number of processors is increased, the 
curve tends to be stabilized around one percent. 

Fig. 9. Time of meshing relation of a vehicle with 
multiple processors. 

The improvement in computation times when the 
multilevel mode is enabled can be explained clearly 
with an analysis of the areas in the input geometries. 

The original geometry of the vehicle is composed 
of 363 surfaces with many small surfaces and a few 
large ones, as represented in the histogram in Fig. 10. 
As the histogram distribution is irregular, the mesh 
generation is limited by the time of meshing of the 
largest and the most complex surfaces, which have an 
area of 1.7 m2 and require approximately 750,000 
elements to be meshed. 

When the first level is completely meshed, the 
areas of most of its elements are concentrated into the 
desired range of values for that level, as shown in Fig. 
11. The histogram shape is not a perfect delta because 

of the existence of some surfaces in the original 
geometry smaller than the desired area elements for the 
first level and because of the appearance of triangular 
elements and imperfect quadrangles resulting from the 
intersections or unions performed during the mesh 
generation. The mean area of the elements is 7.5 cm2 in 
this distribution; so 350 new elements will be generated 
approximately in the next level for each element in the 
current level. 

Fig. 10. Histogram of areas of the input surfaces of the 
vehicle. 

Fig. 11. Histogram of areas of the input elements of a 
vehicle at the second level. 

After finishing the meshing process, the area of 
most of the elements is very close to the desired value 
(size edge of 1.5 mm, area of 2.25 mm2), and the output 
histograms tend to be a delta function both with and 
without the multilevel mode, as shown in Fig. 12. 

To verify that the final mesh corresponding to the 
multilevel mode is correct, the histograms of some 
statistics are studied in the following. 

As the main objective of the implemented mesh 
generator is the generation of quadrilateral elements, 
verifying the quality by considering the size edge and 
the inner angles of these elements is required. In Fig. 
13, the histogram of size edges of the elements 
generated is represented while comparing the results 
from the mesh obtained with the simple meshing 
algorithm to the obtained with the multilevel mode. The 
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distribution of lengths of the elements is better in the 
multilevel mesh, as it is more concentrated at the 
desired length of 1.5 mm. 

The histogram of inner angles has a similar 
distribution both for the simple and the multilevel 
meshes, with most of the angles clustered near 90 
degrees, as represented in Fig. 14. 

 

 
 
Fig. 12. Histogram of areas of the final output elements 
of a vehicle. 
 

 
 
Fig. 13. Histogram of lengths of the final output quads 
of a vehicle. 
 

 
 
Fig. 14. Histogram of inner angles of the final output 
quads of a vehicle. 
 

With these results, it is verified that most of the 
elements in the mesh are perfect quads. 

The modified version of the paving algorithm 
developed inserts triangular elements only when it is 
the best solution or when the size of the rows is 
adjusted during the mesh generation. Therefore, the 
triangles do not satisfy the criterion of having all the 
borders with the same size edge or the same angle. It is 
likely that the triangles have two borders with the same 
length when they are generated for a perfect quad, and a 
third one that may be different because it is the union 
between the other two borders. This explanation is 
verified with the histogram shown in Fig. 15, where the 
size edge of the triangles is represented, and the 
histogram of the inner angles shown in the Fig. 16. The 
angles are concentrated between 30 and 90 degrees, and 
the size edges are clustered near 1.5 mm for the two 
meshing modes. The distribution is wider than of the 
quads histograms because of the uncontrolled 
generation of the triangles. 
 

 
 
Fig. 15. Histogram of lengths of the final output 
triangles of a vehicle. 
 

 
 
Fig. 16. Histogram of inner angles of the final output 
triangles of a vehicle. 

 
The mesh of a ship with a very high density (150 

million of elements) has been generated in only three  

MORENO, ALGAR, GONZÁLEZ, CÁTEDRA: DESIGN AND EVALUATION OF THE MULTILEVEL MESH GENERATION MODE 584



hours by using 16 processors and the multilevel mode.
The ship has dimensions of 160x30x30 m (length x 
width x height) and an area of 9,885.52 m2, but with an 
irregular distribution of surfaces. A resume of some 
parameters of interest for meshing that ship by using 
two levels with a size edge of 8.3 mm is represented in 
Table 1. 

Table 1: Statistics of areas by levels for a ship 

Level
Number 

of 
Surfaces

Mean 
Area 
(m2)

Max. 
Area 
(m2)

Min.
Area
(m2)

0 162 64.41 934.3 0.43
1 19,482 0.51 1.41 0.00482

The parameters of the level 0 in Table 1 correspond 
to the original geometry of the ship, which is composed 
of 162 surfaces and has a factor of 2,000 between the 
largest and the smallest area surfaces. The area of the 
largest surface in the ship exceeds 900 m2, so it requires 
approximately 13 million elements. 

However, in the second level, the factor between 
the largest and the smallest area surface is reduced to 
300, the surfaces are smaller and more homogeneous, 
and the largest surface is meshed with only 20.000 
elements approximately, so the meshing is easier and 
faster at this level. 

V. ACCURACY RESULTS 
Several electromagnetic problems are solved in 

order to show that the new features of the mesher keep 
the accuracy of results. All analyses are performed with 
8 processors in a SUN  2 QUAD Core Intel Xeon 2.27 
GHz machine, with 12 GB of RAM, by applying the 
Method-of-Moments. 

In every case there is a slightly difference between 
the meshes obtained with the traditional single level 
mesh algorithm and with the new one. Even though the 
original geometry to be meshed is the same, in the 
multilevel approach the input geometry at the next 
levels to the first one are simplified models after 
meshing the original one, so the mesh generation 
process is simpler and the final mesh is different. 

The first case of the study is the parabolic reflector 
fed with a pyramidal horn located at its focus shown in 
Fig. 17. The diameter of the aperture is 5 m and the 
focal length is 2.5 m. When this geometry is meshed 
with a single level 233,692 elements are generated, 
whereas 212,920 elements are generated by considering
two meshing levels. For both meshes, the radiation 
pattern is obtained at the frequency 3 GHz.

Figure 18 presents the comparison of the results by 
considering both meshes for the cut ϕ=0 . As the final 
mesh in both cases come from the same input geometry 
with the same size edge for elements, the gain of them 

are almost identical and the minimum differences are 
due to the fact that the simulated meshes with the 
Method-of-Moments are slightly different. 

The geometrical model of the second case of study 
is the Tabarca ship shown in Fig. 19. The number of 
elements that compose the mesh when it is obtained by 
applying the multilevel mode is 268,943, and 267,645 
when this technique is not considered. 

Fig. 17. Geometrical model of a reflector. 

Fig. 18. Comparison between gain results of a reflector 
for both meshes, cut ϕ=0 . 

Fig. 19. Geometrical model of a ship. 
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A electric dipole is located at (0.0 m, 4.0 m, 11.0 
m), represented in Fig. 19 with a secondary reference 
system on top of the ship, in order to obtain the far field 
at the cut ϕ=0  and a sweep from θ=0  to θ=180 at 1 
GHz. Figure 20 shows the comparison of the radiation 
pattern by considering both meshes, and the results are 
almost identical again. 
 

 
 
Fig. 20. Comparison between the far field results of a 
ship for both meshes, ϕ=0 . 
 

Finally, the Radar Cross Section (RCS) of the 
airplane shown in Fig. 21 has been calculated at 2 GHz. 
The number of elements of the two meshes is slightly 
different as in the previous cases: 252,537 elements 
when this geometry is meshed by applying the 
multilevel approach are obtained, and 231,420 elements 
are generated without this technique. 
 

 
 
Fig. 21. Geometrical model of an airplane. 
 

The results of the bistatic RCS for the cut ϕ=0° and 
a sweep from θ=0° to θ=180° are plotted in Fig. 22. 
Although the meshes are different, the theta-component 
of the electrical field, that is the strongest (co-polar) 
component, is almost equal. The differences between 
the two curves of the phi-component are not very 
significant because it is the weakest (cross-polar) 

component and therefore the dependency on the mesh is 
stronger, so both results are valid. 

Table 2 shows the consumed time using the normal 
and the multilevel procedure for the test cases analyzed 
before. 
 

 
 
Fig. 22. Comparison between the RCS components of 
an airplane for both meshes, ϕ = 0 . 
 
Table 2: Time of meshing of different cases 

Case 1: 
Reflector 

Time (s) Number of 
Elements 

Multilevel 66 211,616 

Normal 431 233,866 
Case 2: 

Ship 
Time (s) Number of 

Elements 
Multilevel 58 268,889 

Normal 148 267,433 
Case 3: 

Airplane 
Time (s) Number of 

Elements 
Multilevel 36 252,568 

Normal 124 231,415 

 
VI. CONCLUSIONS 

Mesh generation is crucial for the convergence and 
quality of results in many numerical methods, and 
therefore, the meshes must be accurate and 
homogeneous. 

There are many algorithms for mesh generation 
available in the literature, each one with its advantages 
and disadvantages. Although triangulation is one of the 
fastest methods, the number of unknowns to be 
analyzed may be excessive. Thus, in electromagnetic 
studies, meshes of quadrilateral elements are preferred, 
but the generation of these elements may be very 
complex. 

One of the best methods of generating quadrilateral 
meshes is the paving algorithm, which consists of 
generating elements in an advancing front and ensuring 
that most of the elements in the mesh are perfect 
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quadrilaterals. However, this algorithm may be very 
slow for cases in which the input surfaces are extremely 
complex or when the number of elements to be 
generated is too high. 

In addition to the parallelization of the meshing 
algorithms, the generation of meshes in progressive 
steps is a good solution for minimizing the times of 
meshing, especially in cases with a very large number 
of elements in the same surface, when this technique is 
clearly advantageous.  

The computation time reduction with the multilevel 
mode is demonstrated in the simple case of a square 
plate as well as in real geometries, such as a vehicle or 
a ship. Furthermore, when the multilevel mode is used, 
the quality of the meshes is equal to or better than the 
ones obtained by using the conventional technique 
because most of the elements are close to perfect quads. 

Despite of designing and validating the proposed 
algorithm with a superficial mesh generator, the 
technique may be extended to volumetric mesh 
generators. Due to the computational complexity of the 
most of volumetric mesh algorithms, especially the 
advancing front methods, the efficiency of this 
technique should be widely enhanced. 
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Abstract ─ Some desired antenna specifications for 
performing two-dimensional (2D) transverse magnetic 
(TM) microwave tomography imaging are presented and 
discussed. These desired specifications are governed by 
the need to reduce the discrepancy between the 3D 
measurement configuration and the utilized 2D TM 
inversion algorithm, as well as the desire to enhance the 
achievable image accuracy and resolution. Driven by 
these specifications, an existing compact ultrawideband 
antenna element is modified. These modifications 
attempt to make the near-field distribution of this 
antenna more focused in the two orthogonal planes in the 
forward near-field zone of the antenna, while keeping its 
physical size relatively small and maintaining multiple 
frequencies of operation for this antenna. The final 
antenna has a physical size of 26×29×38.5 mm3 and can 
operate at two different frequency bands (2.34-5.04 GHz 
and 8.06-13 GHz based on the |S11| -8 dB impedance 
bandwidth definition). The measured near-field 
distribution of this antenna is presented in the imaging 
plane and the plane perpendicular to the imaging plane. 

Index Terms ─ Antenna design and measurements,
microwave tomography, near-field zone. 

I. INTRODUCTION 
Microwave tomography (MWT) is a non-ionizing 

imaging technique that uses microwave scattering 
measurements collected outside the object of interest 
(OI) to create quantitative images from the relative 
permittivity and conductivity profiles of the OI. These 
two quantitative images can then be used for several 
applications including industrial non-destructive 
evaluation and biomedical diagnosis [1-3]. Creating 
MWT images requires performing at least two steps. In 
the first step, the data collection step, the OI is 
successively irradiated by some antennas. The resulting 
scattered fields emanating from the OI are then collected 
at some receiving antennas. The second step, usually 
referred to as the inversion step, attempts to reconstruct 
the dielectric profile of the OI from this measured 
scattered data by solving the associated electromagnetic 
inverse scattering problem. These two steps are 

interlinked; the antenna and hardware design need to be 
performed in such a way to support the assumptions 
made in the development of the utilized inversion 
algorithm. Any discrepancies between the actual 
measurement and computational model configurations 
result in the so-called modeling error [4]; thus, degrading 
the achievable image resolution and accuracy. The link 
between the inversion algorithm and the required 
antenna specifications for the so-called 2D TM near-
field MWT systems will be discussed in Section II. 

2D TM near-field MWT systems, e.g., see [5-7], are 
the most common form of MWT systems. In such 
systems, the inversion algorithm assumes a 2D imaging 
domain, located in the x-y plane, which is irradiated by 
an electric field perpendicular to the imaging domain, 

. 2D TM near-field systems offer ease of system and 
algorithm implementation, and can also provide a 
reasonable balance between the number of unknowns to 
be reconstructed and the number of measured data points 
[8, Section 1.4.1]. However, the main disadvantage of 
these MWT systems lies in performing 2D TM inversion 
on microwave scattering data collected in a 3D scattering 
environment, thus, suffering from the modeling error. 
One way to mitigate these 3D effects in the 2D inversion 
using an appropriate antenna near-field distribution is 
discussed in Section II. 

This paper starts with attempting to establish a 
relation between the assumptions made in 2D TM 
inversion algorithms and preferable antenna 
specifications for such systems. We then consider some 
other preferable antenna specifications that can result in 
further enhancement of the achievable resolution and 
accuracy. Based on these specifications, an existing 
antenna element is modified and fabricated. The 
measurement results and a final discussion will then be 
presented. Finally, we note that the materials of this 
paper have been taken from the M.Sc. thesis of the first 
author [8]. A one-page abstract of this work was also 
presented by the authors in [9]. 

II. FROM 2D TM NUMERICAL MODEL TO
ANTENNA DESIGN SPECIFICATIONS 
Let’s consider the full-wave MWT formulation as  
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presented in [10]: 
 , (1) 
where  is the Laplacian operator and  represents the 
gradient operator. The vector  represents the vectorial 
electric field having three components in the Cartesian 
coordinate. The current source term is denoted by , and 
the inhomogeneous complex permittivity profile is 
denoted by . As noted in [10], the third term on the left 
side of (1) couples the three components of the electric 
field vector together. On the other hand, a 2D TM 
inversion algorithm assumes that the wave propagation 
is represented by the following scalar equation: 
 , (2) 
where  and  are the  components of  and  
respectively. Any discrepancies between the full-wave 
formulation of (1), and the scalar wave equation of (2) 
can be regarded as the modelling error in the 2D TM 
MWT problem. To minimize this discrepancy, the  
contribution of the third term on the left side of (1) needs 
to be as small as possible. That is, 

  (3) 

Note that the variations of the complex permittivity 
profile with respect to x and y are to be imaged; thus, it 
cannot be assumed that  and  are very small. Also, 

 is the electric field vector used in 2D TM inversion; 
thus, this component cannot be assumed to be small 
either. Therefore, we may enforce (3) by making , , 
and  very small. 

In practical applications, we have no control over . 
Therefore, to reduce the effect of this quantity, we 
speculate that if the antenna has a focused near-field 
distribution in a plane perpendicular to the imaging 
domain, the antenna will have limited solid angle view 
along the  direction. As a result, the variation of the 
permittivity profile along the  direction will be less 
“seen” by the antenna, thus, effectively reducing the 

contribution of . Therefore, the near-field focusing on 
a plane perpendicular to the imaging domain will serve 
as our first requirement to mitigate the 3D effects. Also, 
as noted earlier, we need to ensure that  and  of the 
antenna are sufficiently small. This will serve as our 
second requirement to alleviate the 3D effects. 

Using numerical studies, we have recently shown 
that the MWT quantitative accuracy and resolution can 
be enhanced by using appropriate antenna incident field 
distributions [8,11,12]. In particular, in [8,11,12], we 
have shown that the use of an antenna with a focused 
near-field distribution can enhance the achievable 
resolution and accuracy from MWT. To this end, we are 
interested in designing an antenna whose near-field 
distribution is sufficiently focused within the imaging 
plane. Note that our first requirement was concerned 

with focusing in a plane perpendicular to the imaging 
domain; however, this new third requirement is 
concerned with focusing within the imaging domain. 
Also, note that the studies in [8,11,12] assume that we 
have sufficient number of antennas around the OI; 
otherwise, having few wide angle illuminations can be 
more useful than few focused illuminations. 

It has also been shown that enhanced MWT 
reconstruction can be obtained by the use of multiple-
frequency data sets [13]. To this end, we have another 
requirement: the antenna element should operate at 
multiple frequencies. Also, the bandwidth around each 
frequency should not be too narrow as the resonance 
frequencies might shift due to mutual coupling and 
fabrication inaccuracy [14]. In addition, in MWT, the 
number of required measured data points to reconstruct 
an OI is dependent on the OI itself. Since the OI is the 
unknown of the problem, the general strategy is to collect 
as much data as possible. Therefore, another requirement 
will be for the size of the antenna to be sufficiently small 
so as to accommodate several co-resident antennas in the 
data collection system. Finally, from a numerical point 
of view, it is desired that the antenna can be modeled in 
the inversion algorithm [15]. Satisfying all these criteria 
simultaneously may not be possible; thus, a trade-off 
between these different criteria is often sought. 
 

III. DESIGN PROCEDURE 
We consider an existing antenna as reported in [16]. 

This monopole-like slot antenna already satisfies two of 
the criteria: it is ultrawideband (UWB), and is reasonably 
small (26×29 mm2). To accommodate the other criteria, 
we start by attempting to increase its near-field focusing 
in two orthogonal planes, one of which is the imaging 
plane. We then discuss how these modifications affect 
the other required criteria. As noted earlier, we consider 
near-field MWT in which the imaging domain resides in 
the radiating near-field zone of the antenna. Thus, we 
avoid using far-field terms such as “pattern”, 
“polarization”, etc. Instead, we use “field distribution”, 
“  and  compared to ”, etc. 

The initial antenna, which is a monopole-like slot 
antenna as reported in [16], was modeled in the ANSYS 
HFSS software as shown in Fig. 1 (a). (This figure shows 
the initial antenna after performing some geometrical 
optimizations; thus, some of its dimensions differ from 
that reported in [16].) As can be seen in this figure, we 
have chosen a Cartesian coordinate system in such a way 
that the top surface of the antenna lies within the y-z 
plane. This antenna is fed by a fork-shaped coplanar 
waveguide structure, which is itself fed by a 50 Ω coaxial 
cable. Also, this antenna is linearly polarized. Although 
polarization of an antenna is a far-field quantity, and we 
are concerned with near-field MWT, it was speculated 
that starting with a linearly polarized antenna may 
correspond to a more dominant  as compared to  and  
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, thus, helping satisfy (3).
We then considered the fact that the final antenna 

eventually needs to be used in an actual MWT system. 
Therefore, the backward radiation of the antenna needs 
to be minimized so as to reduce non-desired reflections 
from the feeding cables and the MWT enclosure. To this 
end, we employed the idea of using a metallic cavity that 
was presented in [17]. This metallic cavity, which is an 
open box below the monopole-like slot antenna, can be 
best seen in Fig. 4 [left], which shows the fabricated 
antenna. Having seen the fabricated cavity, Fig. 1 (b),
which shows this cavity in the HFSS software, can now 
be better understood. However, as opposed to [17], we 
do not use radio frequency absorbers to fill the space 
between the metallic cavity and the antenna. Initially, we 
chose to not do that so as to increase the efficiency of the 
final antenna element. However, we later speculated that 
we might be able to use the reflection of the metallic 
cavity to strengthen the near-field focusing in the 
forward direction of the antenna. (This will be explained 
later in more details.) Therefore, we chose to not include 
any absorbers between the metallic cavity and the slot 
antenna. This resulted in two different issues. First, the 
resulting antenna lost its UWB properties. At this point, 
we optimized the antenna using the HFSS software so as 
to improve its bandwidth. This improved bandwidth did 
not make the antenna UWB, but resulted in an antenna
supporting multiple frequencies of operation. Styrofoam 
was then used to hold the cavity and antenna together. 
This can be best seen by looking at the space below the 
fabricated antenna in Fig. 4 [left].

Based on a recent work on a Vivaldi antenna for 
radar-based microwave imaging applications [18], we 
then added a dielectric superstrate to the antenna so as to 
make its near-field distribution more focused. To this 
end, we chose a piece of RT/duroid 6010 that has a 
relative permittivity of , and a loss tangent of 

. (The standard thickness of this 
dielectric material is 1.9 mm. This thickness was thus 
chosen.) It was speculated that this dielectric material is 
appropriate since it has a larger permittivity as compared 
to the antenna FR4 substrate; thus, tending to keep the 
electric field distribution around itself, and helping 
toward near-field focusing. We also decided to choose 
the surface area of this superstrate to be a rectangle 
covering the slot of the antenna, as shown in Fig. 1 (b).
To find an appropriate separation between this 
superstrate and the antenna, the impedance bandwidth 
was optimized over several slot and feeding parameters 
as well as the separation between the superstrate and the 
slot.

At this point, we noticed that the near-field 
distribution of the antenna toward the  direction 
becomes more focused due to the presence of this 
superstrate. Based on this observation, we decided to 
focus the near-field distribution of the antenna in the 

negative  direction using the same technique with the 
hope that this focused near-field distribution might be 
reflected back by the metallic cavity toward the forward 
direction of the antenna, thus, strengthening the effect of 
the focused near-field distribution in the  direction. To 
this end, we placed the same RT/duroid 6010 dielectric 
material between the slot and the cavity; see Fig. 4 [right] 
and Fig. 2. This dielectric was placed below the antenna, 
and directly beneath the superstrate. To find an 
appropriate separation between this dielectric and the 
slot, the impedance bandwidth of the antenna was 
optimized over several parameters including the 
separation the superstrate from the slot. 

 (a) Monopole-like slot antenna (see [16]) 

 (b) Covered monopole-like slot antenna 

Fig. 1. (a) Monopole-like slot antenna on a FR4 PCB 
with a thickness of h=1.55 mm (see [16]), and (b) 
covered monopole-like slot antenna. The covered 
monopole-like slot antenna uses a metallic cavity and a 
superstrate as well as a dielectric material between the 
slot and the metallic cavity.

This concludes our design procedure. The final 
antenna is shown in Fig. 4 [right]. As can be seen, the 
whole antenna is covered in a styrofoam box with three 
openings, the middle one to fit the monopole-like slot 
antenna, and the other two to fit the RT/duroid 6010 
dielectric material. The final dimensions of the antenna 
are listed in Table 1. The variables in this Table refer to
the notation used in Figs. 2 and 3.
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Table 1: The dimensions of the final antenna element 
Parameter Value 

[mm] 
Parameter Value 

[mm] 
Ws 24 Wfh 0.5 
Ls 18 Wfv 1.6 
L2 10.5 Wf 3.6 
L3 7.7 G 0.8 
L4 6.1 S 0.35 
Wg 1 Ds 6.5 
Lf 9.5 Hc 7.9 
Sf 8.4 Hs 16.5 
H 1.55 d 18.5 

Thickness of 
superstrate 1.90 Width of 

superstrate 24 

Length of 
superstrate 19   

 

 
 
Fig. 2. Side view: brown horizontal rectangle represents 
the slot, two gray horizontal rectangles represent 
RT/duroid 6010 dielectric materials, two vertical purple 
rectangles represent styrofoam used for holding the 
cavity and the slot antenna together, and the black line 
represents the metallic cavity. 
 

 
 
Fig. 3. Slot and feeding structure. (Note that after 
applying some modifications to this antenna, some of the 
geometrical parameters shown above are different than 
the original antenna presented in [16].) 

    
 
Fig. 4. [left] This demonstration model shows the 
superstrate on top of the slot antenna held with a piece of 
styrofoam, and the open metallic cavity placed beneath 
the antenna using a piece of styrofoam. The dielectric 
material placed between the cavity and the slot is not 
visible. [right] The final fabricated antenna is covered 
with the styrofoam box with three openings for the 
superstrate, slot antenna, and the dielectric between the 
slot and the cavity. 
 

IV. SIMULATION AND MEASUREMENT 
RESULTS 

Throughout this section, we refer to the monopole-
like slot antenna with the metallic cavity and the two 
pieces of RT/duroid 6010 dielectric material as the 
“covered monopole-like slot antenna”. We then refer to 
the same monopole-like slot antenna without the metallic 
cavity and without the two RT/duroid 6010 dielectric 
materials as the “monopole-like slot antenna”. In both of 
these two antennas, the geometrical parameters of the 
slot and the fork-shaped feed are the same, and 
correspond to the modifications described in Section III, 
which has been listed in Table 1. 

 
A. |S11| measurements 

The simulated and measured |S11| of the covered 
monopole-like slot antenna are shown in Fig. 5. As can 
be seen in this figure, some of the impedance bandwidth 
of the original UWB monopole-like slot antenna, as 
reported in [16], has been sacrificed toward its evolution 
into the covered antenna. For MWT applications, we 
note that the impedance bandwidth requirement of |S11| 

-10 dB might be too strict. Relaxing the definition of 
the impedance bandwidth to |S11| -8 dB, the covered 
monopole-like slot antenna has the following impedance 
bandwidth of operation: 2.34 GHz to 5.04 GHz and 8.06 
GHz to 13 GHz. Therefore, this covered monopole-like 
slot antenna can support multiple-frequency inversion. It 
should also be noted that these frequencies span a very 
wide range. Therefore, we speculate that it is more likely 
for this antenna to provide more independent 
information regarding the OI compared to another 
antenna that provides multiple frequencies of operation 
but within a limited range. 
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Fig. 5. Simulated and measured |S11| for the covered 
monopole-like slot antenna. 

B. Near-field measurements 
The near-field distributions of these two antennas 

were measured with a planar near-field range (PFNR). 
This PNFR, shown in Fig. 6, was manufactured by the 
Nearfield Systems Inc. (NSI). In this PNFR, the antenna 
under test (AUT) is stationary, and the measurement 
probe moves in front of the AUT to collect its near fields. 
The measurement probe is a WR90 open-ended 
waveguide probe with tapered ends. We had only access 
to an X-band (8.2 GHz- 12.4 GHz) probe. Thus, the near-
field measurements are all performed in the X-band. In 
this PNFR, the probe is capable of sweeping a scan area 
with the size of 0.9×0.9 m2 with a rectilinear data 
collection grid.

Fig. 6. Planar near-field range: the antenna backed with 
pyramidal absorbers is the open-ended waveguide probe. 
The other antenna is the covered monopole-like slot 
antenna under test. Absorbers have been taped on the 
tower that holds the antenna under test. 

Based on the coordinate system shown in Fig. 1, the 
measurement plane will be in the y-z plane. Herein, for 
each of these two antennas we only show three sets of 
measurements, each of which corresponds to a specific 
distance (based on the coordinate system shown in Fig.
1, these distances are in the positive direction from the 
AUT) from the slot to the measurement plane. These 
distances are 5 cm, 10 cm, and 14 cm. The size of the 
measurement plane for each of these distances is chosen 
in such a way that all these measurement planes will be 
within the same solid angle from the center of the 
antenna. (This solid angle represents a cone with the 
apex angle of 60o.) Therefore, the farther the 
measurement plane is from the antenna, the larger the 
measurement plane will be. For each of these 
measurement planes, we show the near-field data at three 
different frequencies within the X-band; namely, 8.6 
GHz, 9 GHz, and 10 GHz.

For each set of measurements, the PNFR collects 
two components of the electric field at each point on the 
rectilinear grid of the measurement plane. Based on the 
coordinate system shown in Fig. 1, these two 
components of the electric fields are  and , which 
are the tangential components of the electric fields on the 
measurement plane. It should be noted that, the PNFR is 
capable of performing these two electric field 
measurements due to its ability to rotate the probe 90o.
Since the scope of this paper is 2D TMz MWT, we only 
show the  measurements here. Also, to be able to 
compare different near-field measurement plots better, 
all the plots are normalized and the lower magnitude has 
been truncated to -10 dB. 

As can be seen in Figs. 7 to 9, the covered 
monopole-like slot antenna creates a more focused beam 
in the measurement plane as compared to the monopole-
like slot antenna. Also, a general trend that can be seen 
for both of these antennas is that the illumination area 
will become larger and larger as the distance of the probe 
from the antenna increases. Note that the number of near-
field data points in the measurement planes 
corresponding to different distances are different due to 
the required sampling resolution in the PNFR. 

 (a) 8.6 GHz (b) 8.6 GHz 
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 (a) 9 GHz (b) 9 GHz 

 
(a) 10 GHz (b) 10 GHz 

 
Fig. 7. [left] Monopole-like slot antenna, and [right] 
covered monopole-like slot antenna. The measured near-
field  distribution of the antenna when the 
measurement plane is 5 cm away from the antenna at 
three different frequencies. 
 

  
 (a) 8.6 GHz (b) 8.6 GHz 

  
 (a) 9 GHz (b) 9 GHz 

  
 (a) 10 GHz (b) 10 GHz 
 
Fig. 8. [left] Monopole-like slot antenna, and [right] 
covered monopole-like slot antenna. The measured near-
field  distribution of the antenna when the 
measurement plane is 10 cm away from the antenna at 
three different frequencies. 

 
 (a) 8.6 GHz (b) 8.6 GHz 

 
 (a) 9 GHz (b) 9 GHz 

 
 (a) 10 GHz (b) 10 GHz 
 
Fig. 9. [left] Monopole-like slot antenna, and [right] 
covered monopole-like slot antenna. The measured near-
field  distribution of the antenna when the 
measurement plane is 14 cm away from the antenna at 
three different frequencies. 
 

Based on Fig. 7 to Fig. 9, we have shown that the 
covered monopole-like slot antenna has a more focused 
near-field distribution in the y-z plane as compared to the 
monopole-like slot antenna. This is important to satisfy 
our first requirement as noted in Section II. Now what 
remains is the measurement of the near-field of these two 
antennas in the imaging plane (x-y plane) for our third 
requirement as noted in Section II. However, this is not 
directly possible with the PNFR, as the PNFR is capable 
of performing measurements only in the y-z plane. 
Therefore, to this end, we measured the near-field data 
of each antenna at 23 different y-z planes starting from 5 
cm away from the antenna to 16 cm with the step of 5 
mm within the solid angle which has an apex of 60o. 
Having these 23 different sets of measurements, we can 
then extract the measurements that correspond to the 
points located on the x-y plane. However, since the 
spatial position of near-field data points can be different 
on each measurement plane, we used the interpn 
MATLAB function to interpolate these measurements 
into an identical sampling grid. Based on this approach, 
we were able to find the near-field data on the x-y plane. 
This measured near-field data at 9 GHz has been shown 
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in Fig. 10. As can be seen, the covered monopole-like 
slot antenna seems to have slightly more focused near-
field beam in the x-y plane as compared to the monopole-
like slot antenna. We note that the enhanced focusing is 
more clear in the measurement planes parallel to the y-z 
plane as compared to the plot in the x-y plane. This might 
be due to the fact that the chosen x-y plane has a smaller 
width (11 cm). This is in contrast to the y-z measurement 
planes whose width varies from about 11 cm to 20 cm. 
Note that, to obtain the near-field data over the x-y plane, 
we had to combine all these y-z near-field data. 
Therefore, the width of the resulting x-y near-field data 
will be the same as the smallest width in the y-z
measurement planes. Also, it should be noted that the 
interpolation used to obtain the near-field data over the 
x-y plane might have some smoothing effects on the data, 
thus, not showing the focusing of the antenna sufficiently 
well. 

Fig. 10. Extracted measured near-field data over the x-y
plane at 9 GHz for the two antennas: [left] monopole-
like slot antenna, [right] covered monopole-like slot 
antenna

We also note that this extracted measured near-field 
data, as shown in Fig. 10, can be useful for the inversion 
algorithm. This can be understood by noting that 
inversion algorithms require the knowledge of the 
incident field data within the imaging domain. However, 
this incident field data is often not available; thus, 
inversion algorithms often assume some numerical 
model for the incident field distribution within the 
imaging domain, e.g., a cylindrical Hankel function. 
Therefore, the use of such extracted near-field 
distributions can be helpful in reducing the modeling 
error. It should be noted that the fabricated antenna is a 
3D structure, and therefore, cannot be entirely modeled 
within a 2D TM inversion algorithm. 

We also investigated the near-field data over a larger 
x-y plane using the HFSS simulation. The x-y domain 
over which we chose to show this simulation is x  [0 20] 
cm and y  [-10 10] cm. Figures 11 and 12 show this 
simulation for two different frequencies: 4 GHz and 9  

GHz. As expected, the covered monopole-like slot 
antenna creates a more focused near-field distribution in 
this domain. In summary, in this section, we have shown 
that the covered monopole-like slot antenna provides 
enhanced near-field focusing as compared to the 
monopole-like slot antenna in both the imaging plane 
and the plane perpendicular to the imaging plane. 

(a) Monopole-like slot antenna 

 (b) Covered monopole-like slot antenna

Fig. 11. Simulated near-field data over the x-y plane at 4 
GHz for the two antennas. 
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 (a) Monopole-like slot antenna 
 

 
 (b) Covered monopole-like slot antenna 
 
Fig. 12. Simulated near-field data over the x-y plane at 9 
GHz for the two antennas. 
 
C. Electric field’s vector components 

The above results considered that component of the 
electric field that will be used for 2D TMz MWT; namely 

component. As noted in Section II, it is desired to 
have  and  components of the vector electric field 
as small as possible in the imaging domain so as to 
reduce the modelling error associated with 2D TM 
inversion. Herein, using the HFSS simulations, we show 
the three components of the vector electric field on a 
semi-circle in front of the antenna in the x-y plane 
(imaging plane). This will be shown for two different 
radii, namely 7 cm and 10 cm, at two different 

frequencies, namely 9 GHz and 10 GHz. As can be seen 
in Figs. 13 and 14, the covered monopole-like slot 
antenna did not increase the magnitudes of  and  
with respect to the desired component  as compared 
to the monopole-like slot antenna (maybe, except Fig. 14 
(b)). In fact, as can be seen in these two figures, the 
covered antenna somehow improved the relative 
magnitude of  with respect to  and . 
 

       
 (a) Monopole-like slot (b) Covered monopole-like slot 
 

       
 (c) Monopole-like slot (d) Covered monopole-like slot 
 
Fig. 13. Simulation of the normalized magnitudes of the 
vector electric field components in the x-y plane at 9 
GHz: (a)-(b) on a semi-circle of radius 7 cm, and (c)-(d) 
on a semi-circle of radius 10 cm. 
 

       
 (a) Monopole-like slot (b) Covered monopole-like slot 
 

       
 (c) Monopole-like slot (d) Covered monopole-like slot 
 
Fig. 14. Simulation of the normalized magnitudes of the 
vector electric field components in the x-y plane 
(imaging plane) at 10 GHz: (a)-(b) on a semi-circle of 
radius 7 cm, and (c)-(d) on a semi-circle of radius 10 cm. 

  0.2  0.4  0.6  0.8  1

30

210

60

240

90 270

120

300

150

330

180

0

 

 Ez
Ey
Ex

  0.2  0.4  0.6  0.8  1

30

210

60

240

90 270

120

300

150

330

180

0

 

 Ez
Ey
Ex

  0.2  0.4  0.6  0.8  1

30

210

60

240

90 270

120

300

150

330

180

0

 

 Ez
Ey
Ex

  0.2  0.4  0.6  0.8  1

30

210

60

240

90 270

120

300

150

330

180

0

 

 Ez
Ey
Ex

  0.2  0.4  0.6  0.8  1

30

210

60

240

90 270

120

300

150

330

180

0

 

 Ez
Ey
Ex

  0.2  0.4  0.6  0.8  1

30

210

60

240

90 270

120

300

150

330

180

0

 

 Ez
Ey
Ex

  0.2  0.4  0.6  0.8  1

30

210

60

240

90 270

120

300

150

330

180

0

 

 Ez
Ey
Ex

  0.2  0.4  0.6  0.8  1

30

210

60

240

90 270

120

300

150

330

180

0

 

 Ez
Ey
Ex

BAYAT, MOJABI: ON AN ANTENNA DESIGN FOR 2D SCALAR NEAR-FIELD MICROWAVE TOMOGRAPHY 596



V. CONCLUSION 
We presented and discussed some desired antenna 

specifications for performing 2D TM MWT so as to 
reduce the modeling error and enhance the achievable 
image accuracy. These desired specifications are near-
field focusing in two orthogonal planes in the forward 
hemisphere of the antenna, reducing the backward 
radiation, making tangential electric field components on 
the imaging plane as small as possible, having multiple 
frequencies of operation and small size for the antenna, 
and the ability to model the antenna in the inversion 
algorithm. To this end, we have modified an existing 
antenna element. The modified antenna has been 
fabricated and tested in a PNFR. Through different 
experiments and simulations, it was shown that the 
modifications performed on this antenna were able to 
make its near-field distribution more focused, while 
maintaining multiple frequencies of operation, and 
keeping the antenna’s physical size relatively small. 
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Abstract ─ An ultra-compact polarization splitter based 
on dual core nematic liquid crystal silica photonic 
crystal fiber (NLC-PCF) is proposed and analyzed. The 
refractive index difference between the NLC and silica 
material guaranties the index guiding through the
reported splitter. The dual core NLC-PCF has strong 
polarization dependence due to the birefringence 
between the two polarized modes. The coupling 
characteristics of the proposed design are studied 
thoroughly using full vectorial fine difference method 
(FV-FDM) and the propagation analysis is performed 
by full vectorial finite difference beam propagation 
method (FVFD-BPM). The numerical results reveal 
that the reported splitter has short device length of 482 
µm with low crosstalk better than -20 dB with wide 
bandwidths of 31.5 nm and 19 nm for the quasi TE and 
quasi TM modes, respectively. The compact coupling 
lengths as well as the low crosstalks over reasonable 
bandwidths are the main advantages of the reported 
dual core NLC-PCF. 

Index Terms ─ Beam propagation method, finite 
difference method, photonic crystal fibers, polarization 
splitter. 

I. INTRODUCTION 
The high-level integration of fiber functionalities 

into photonic devices is the latest trend in the 
development of all-fiber devices. Photonic devices 
based on photonic crystal fibers (PCFs) have attracted a 
great attention recently [1]. This is due to unique design 
flexibilities and optical properties of PCFs that cannot 

be achieved by conventional optical fiber. In this 
regard, PCFs possess numerous unusual properties, 
such as, single-mode operation [2], high birefringence 
[3], controllable dispersion [4], and large mode area [5]. 
Moreover, the polarization properties of PCFs can be 
manipulated by thermo-optical responsive infiltration 
such as nematic liquid crystal (NLC) [6,7] into the air 
holes or hollow core. The NLC material is a 
thermotropic LC which undergoes phase transitions 
with temperature variation. The phase of the NLC 
material is changed from solid to LC state at the 
melting temperature TM, and from LC to isotropic 
liquid state at the clearing temperature TC. The 
nematic–isotropic transition of the E7 NLC material 
occurs at clearing temperature of 60°C. The LCs are 
anisotropic materials due to the tendency of the LC 
molecules to orient themselves along a preferred 
direction known as the director n. The optical 
anisotropy of the LC material is defined as Δn = ne-no,
where ne, and no are the extraordinary, and ordinary 
refractive indices of the LC material, respectively. In 
addition, the refractive indices of the NLC material are 
temperature dependent [8]. Hence, the material 
anisotropy of the NLC can be tuned by changing the 
temperature. Moreover, the optical anisotropy is related 
to the polarization that occurs when an electric field is 
applied to the LC. For ne the vibration vector of the 
plane polarized light is parallel to the director, while for 
no the vibration vector is perpendicular to the director. 
Hence, the optical properties of the NLC material can 
be changed by applying external fields [9].

Although PCFs are usually composed of central  

1054-4887 © 2015 ACES

Submitted On: January 20, 2015
Accepted On: May 10, 2015

599 ACES JOURNAL, Vol. 30, No. 6, June 2015



defect surrounded by air holes arranged in regular 
lattice, the development of manufacturing technologies 
provides the ability to realize multicore PCFs as well 
[8,10,11]. In addition, the employment of dual core 
PCFs as wavelength division multiplexing (WDM) 
components [12], and polarization splitter [13] has been 
investigated. Polarization splitter can be used to 
separate a light signal into two orthogonal polarizations. 
Therefore, various PCF polarization splitters have been 
investigated [14-16]. In 2006, Florous, et al. [14] 
reported a polarization independent splitter which 
allows wavelength multiplexing at 1.3 µm, and 1.55 µm. 
Moreover, Hameed, et al. [15] proposed polarization 
splitter based on index guiding soft glass nematic liquid 
crystal PCF with device length of 8.227 mm. 
Furthermore, a polarization dependent coupling in dual 
core PCF selectively filled with gold wires has been 
investigated in [16]. 

In this paper, the polarization dependent coupling 
in dual core silica based PCF filled with NLC of type 
E7 is presented and investigated. The simulation results 
are obtained using full vectorial finite difference 
method (FV-FDM) [17] with absorbing perfectly 
matched layer (PML) boundary conditions [18,19] 
using stretched complex coordinates [20]. The beam 
propagation method (BPM) [21,22] can be utilized to 
study the field propagation along the axial direction. 
The propagation analysis of the suggested coupler is 
investigated by using full-vectorial finite difference 
beam propagation method (FVFD-BPM) [22]. The 
reported nematic liquid crystal PCF (NLC-PCF) 
polarization splitter guides light by modified total 
internal reflection (MTIR) technique, since the ordinary 
no and extraordinary ne refractive indices of the E7 
NLC are greater than that of silica background glass ns. 
Further, the NLC-PCF polarization splitter has high 
tunability with the temperature or the applied electric 
field. The effect of structure parameters and 
temperature on the coupling characteristics of the 
suggested design is studied. The proposed design has 
short coupling length of 482 µm with crosstalk better 
than -20 dB. The reported splitter has bandwidths 
(BWs) of 19 nm, and 31.5 nm for the quasi transverse 
magnetic (TM) and quasi transverse electric (TE) 
modes, respectively. The suggested splitter is different 
than the LC soft glass PCF coupler (LC-SGPCF) [8]. 
The LC-SGPCF coupler of device length 6.232 mm has 
a soft glass background material with a small hole of 
radius 0.5 µm filled with LC material. Therefore, the 
propagation through the region occurs around the LC 
central hole. However, the proposed PCF splitter in this 
paper has a silica background with compact device 
length of 482 µm with low crosstalk. 

Many fabrication techniques have been 
implemented to realize PCF such as, stack and draw 
method [23], drilling [24], and sol-gel casting method 

[25]. The most commonly used method is the stack and 
draw introduced by Knight, et al. [23]. Besides that, in 
[26] the authors have presented rapid preform 
connecting method using furnace of the fiber drawing 
tower. Additionally, various selective filling techniques 
are reported including UV glue sealing [27], arc fusion 
deformation [28], and capillary forces [29]. Moreover, 
Wang, et al. [30], presented flexible and reliable 
method for selective infiltration of PCF with the 
assistance of femtosecond (fs) laser micromachining. In 
this method, all cladding air holes are blocked with a 
section of conventional single mode fiber (SMF). Then 
a fs laser direct drilling is used to open the air holes 
selected to be filled. After that, materials such as the 
NLC can be infiltrated in these holes from the micro-
machined fiber end by capillary action. Therefore, the 
authors believe that the suggested design can be 
fulfilled experimentally. 
 

II. DESIGN CONSDIRATION AND 
NUMERICAL APPROACHES 

Figure 1 depicts the proposed polarization splitter. 
The air holes are arranged in a triangular array in silica 
background with refractive index of 1.45. Dual 
identical cores are formed by filling two large central 
air holes with NLC material of type E7. The structure is 
basically an index guiding directional coupler since the 
ordinary no and extraordinary ne refractive indices of 
the E7 NLC are greater than the refractive index of 
silica background. In addition, the suggested PCF can 
be placed between two electrodes [31] to control the 
orientation of the NLC director. All the cladding air 
holes have the same diameter and are arranged with 
hole pitch spacing of Ʌ = 1.25 µm. The separation 
between the centers of the two infiltrated cores is 3 Ʌ. 
Moreover, the rotation angle of the E7 NLC director is 
taken as 0º, while the temperature is fixed at 25ºC. On 
the other hand, no and ne refractive indices of the E7 
material are taken as 1.5024, and 1.6970, respectively at 
the operating wavelength λ = 1.55 µm. The relative 
permittivity tensor of the E7 NLC is taken as [32]: 
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where φ is the rotation angle of the director n of the 
liquid crystal molecules as shown in the inset of Fig. 1. 
In this case, the director n can be expressed as  
n = cosφ x̂ + sinφ ŷ . 

The suggested design supports even and odd modes 
for each of the two orthogonal polarization states. The 
coupling length (LC) is one of the important parameters 
that is used to determine the minimum distance at 
which the power is transferred from one core to the 
other core. At a given wavelength, the LC of the  
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directional coupler is given by: 
,

, , ,
2( )

x y
C x y x y

even odd

L
n n

�
�

�
(2) 

where neven
x,y and nodd

x,y are the effective indices of the 
even and odd modes, for x and y polarization, 
respectively, and λ is the operating wavelength.

(a) 

 
(b) 

Fig. 1. The suggested dual core NLC-PCF. (a) 3D 
structure, (b) 2D-cross section. The director n of the 
NLC with rotation angle φ is shown in the right.  

The effective indices of the two polarized modes 
are calculated as follows: 

First, the vector wave equation for the magnetic 
field vector H can be derived from Maxwell’s equation 
as follows: 

� �1 2 0,oH H� � ���� �� � �  (3) 
where ω is the angular frequency, μo is the free space 
permeability and ε is the permittivity tensor of the 
waveguide material which is given by: 
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where εo is the free space permittivity, and εr is the 
relative permittivity tensor of the waveguide material. 
Using the divergence relation ��H = 0, and the vector 
wave equation, one can obtain the following full vector 
eigenvalue equation after some algebraic manipulations: 

2 ,xx xy x x

yx yy y y

A A H H
A A H H

�
� � � � � �

�� � � � � �
� � � � � �

 (5) 

where β is the propagation constant, and the differential 
operators Axx, Axy, Ayx, and Ayy can be found in [17]. 
Equation (5) is the full vector eigenvalue equation 
which describes the propagated modes for anisotropic 
optical waveguides. The eigenvectors are the two 
transverse field components Hx and Hy, and β2 is the 
corresponding eigenvalue. The effective index of the 
propagated mode can be calculated from β such that  
neff = β/k, where k is the free space wave number. The 
differential operators can be approximated by using 
FDM [17] and the robust PML boundary condition 
[18,19] is employed at the edges of the computational 
window to account for the leakage property of the 
modes. In this investigation, the grid sizes Δx and Δy in 
x and y directions, respectively are taken as 0.02 µm 
through all simulations. 

To analyze the propagation along the suggested 
polarization splitter, the use of full vectorial beam 
propagation method [19,22,33] is mandatory. In this 
investigation, the FVFDM-BPM [22] is used to study 
the propagation of the light along the propagation 
direction z of the suggested splitter with slowly varying 
envelope approximation such that zjkn

tt eHH 0ˆ �� . The 
following two equations can then be obtained after 
some algebraic manipulation: 
�  �  1ˆ ˆ ˆ1 Δ 1 Δ (1 ) Δ ,L L L

xx x xx x xy yj z B H j z B H j zB H! !�� � � � �

(6) 
1ˆ ˆ ˆ1 Δ 1 Δ (1 ) Δ ,L L L

yy y yy y yx xj z B H j z B H j zB H! !�� � � �� � � � �� � � �
(7) 

where n0 is the reference index required to satisfy the 
slowly varying envelope approach, α is a weighting 
factor introduced to control the stability of the finite 
difference scheme. Further, Bxx, Bxy, Byx, and Byy are 
the new differential operators which are approximated 
using the FDM [17,22]. The required magnetic fields 
can be calculated by solving equations (6) and (7) for 
the transverse magnetic fields by an iterative procedure. 
The magnetic fields 1ˆ �L

xH  and 1ˆ �L
yH  at a distance L+1 

in the z-direction can be obtained from the previous 
magnetic fields, L

xĤ  and L
yĤ , respectively at a 

distance L in the z-direction. In this study, the step sizes 
Δx and Δy are fixed to 0.02 μm while the longitudinal 
step size Δz is taken as 1.0 µm. In this regard, Obayya, 
et al. [33] proves that the beam propagation analysis is 
unconditionally stable when the longitudinal step size 
Δz ≤ 1.0 µm. Additionally, the reference index n0 is 
taken as the effective index of the fundamental mode 
launched at the input waveguide. Also, α is chosen 
within the range, 0.5 ≤ α ≤ 1.0, to have unconditionally 
stable FVFD-BPM [22]. 
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III. NUMERICAL RESULTS 
Figure 2 shows the wavelength dependence of the 

coupling length of the two polarized modes at different 
core radii ro, 0.625 µm, 0.65 µm, and 0.675 µm, 
respectively. In this study, the hole pitch Ʌ, cladding air 
hole radius r, and rotation angle are fixed to 1.25 µm, 
0.525 µm, and 0º, respectively. As the wavelength 
increases, the modal fields will be less confined inside 
the NLC infiltrated cores. As a result, the distance taken 
by the two guided modes and hence, the coupling 
lengths decrease with increasing the wavelength as 
shown in Fig. 2. In addition, the distance between the 
two cores and hence, the coupling lengths decrease by 
increasing the core radius. 

It is also noticed from Fig. 2 that the coupling 
length of the quasi TE mode is longer than that of the 
quasi TM mode at φ = 0º. At φ = 0º the permittivity 
tensor of the E7 material is a diagonal of εr = [ne

2, no
2, 

no
2] so εxx = ne

2, and εyy = no
2. Therefore, the index 

contrast seen by the quasi TE modes is greater than that 
seen by the quasi TM modes. Hence, the quasi TE 
modes are more confined in the core region than the 
quasi TM modes. Thus, the quasi TM modes take 
shorter distance than the quasi TE modes to transfer 
from one core to the other. As a result, the coupling 
length of the quasi TM mode is shorter than that of the 
quasi TE mode. The coupling length of the quasi TE 
mode and quasi TM modes at the operating wavelength 
λ = 1.55 μm with core radius ro = 0.675 µm are equal to 
482 µm, and 241 µm, respectively. 
 

 
 
Fig. 2. Variation of the coupling length of the two 
polarized modes of the dual core NLC-PCF coupler 
with the wavelength at different core radii ro, 0.625 µm, 
0.65 µm, and 0.675 µm. 
 

The form birefringence is defined as the ratio of the 
difference (LCTE – LCTM) between the coupling lengths 
of the quasi TE mode LCTE and quasi TM modes LCTM 
to the coupling length of the quasi TE mode LCTE. The 
variation of the form birefringence with the wavelength 
at different core radii ro, 0.625 µm, 0.65 µm, and 0.675 

µm, respectively is depicted in Fig. 3. It is noted that 
the form birefringence decreases with increasing the 
core radius. As the core radius increases from 0.625 µm 
to 0.675 µm, the form birefringence decreases from 
52.72% to 50%, respectively at the operating 
wavelength λ = 1.55 μm. 
 

 
 
Fig. 3. Variation of the form birefringence of the dual 
core NLC-PCF coupler with the wavelength at different 
core radii ro, 0.625 µm, 0.65 µm, and 0.675 µm. 
 

As the ordinary no and extraordinary ne refractive 
indices of the E7 material are temperature dependent, 
the effect of temperature on the coupling length of the 
proposed coupler is investigated. Figure 4 presents the 
variation of the coupling length of the two polarized 
modes with the temperature. In this investigation, the 
hole pitch Ʌ, core radius ro, clad air hole radius r, 
rotation angle, and operating wavelength are fixed to 
1.25 µm, 0.675 µm, 0.525 µm, 0º, and 1.55 µm, 
respectively. It is clear from this figure that the 
coupling length of the quasi TE mode decreases with 
increasing temperature while the coupling length of the 
quasi TM is almost constant. As the temperature 
increase from 15ºC to 45ºC, the ne of the E7 material 
decreases from 1.7096 to 1.6604 at the operating 
wavelength λ = 1.55 μm. On the other hand, there is a 
slight change in the no of this material. At φ = 0º, εxx of 
the permittivity tensor is equal to ne

2, and hence, it 
decreases with increasing temperature. As the 
temperature increases, the index contrast seen by the 
quasi TE modes decreases, while that seen by the quasi 
TM modes is almost constant. Thus, the quasi TE 
modes will be less confined inside the core regions and 
accordingly the distance required by the quasi TE 
modes to move from one core to the other decreases 
with increasing the temperature. As a result, the 
coupling length of the quasi TE modes decreases with 
increasing temperature while that of the quasi TM 
modes is almost invariant. 

The influence of the cladding air hole radius on the 
coupling length of the two polarized modes is examined 
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as shown in Fig. 5. In this study, the hole pitch Ʌ, core 
radius ro, rotation angle, and operating wavelength are 
taken as 1.25 µm, 0.675 µm, 0º, and 1.55 µm, 
respectively. As the cladding air hole radius increases, 
the coupling lengths of the two guided modes also 
increase. Since the index contrast between the core and 
cladding regions increases, the two modes will be more 
confined in the core region. In addition, the silica 
bridge between the two cores decreases, and hence, the 
coupling lengths of the two guided modes increase. As 
the cladding air hole radius increases from the 0.5 µm 
to 0.575 µm, the coupling lengths of the quasi TE 
modes arises from 433 µm to 653 µm while the 
coupling length of the quasi TM mode varies from 218 
µm to 318 µm at the operating wavelength λ = 1.55 μm. 
It is also obvious from Fig. 5 that the suggested coupler 
has high birefringence, which is defined as the 
difference between the effective indices of the two 
polarized modes. 

Fig. 4. Variation of the coupling length of the two 
polarized modes of the dual core NLC-PCF coupler 
with the temperature.

Fig. 5. Variation of the coupling length of the two 
polarized modes of the dual core NLC-PCF coupler 
with the cladding air hole radius.

The effect of the deformation of the dual infiltrated 
holes into elliptical cores on the performance of the 
proposed coupler is investigated. In this study, ao and bo
are the elliptical hole radii in x- and y-directions, 
respectively as shown in the inset of Fig. 6. Figure 6 
presents the wavelength dependence of the coupling 
length of the two polarized modes at different bo values, 
0.5 µm, 0.6 µm, 0.675 µm. In this investigation, the 
hole pitch Ʌ, cladding air hole radius r, rotation angle, 
and temperature are fixed to 1.25 µm, 0.525 µm, 0º, and
25ºC, respectively. However, the radius in the x-
direction ao is fixed to 0.675 µm. It is evident from this 
figure that the coupling length of the two guided modes 
increases with increasing the bo value. Furthermore, the 
coupling length of the quasi TE mode is more affected 
by the variation of the bo value, while the coupling 
length of the quasi TM mode is slightly affected. 
Consequently, the form birefringence increases with 
increasing the bo value at constant value of ao as shown 
in Fig.7. As bo increases from 0.5 µm to 0.675 µm, the 
form birefringence increases from 45.41% to 50%. At  
φ = 0º, the index contrast seen by the quasi TE mode is 
greater than that seen by the quasi TM mode. 
Therefore, the quasi TE polarized mode will be more 
confined through the NLC infiltrated core. In addition, 
the quasi TE mode will be more affected by core 
deformation than the quasi TM mode. It is found that 
the suggested design offers short coupling lengths for 
the two polarized modes of 482 µm, and 241 µm for the 
quasi TE and quasi TM modes, respectively at the 
operating wavelength λ = 1.55 μm with bo = 0.675 µm. 
The effect of the radius ao in the x-direction is also 
studied. It is found that it has the same effect of the bo
value on the performance of the suggested coupler. 

Fig. 6. Variation of the coupling length of the two 
polarized modes of the dual core NLC-PCF coupler 
with the wavelength at different bo values while ao is 
taken as 0.675 µm. 
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Fig. 7. Variation of the form birefringence of the dual 
core NLC-PCF coupler with the wavelength at different 
bo values while ao is taken as 0.675 µm. 
 

Figure 5 also reveals that the proposed coupler is 
polarization dependant due to the infiltration of NLC 
material that increases the birefringence between the 
two guided modes. Thus, the reported coupler can be 
used as polarization splitter. The fiber coupler can split 
up the two polarized states if the coupling lengths of the 
quasi TE and quasi TM modes satisfy the coupling ratio 
R [34] at a given wavelength: 
 : : ,CTE CTMR L L i j� �  (8) 
where LCTE and LCTM are the coupling lengths of the 
quasi TE and TM modes, respectively. In addition, i 
and j are two integers of different parities. The coupler 
length in this case is equal to Lf = LCTM × i/j. 
Consequently, to achieve the shortest splitter, the 
optimal value of R should be 2. Figure 8 presents the 
coupling length ratio between the LCTE and LCTM as a 
function of cladding hole radius at two different hole 
pitches 1.21 µm and 1.25 µm, respectively. It is evident 
from this figure that the coupling ratio increases with 
increasing the cladding hole radius at specific hole pitch 
value. It is also shown from Fig. 8 that the coupling 
ratio is equal to 2 at cladding hole radius and hole pitch 
of 0.525 µm and 1.25 µm, respectively. The LCTE and 
LCTM calculated by the FV-FDM [17] are equal to  
482 µm and 241 µm, respectively at the operating 
wavelength λ = 1.55 μm. 

The FVFD-BPM [22] is used to confirm the 
polarization splitter based on the proposed coupler and 
to study the propagation along its axial direction. At  
z = 0, the fundamental components Hy and Hx of the 
quasi TE and quasi TM modes, respectively of silica 
PCF with one hole infiltrated with NLC obtained using 
FV-FDM [17] at λ = 1.55 μm are launched into the left 
core of the reported coupler. These input fields start to 
transfer to the right core of the coupler and the fields 
are completely transferred to the right core at the 
corresponding coupling lengths. The coupling lengths 

calculated by the FVFD-BPM are equal to 482 µm and 
241 µm for the quasi TE and TM modes, respectively, 
which are the same values obtained by the FV-FDM. 
As the coupling ratio is equal to 2, therefore the length 
of the reported coupler is Lf = (482+2*241)/2 = 482 µm 
at which the two polarization states are separated well. 
 

 
 
Fig. 8. Variation of the coupling length ratio for the 
quasi TE and quasi TM modes with the cladding hole 
radius at two different hole pitches 1.21 µm and 1.25 
µm.  
 

Figure 9 shows the normalized power of the two 
polarized modes at the operating wavelength λ = 1.55 μm 
in the left core of the suggested coupler. It is clear from 
this figure that the two polarized modes are separated 
well after a propagation distance equals to Lf = 482 µm. 
In addition, at z = 482 µm, the normalized power of the 
quasi TE mode in the right and left core of the proposed 
coupler are equal to 0.002056, and 0.9979, respectively. 
However, the normalized powers of the quasi TM mode 
in the right and left cores of the reported coupler are 
equal to 0.9986, and 0.001447, respectively. 
 

 
 
Fig. 9. Evolution of the normalized powers on the left 
core for the quasi TE and quasi TM modes at the 
operating wavelength λ=1.55 µm along the propagation 
direction. 
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The field distributions of the dominant field 
component Hy and Hx of the quasi TE and TM modes, 
respectively at the operating wavelength λ = 1.55 μm 
are shown in Fig. 10 at different propagation distances 
z, 0, 241 µm, and 482 µm. At z = 0, the input fields are 
launched into the left core, and as the propagation 
distance increases, the normalized power in the right 
core increases, while that in the left core decreases. 
When the propagation distance is equal to the coupling 
length of the quasi TM mode, the normalized power of 
the quasi TM mode is transferred to the right core. 
Finally, when the propagation distance is equal to the 
device length Lf, the two polarized modes are separated. 

Fig. 10. Field contour patterns for Hy and Hx of the 
quasi TE and quasi TM modes, respectively, at z, 0, 241 
μm, and 482 μm at λ=1.55 µm.

One of the important parameters in designing the 
fiber coupler is the crosstalk, which is defined as the 
amount of undesirable power remaining at the end of 
the suggested coupler. Figure 11 shows the crosstalk 
(CT) for the quasi TE and quasi TM modes around the 
operating wavelength λ = 1.55 μm. The crosstalk in 
decibel of the wanted quasi TE mode at the right core 
of the reported coupler is given by: 

1010 log ,uTM
TE

dTE

P
CT

P

 �
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	 �

(9) 

where PdTE and PuTM are the normalized powers of the 
desired quasi TE and undesired quasi TM modes, 
respectively. However, the crosstalk of the desired 
quasi TM mode at the left core of the proposed coupler 
is defined as: 
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TM

dTM
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P

 �
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 (10) 

where PdTE and PuTM are the normalized powers of the 
desired quasi TE and undesired quasi TM modes, 
respectively at the left core. 

Fig. 11. Variation of crosstalk of the quasi TE and quasi 
TM modes of the dual core NLC-PCF coupler around 
the operating wavelength λ=1.55 µm.

It is clear from Fig. 11 that the reported splitter has 
bandwidths of 31.5 nm, and 19 nm for the quasi TE and 
quasi TM modes, respectively at which the crosstalks 
are better than -20 dB. Consequently, the reported 
polarization splitter is less affected by the perturbation 
introduced during the manufacturing process due to the 
low level crosstalks with wide ranges of wavelength. 
The suggested splitter has BWs much greater than those 
reported in [14] and [35]. In [14], the BW is 2.0 nm 
around the operating wavelength λ = 1.55 μm, while in 
[35], the BW is 2.7 nm. Moreover, the proposed splitter 
is much shorter than those reported in [14] and [35] of 
lengths 15.4 mm and 9.08 mm, respectively. In 
addition, the dual core NLC-PCF splitter has 
wavelength range wider than the splitter suggested by 
Chen, et al. [34] of BW = 25.4 nm for the quasi TE 
mode around λ = 1.55 μm. On the other hand, the 
splitter reported in [34] has longer length of 10.69 mm 
than the suggested splitter. This is due to our proposed 
design is based on NLC core which is a birefringent 
material so the birefringence between the quasi TE and 
quasi TM modes is large as shown in Fig. 2. Hence, the 
quasi TE and quasi TM modes can be easily separated 
in a compact length. However, the reported design in 
the literature [34] is based on small birefringent PCF. 
Therefore, the coupling length [34] is greater than our 
design since the coupling length is inversely 
proportional to the birefringence as revealed from 
equation (2). Further, the proposed splitter is shorter 
than the soft glass NLC-PCF splitter reported by  
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Hameed, et al. [15] with 8.227 mm device length. Also, 
in [8], the authors reported soft glass PCF with dual 
NLC core with 6.232 mm length which is longer than 
the suggested splitter. Hence, the dual core NLC-PCF 
splitter has shorter coupling length than those reported 
in [8,14,15,34,35]. The proposed structure is compact in 
size and easy to fabricate, making it promising for 
miniaturized communication devices. 

It should be noted that Hu and Whinnery [36] have 
measured the scattering losses of the bulk NLC of 
around 15 to 40 dB/cm. However, the scattering losses 
through the NLC can be decreased to 1-3 dB/cm by 
filling the LC into small capillaries with inner diameters 
less than 8 µm as reported by Green and Madden [37]. 
Scattering losses of 1.5 to 2.4 dB/cm [37] have been 
calculated along silica fiber length of 30 cm. However, 
the suggested NLC-PCF of device length 482 µm has 
two large central holes of diameter 1.35 µm filled with 
NLC. Therefore, low scattering losses can be obtained 
for our compact design. 
 

IV. CONCLUSION 
A polarization splitter based on dual core NLC-

PCF coupler has been introduced and analyzed. The 
polarization dependent coupling is enhanced by 
introducing high birefringent NLC material in the two 
cores. The advantages of the reported splitter are the 
compact coupling lengths, as well as the low crosstalks 
over reasonable bandwidths. The suggested design has 
short device length of 482 µm with a crosstalk better 
than – 25 dB with bandwidths of 31.5 nm and 19 nm 
for the quasi TE and quasi TM modes, respectively. 
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Abstract ─ In this work, an efficient field estimation 
technique is developed. This technique uses a single 
simulation of a ray tracing tool, at one spatial point at 
one frequency, to compute the field in the vicinity of the 
simulated point throughout a complete frequency range. 
The developed technique is a two-step procedure. 
Firstly, it operates over the images and field 
contributions generated by the ray tracing tool at the 
simulated receiver point to obtain an appropriate set of 
field contributions for each new receiver point. 
Secondly, once the new set of images and contributions 
at one frequency is obtained, a very simple extrapolation 
procedure is applied to obtain the electric field 
throughout a frequency range. The whole technique is 
computationally very efficient and it is also accurate, as 
the measurements comparison shows. 

Index Terms ─ mm-W band, radio channel 
characterization, ray tracing, wave propagation 
prediction. 

I. INTRODUCTION 
Present and future wireless communication systems 

require accurate and fast radio channel characterization 
techniques to achieve a successful design and 
deployment. Ray-optical propagation techniques are one 
of the most precise approaches to estimate the received 
electric field in a known environment [1-3]. These 
techniques include “brute force” ray tracing, also called 
ray launching, and ray tracing based on image theory. 

The main drawback of these techniques is the high 
computational cost which, consequently, implies a slow 
channel prediction. Therefore, several efforts have been 
made to reduce the simulation time. Most of these 
methods are based on the analysis of the topological 
relations between the transmitter position, the objects in
the environment, and the receiver position. The relations 
analysis can be used to establish those objects that yield 
significant propagation paths, reducing in that way the 

complexity of the field prediction problem. This idea 
was exploited in [4], where the visibility tree concept 
was introduced. Subsequently, this concept was 
improved in other works. In [5], a sweep line algorithm 
was developed in order to efficiently obtain the visibility 
tree. In [6], the visibility tree mechanism was improved 
in order to construct the tree and find the paths at the 
same time. The main disadvantage of the visibility tree 
is the dependence on the transmitter and receiver 
positions. If the receiver changes its position the tree 
must be recalculated. 

Other works used the topological information 
without applying the visibility tree concept. In [7], the 
topological information of the environment, which is 
independent of the transmitter and receiver, was 
analyzed to compute the relation between walls only 
once; this information can be used to estimate the wave 
propagation at different receiver points. A different 
approach consists of dividing the coverage area into
sectors where the visibility conditions are evaluated. 
This approach was used in [8], where for each source and 
each receiver a list of visible objects was obtained from 
the sectors information. Recently, virtual sources 
(images) were used to define the so-called ray entities in 
a “brute force” ray tracing tool [9]; one ray entity defines 
a path where a propagation mechanism is present. The 
generation of ray entities was used to reduce the memory 
usage and the computational burden of new ray tracing 
simulations. 

In [10], a spherical wave model was used to obtain 
the multiple-input and multiple-output (MIMO) channel 
from a single-input and single-output (SISO) channel. 
By considering the previous model, a new electric field 
estimation technique based on 3D ray tracing has been 
developed in the presented work. Firstly, all images are 
calculated for one receiver point. Each image represents 
one ray that reaches the receiver point. The developed 
technique modifies the module and phase of each ray in 
order to obtain an appropriate set of rays at a new 
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receiver point. Thus, the new technique is able to predict 
the field at several receivers, whereas the above 
mentioned works, except [7] and [9], depend on the 
receiver position. After the calculation of the new rays 
for each new receiver point, a simple frequency 
extrapolation technique is applied. Therefore, the whole 
technique is able to predict the field at a set of points 
throughout a certain bandwidth from only one simulation 
at one point at one frequency. 

The presented technique has been validated through 
a comparison with data obtained from measurements in 
the 60 GHz band. This band has been selected because it 
is a very promising option for the deployment of future 
Gbps wireless systems [11]. The design and deployment 
of these systems needs fast and reliable field prediction 
techniques and channel estimator tools like the one 
developed in this work. Moreover, this band represents a 
difficult test due to the structural complexity of the 
channel in the mm-W band. 

The paper is organized as follows. In Section II the 
field prediction technique, based on the calculation of a 
new set of images, is presented. In Section III the 
frequency extrapolation procedure is shown. Section IV 
presents the validation of the proposed technique by 
means of measurements, and finally Section V shows the 
conclusions. 

II. FIELD PREDICTION TECHNIQUE 
A. Technique explanation 

Ray tracing tools evaluate the total received field 
considering different field contributions at the receiver 
point. Specifically, ray tracing based on image theory 
considers each contribution as a spherical wave that 
departs from one image and reaches directly the receiver 
point. Different types of contributions can be considered: 

• Line-of-sight ray from the transmitter: in this case 
the image is the transmitter itself. 

• Single reflections: each single reflection is 
evaluated from the images of the transmitter with 
respect to the elements of the environment. These 
images are named first order images. 

• Multiple reflections: images of each first order 
image can be calculated; these second order 
images represent double reflection contributions. 
The process of creating new images can be 
applied successively in order to evaluate the 
contribution of multiple reflections (M-order 
reflections). 

• Diffracted rays: in this case, the impact point of 
the wedge where the diffraction takes place must 
be determined. Uniform theory of diffraction 
(UTD) is used to evaluate the diffracted field. 

• Reflections of a diffracted ray: the above 
mentioned diffraction point can be considered as 
a new transmitter. First and higher order images 

of this point can be calculated to evaluate the field 
corresponding to these contributions. 

• Diffracted rays of a reflected ray: a reflected ray 
can be diffracted in one wedge. In this case, the 
diffraction point must be determined taking into 
account the reflection image position. 

In the presented technique, a ray tracing tool is used 
to obtain the images and field contributions at one point. 
The ray tracing tool was developed by our research 
group and considers all previous contributions; in [12], 
the main characteristics of this tool are briefly explained. 
The developed ray tracing tool was validated by 
comparing simulations and measurements of different 
scenarios found in [13] and [14] with simulations 
performed using our tool. We call the simulated point the 
original receiver point. After this first ray tracing 
calculation, the original images and contributions are 
transformed in order to evaluate the contributions at a
new receiver point placed near the original receiver 
point. The transformation is based on a module and 
phase change, as explained below. 

Each type of contribution needs a suitable 
transformation. The original line-of-sight field, 
assuming spherical wave propagation, is shown in Eq. 1: 

,
1

Tx O
LOS O

Tx O

jk RH e
R

�

�

� �� � k Rk RR , (1)

where k is the wave number and RTx-O is the distance 
between the transmitter and the original receiver point 
(O), as seen in Fig. 1. 

The line-of-sight field at the new receiver point can 
be straightforwardly evaluated from the original field by 
applying the transformation shown in Eq. 2:

, ,
( )Tx N Tx O Tx O

LOS N LOS O
Tx N

jk R R RH H e
R

� � �

�

� � �� � �k (k ( ) R , (2)

where RTx-N is the distance between the transmitter and 
the new receiver point (N). 

Fig. 1. Line-of-sight scheme. Original receiver point (O), 
new receiver point (N), and transmitter (Tx) positions are 
shown. The difference between distances, RTx-N-RTx-O, is 
used to calculate the field at the new receiver point. 

The field corresponding to an M-order reflection is  

T

O
N

RTx-N -RTx-O

O
N

O
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calculated using the M-order image: 

,
1 I O

REFL O
I O

jk RH e
R

�

�

� �� �"� k Rk RR , (3) 

where k is the wave number, Γ is the reflection 
coefficient for single reflections and the accumulated 
reflection coefficient for multiple reflections [13], and 
RI-O is the distance between the M-order image and the 
original receiver point. 

Once the original field is evaluated at the original 
receiver point, the reflection field at the new receiver 
point can be estimated by applying the next 
transformation: 

, ,
( )I N I O I O

REFL N REFL O
I N

jk R R RH H e
R

� � �

�

� � �� � �k (k ( ) IRII , (4) 

where RI-N is the distance between the M-order image 
and the new receiver point. In Fig. 2, the particular 
situation of M=1, which corresponds to a single 
reflection ray, is shown; in this case the image is the 
transmitter image. For M=2, which corresponds to a two-
reflection ray, the image used in Eq. 4 to compute the 
desired field is the image of a first-order image. In this 
way, Eq. 4 can be applied for any M-order reflection 
using the appropriate M-order image. 
 

 
 
Fig. 2. Single reflection scheme. The difference between 
distances, RI-N-RI-O, is used to calculate the field at the 
new receiver point. 
 

It is assumed that the reflection coefficient does not 
change in a significant way in the vicinity of the original 
receiver point, this way Γ in Eq. 3 is used in Eq. 4. The 
area where this approximation is acceptable depends on 
the diversity of the environment. If the diversity of the 
environment is high the area will be small; however, 
even in high diversity scenarios, as the one used in this 
work to test the developed method, the reflection 
coefficient remains constant inside an area wide enough 
to characterize the channel with accuracy. 

The field corresponding to a diffracted wave is 
evaluated using the uniform theory of diffraction (UTD) 
as seen in Eq. 5: 

� �
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' '
, 0

'
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, , , , ,

1              , O O

DIF O O O O

jk s s
O O

O

H D L k n
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� � �

� � �
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� � �k �k s� �OssO �'ss ,
 (5) 

where k is the wave number, D is the diffraction 
coefficient introduced by Luebbers in [15], '

O�  is the 
angle between the transmitter and the “0” face, O�  is the 
angle between the original receiver point and the “0” 
face, '

0�  is the angle between the transmitter and the edge 

where the diffraction point is placed, '
Os is the distance 

between the transmitter and the diffraction point, Os  is 
the distance between the original receiver point and the 
diffraction point, and n depends on the angle between the 
“n” face and the “0” face [14]. All these parameters are 
depicted in Fig. 3. 
 

 
 
Fig. 3. Diffraction scheme. The diffraction parameters 
for the original receiver point and for the new receiver 
point are shown. The new receiver point has its own 
diffraction impact point in the wedge. 
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The parameter Lo in Eq. 5 is: 
' 2

0
'

sinO O
O

O O

s sL
s s

�
�

�
, (6)

and the parameter A in Eq. 5 is: 
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s s s

�
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, (7)

since the wave is considered to be spherical. 
The diffraction field depends on the impact point 

position as seen in Fig. 3. This impact point depends on 
the receiver position. Therefore, the modification of the 
diffracted wave at the new receiver point implies the 
calculation of a new impact point in the diffraction 
wedge, as depicted in Fig. 3. New angles ( '

N� ,
N� ) and 

distances ( '
Ns , Ns ) must be calculated for the field 

estimation at the new receiver point. Distance '
Os  (

Os )
cannot be used in the new field estimation because this 
distance could be very different to '

Ns  ( Ns ) in terms of 
wavelengths. Thus, the use of '

Os  and 
Os  may yield a 

large difference in the field phase, which affects the 
whole field evaluation. 

The field at the new receiver point corresponding to 
the diffracted wave can be expressed as: 
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where the parameters ' ' '( , , , , , )s s L� � �  have been 
recalculated for the new receiver point, as seen in Fig. 3. 

Single reflections of a diffracted wave are also 
considered as contributions to the total received field. 
The field of such contributions can be evaluated as: 
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where the Γ is the reflection coefficient and Os  is now 
the total distance between the diffraction point and the 
original receiver point. 

As in the previous case, it is necessary to calculate a 
new diffraction point for each new receiver point. The 
new diffraction point implies new diffraction parameters 
as well as a new image, as shown in Fig. 4. Once all the 
new parameters are recalculated, the field at the new 
receiver point due to this type of contribution is 
expressed as follows: 
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where Ns  is the total distance between the new 
diffraction point and the new receiver point, as seen in 

Fig. 4. It is assumed that the reflection coefficient does 
not change in a significant way, so Γ in Eq. 10 is the 
reflection coefficient used in Eq. 9. All the new 
diffraction parameters are recalculated as in the single 
diffraction case. 

Fig. 4. Diffraction plus reflection scheme. The new 
receiver point has its own diffraction impact point, which 
implies a new image called I(N). The image of the 
original impact point is called image I. 

Finally, diffracted rays of reflected rays are 
considered. In these contributions a single reflection 
wave impinges in a wedge and suffers a diffraction 
process before reaching the receiver point. The field 
corresponding to this type of contributions is: 
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where '
Os  is the total distance between the transmitter 

and the diffraction point. This distance is the distance 
from the transmitter image I to the diffraction point, as 
seen in Fig. 5. 

In this case, the new field evaluation does not imply 
a new image calculation as in the diffraction plus 
reflection case shown in Fig. 5. Nevertheless, it is 
necessary again to calculate a new impact point of the 
diffraction wedge. Therefore, new diffraction parameters 
are evaluated as seen in Eq. 12: 

� �
� � � �'

' '
_ ,

'
'

, , , , ,

1                     , N N

REFL DIF N N N N N

jk s s
N N

N

H D L k n

A s s e
s

� � �

� � �

� �

� �" � �k �k s� �NssN
's ss , (12)

where '
Ns  is the total distance between the transmitter 

and the new diffraction point as seen in Fig. 5. 
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Fig. 5. Reflection plus diffraction scheme. The new 
receiver point has its own diffraction impact point. 
 
B. Technique validation through simulations 

The precision of the described field prediction 
technique has been checked in two ways. Firstly, the 
technique results have been compared with simulation 
results obtained from the ray tracing tool. Secondly, the 
usefulness of the technique has been tested by means of 
a comparison with results extracted from measurements. 
In this section we show the comparison with ray tracing 
simulations, and in Section IV we show the 
measurements comparison. 

The measurement (and simulated) scenario, which 
is shown in Fig. 6, is a laboratory located on the first 
floor of the Universidad Politécnica de Cartagena 
research building (Spain). The 4.5 � 7 � 2.5 m laboratory 
is furnished with several cupboards, shelves, desktops, 
and chairs as seen in Fig. 6. A numerical model of the 
scenario has been generated in order to estimate the field 
with the ray tracing tool and with the developed field 
prediction technique. As seen in Fig. 7, the mentioned 
numerical model is a satisfactory representation of the 
measured scenario as it includes the main scenario 
elements. 
 

 
 
Fig. 6. Photo of the measured scenario. 

 
 
Fig. 7. Modeled scenario of Fig. 6. 
 

Two sets of receiver positions (Rx1 and Rx2) and one 
set of transmitter positions (Tx) have been used to test 
the prediction technique. Each receiver set is composed 
of 36 positions distributed in a regular grid, as depicted 
in Fig. 8. The separation between two consecutive 
positions is 2 mm; this distance is lower than λ/2, with 
λ=5 mm at the central frequency of the band. Thus, the 
total coverage of the regular grid is 1 cm � 1 cm. As seen 
in Fig. 8, the transmitter set is composed of 5 positions; 
the separation between two consecutive transmitter 
positions is also 2 mm. The height of the transmitter 
positions is 1.44 m and the height of the receiver 
positions is 1.54 m. 

Thus, the field was simulated with the ray tracing 
tool in the 36 regular grid distributed positions of Rx1 
and Rx2. The developed technique was also used to 
evaluate the field at the mentioned positions from a 
single simulation; in each set, the single simulation was 
performed at a point placed in the central position of the 
corresponding regular grid; this point is the original 
receiver point of Eq. 1-12. In this section, the Tx point is 
the third position of the linear array scheme shown in 
Fig. 8. 

Different contributions were considered in the field 
simulation: single and second order reflections, 
diffracted waves, reflected waves from diffracted waves, 
and diffracted waves from the single reflected waves. 
Furthermore, real omnidirectional antenna patterns were 
included in the simulation in order to represent faithfully 
the performed measurements shown in Section IV. In 
Fig. 9 (a) and Fig. 10 (a), the channel attenuation at 61.5 
GHz estimated with the ray tracing tool is shown for Rx1 
and Rx2, respectively. The difference between the 
attenuation computed with the ray tracing tool and the 
field prediction technique is depicted in Fig. 9 (b) and 
Fig. 10 (b). Both figures show the high accuracy reached 
by the field prediction technique; the maximum error in 

Tx 
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Image I 
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the Rx1 set is below 0.03 dB and in the Rx2 case is also 
very small (0.43 dB). 

Fig. 8. Scheme of the measured and simulated positions. 

(a) 

(b) 

Fig. 9. (a) Attenuation at 61.5 GHz for Rx1 positions, and 
(b) attenuation difference between the ray tracing tool 
and the presented field prediction technique. 

(a) 

(b) 

Fig. 10. (a) Attenuation at 61.5 GHz for Rx2 positions, 
and (b) attenuation difference between the ray tracing 
tool and the presented field prediction technique. 

The presented technique is very accurate in the field 
evaluation of all contributions. The normalized mean 
square error (NMSE) between the simulated and 
predicted field values has been used to compare the 
precision of the new technique in all propagation 
mechanisms considered. The NMSE of a given 
propagation mechanism is defined as: 

, (13)

where P is the number of points in the receiver set 
(P=36), Hsim,i is the total electric field corresponding to a 
propagation mechanism simulated with the ray tracing 
technique in the i-th spatial point, 

simH  is the mean of the 
P values, and Hpred,i is the total electric field 
corresponding to the same propagation mechanism 
predicted with the developed technique at the i-th spatial  
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point. 
In Table 1, the NMSE of the propagation 

mechanisms corresponding to positions sets Rx1 and Rx2 
is shown. The wavelength at 60 GHz is very small; thus, 
any error in the phase transformation or any incorrect 
new image calculation would yield large NMSE levels. 
Nevertheless, the computed NMSE is very low for all 
types of propagation mechanisms, even for the 
Diffr_Refl mechanism in Rx2. Therefore, the presented 
technique will be accurate regardless of the predominant 
propagation mechanism, provided that the original and 
the new receiver points have the same contributions. 

The main advantage of the field prediction 
technique is the time saved in the computation of the 
desired channel response. The simulation of 36 positions 
takes 1000 seconds; the new technique needs only one 
simulation (less than 30 seconds) and 75 seconds for the 
computation of the field at the P=36 receiver points. 
Thus, in this example, the field prediction technique is 
approximately 10 times faster than the ray tracing tool. 
Moreover, as the number of simulated positions 
increases, the new technique becomes more profitable. 
All simulations were performed with a computer based 
on a 64 bits Intel CPU at 3.20 GHz with 8 GB RAM. 
 
Table 1: NMSE for all considered propagation 
mechanisms. Refl corresponds to reflected waves, Diffr 
corresponds to diffracted waves, Diffr_Refl corresponds 
to waves reflected after diffraction, and Refl_Diffr 
corresponds to waves diffracted after a reflection 

Set Refl Diffr Diffr_Refl Refl_Diffr 
Rx1 0.00630 0.00100 0.00730 0.00020 
Rx2 0.00030 0.00020 0.06480 0.00002 

 
III. FREQUENCY EXTRAPOLATION 

PROCEDURE 
A. Frequency extrapolation procedure explanation 

The field prediction technique explained above is 
able to evaluate the field in the vicinity of a given point 
at one frequency. Therefore, the prediction technique is 
limited to one frequency evaluation, which could make 
the technique impractical, especially if the frequency 
channel response evaluation is desired. For this reason, 
we have applied a very simple extrapolation procedure 
to evaluate the field in a given frequency range from the 
contributions at one frequency. The mentioned 
procedure consists of the phase correction in every 
contribution. The field of one contribution can be 
expressed as: 

, (14) 
where R is the total distance traveled by the wave, k1 is 
the wave number at frequency f1, and ϕ1 is a term which 
depends on the reflection coefficients, diffraction 
coefficients, and the antenna pattern. 

We assume that, for all frequencies in the frequency 
range, the reflection and diffraction coefficients remain 
constant. This assumption is feasible even for large 
bandwidths because the electromagnetic properties of 
the materials remain constant in large bandwidths [13]. 
Thus, the extrapolation procedure performs a phase 
correction only in the term which depends on the 
distance: 
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The above equation yields the extrapolated field in 
frequency f2 from the known field in frequency f1. 

The complete technique follows the next steps: 
1. Obtain the contributions and images at one point 

(original receiver point) with the ray tracing tool at 
one frequency. 

2. Apply the field prediction technique explained in 
Section II at a new receiver point at the mentioned 
frequency. This step gives a suitable set of 
contributions for the new receiver point. 

3. Apply the frequency extrapolation procedure to 
every contribution calculated in the previous step. 
This procedure yields a set of contributions at a new 
frequency for the new receiver point. 

 
B. Frequency extrapolation procedure validation 
through simulations 

In order to test the frequency extrapolation 
procedure, the frequency response in the 60 GHz band 
was calculated with the ray tracing tool and with the 
prediction technique. The number of frequency points 
was set to 4096 and the bandwidth ranges from 57 GHz 
to 66 GHz. The prediction technique uses the 61.5 GHz 
frequency to evaluate the original received field. In Fig. 
11 (a), the difference between both frequency responses 
is shown for one point selected from the Rx1 set; the 
selected point corresponds to the one where the error 
performed with the prediction technique was largest at 
61.5 GHz.  In Fig. 11 (b), the same comparison is 
depicted for the worst point of the Rx2 set. Both figures 
show the high accuracy of the complete technique, which 
involves the prediction of the field at a new spatial point 
and the frequency extrapolation. In both cases, the 
transmitter point is the third position of the linear set 
shown in Fig. 8. 

The precision of the new technique is clearly shown 
when the complex impulse response h(τ) (CIR) is 
calculated. The channel is static; therefore the CIR can 
be evaluated from the frequency response by applying an 
inverse Fourier transform: 

� � # $1 ( )h FT H f% �� . (16) 
In Fig. 12 (a) and Fig. 12 (b) the absolute value, 

expressed in logarithmic units, of the CIR evaluated with 
the two techniques is depicted. In Table 2, the root mean 
square delay spread (RMS DS) and the path loss (PL) are 

1 1
1 1

j jk RH H e e� � �� � � k RRR
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shown for the studied CIR. A 30 dB threshold was used 
in the RMS delay spread calculation to keep the most 
energetic paths. The agreement between the original ray 
tracing and the complete technique is excellent, as seen 
in Fig. 12 and in Table 2. 

(a) 

(b) 

Fig. 11. Difference in dB between the frequency 
responses calculated with the ray tracing tool and the 
developed technique. In (a), the difference 
corresponding to the worst point of Rx1 is shown; in (b), 
the difference corresponding to the worst point of Rx2 is 
shown. 

(a) 

(b) 

Fig. 12. CIR calculated with the ray tracing tool and the 
developed technique. In (a), the CIR of the worst point 
of Rx1 is depicted; in (b), the CIR of the worst point of 
Rx2 is depicted. 

Table 2: RMS delay spread and path loss of the CIR 
shown in Fig. 12, which correspond to the worst points 
of the studied sets. These parameters have been 
evaluated for the new prediction technique data and for 
the original ray tracing tool (RT) data 

Position RMS DS (ns) PL (dB)
RT Prediction RT Prediction

Rx1 3.52 3.52 68.62 68.62
Rx2 4.22 4.17 67.75 67.74

IV. VALIDATION BASED ON 
MEASUREMENTS 

The complete technique explained in Sections II and 
III was tested through measurements performed in the 
laboratory shown in Fig. 6. In particular, the frequency 
response was measured for every pair of transmitter and 
receiver positions depicted in Fig. 8. The channel 
sounder is based on a Rohde & Schwartz ZVA67 Vector 
Network Analyzer (VNA). As in the simulations of 
Section III, the measured frequency range was 57–66 
GHz using 4096 frequency points. A 10 Hz intermediate 
frequency was selected and a dynamic range of more 
than 100 dB was obtained. Two amplifiers were used in 
the transmission to compensate for the attenuation of the 
used cables (HXI HLNA-465). The system is through 
calibrated to eliminate the effect of cables and 
amplifiers. The VNA Tx power was set to -10 dBm. 

Both Tx and Rx antennas are vertically-polarized 
omnidirectional antennas (Q-par QOM55-65 VRA) with 
4.5 dBi gain. As in the simulations of the previous 
section, the height of the transmitting antenna was 1.44 
m and 1.54 m for the receiving antenna. Nobody was 
inside the room during the measurements campaign, so 
the channel can be considered as static. 

Once all frequency responses were collected, the 
CIR for every pair of points was calculated by applying 
the inverse Fourier transform operation shown in Eq. 16. 
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The power delay profile (PDP) of each one of the two 
Tx-Rx sets is the ensemble of the corresponding complex 
impulse responses [13]: 

� � 2( )PDP h% %� . (17) 

The PDP of the Tx-Rx sets was also evaluated with 
the field prediction technique. For each one of the five 
Tx positions a single simulation with the ray tracing tool 
was performed. This simulation allowed the calculation 
of the field corresponding to all propagation 
mechanisms, at all Rx set points at the central frequency 
61.5 GHz. The frequency extrapolation procedure was 
then applied in order to obtain the frequency response at 
all points. Therefore, the PDP evaluation with the new 
technique needed: 
1. The calculation of five simulations with the ray 

tracing tool (see Table 3). 
2. Five executions of the spatial field prediction 

technique explained in Section II. This technique is 
at least one order of magnitude faster than the ray 
tracing simulations. 

3. The execution of the frequency extrapolation at each 
one of the Rx points for each one of the Tx positions. 
A total of 36•5=180 executions of this procedure are 
needed. Each execution is very fast as it needs only 
0.85 seconds to evaluate the frequency response for 
one spatial point. 
The time taken by the new technique is very small 

in comparison with the time needed by the ray tracing 
tool as seen in Table 3. The new technique takes only 
668 seconds to evaluate the PDP for each Rx set, 
whereas the ray tracing tool would have needed a huge 
amount of time (the time shown in Table 3 for the ray 
tracing tool is an estimation based on the time needed to 
compute one CIR). The measurements also needed 
several days to be completed, as seen in Table 3. Thus, 
the new technique is a very useful tool to characterize the 
wireless channel. 
 
Table 3: Time taken to calculate the PDP with the new 
technique, time theoretically needed to compute the PDP 
with the original ray tracing tool, and time spent to 
measure the channel. All simulations were performed 
with a computer based on a 64 bits Intel CPU at 3.20 
GHz with 8 GB RAM 

New Technique 

5 
Simulations 
with the RT 

5 Executions 
of Spatial 

Field 
Prediction 

5x36 = 180 
Executions of 

Frequency 
Extrapolation 

Total 
Time 

140 s. 375 s. 153 s. 668 s. 
Ray Tracing Tool 

5x36x4096 = 737280 simulations with the RT 
>238 days 

Measurement Time 
3 days 

The precision of the new technique can be perceived 
in Fig. 13. The new technique is able to properly grasp 
the main propagation mechanisms. For the sake of 
comparison, noise was added to the simulated CIR. 
 

 
 (a) 

 
 (b) 
 
Fig. 13. (a) PDP of the Rx1 set, and (b) PDP of the Rx2 
set. The measured PDP and the PDP obtained through 
the prediction technique are compared. 
 

The accuracy of the new technique has also been 
quantitatively tested. Table 4 summarizes the RMS delay 
spread and path loss of the PDPs. As in Section III, a 30 
dB threshold was used in the RMS delay spread 
calculation. As seen in Table 4, the new technique is a 
reliable tool to characterize the wireless channel, even in 
the complex 60 GHz band. Some differences are found 
in Table 4, i.e., in the PL of Rx2; however, such 
differences are, in part, attributable to the imperfect 
representation of both the antenna patterns and the 
modeling of the scenario. 

The PDP in this work was evaluated in an area of 1 
cm � 1 cm. As the frequency decreases the area needed 
to evaluate the PDP increases. Therefore, one original 
receiver point might not be enough to obtain accurate 
results. In this case, new original receiver points can be 
simulated increasing the accuracy; the proposed 
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technique would be still profitable since the time saved 
is very large as seen in Table 3. 

Table 4: RMS delay spread and Path Loss of the PDP 
shown in Fig. 13. These parameters have been evaluated 
for the new prediction technique data (Pred.) and for the 
measured data (Meas.) 

Position Set RMS DS (ns) PL (dB)
Meas. Pred. Meas. Pred.

Rx1 3.17 3.98 67.64 68.69
Rx2 4.35 4.49 64.50 67.98

V. CONCLUSION 
A very efficient field prediction technique has been 

presented. The new technique firstly evaluates the field 
contributions in the vicinity of one point and secondly 
performs a frequency extrapolation to yield the 
frequency response at all new spatial points. The 
validation results have shown that the precision of the 
new technique is similar to that obtained with the ray 
tracing tool, even at high frequencies where the 
wavelength is very small. Such precision is only reached 
in the vicinity of the simulated point. Nevertheless, this 
spatial limitation is enough to calculate channel 
functions such as the power delay profile. The spatial and 
frequency limits where the proposed method is accurate 
will be studied in future works. The presented technique 
is very fast in comparison with both measurements and 
ray tracing simulations. Therefore, for all the above 
reasons, the new technique permits a fast and reliable 
characterization of the channel. The mentioned ability 
makes the developed technique a useful tool in the 
design of wireless communications systems, especially 
in those that use MIMO techniques and those based on 
ultrawideband technology. 
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Abstract ─ In this study, a small and compact dual 
band-notched microstrip-fed printed monopole 
antenna for ultra-wideband applications has been 
presented. This antenna consists of a square patch 
as radiator and a defected ground structure (DGS). 
In order to generate dual band-notched function, we 
use four slots in the ground plane. A parametric 
study of the proposed antenna is provided to 
achieve the dual band-notched by adjusting the 
lengths of the rectangular-shaped slots. The 
proposed antenna can easily adjust its stop-band 
functions by half-wavelength. Mainly, desired stop-
bands are obtained without any variation on the 
patch. Using of this structure on the ground plane, 
the impedance bandwidth is effectively improved at 
the higher band, which results in a wide usable 
fractional bandwidth of more than 134% (2.7-13.7 
GHz), defined by VSWR<2, with two notched 
bands, covering all the 5.2/5.8-GHz WLAN, 
3.5/5.5-GHz WiMAX, and 4-GHz C-bands. The 
constructed antenna is small (15×15 mm2) when 
compared with previously proposed single- and 
double-filtering monopole antennas with DGS in 
terms of slots on the ground only. The antenna has 
a desirable voltage standing wave ratio (VSWR) 
level and acceptable antenna gain for ultra-
wideband frequency band range. 

Index Terms ─ Defective ground structure,
frequency band notched function, monopole 
antenna, ultra-wideband (UWB) antenna. 

I. INTRODUCTION 
There is a tremendous increase in the 

applications that use the ultra-wideband (UWB) 

technology. After the allocation of the frequency 
band between 3.1–10.6 GHz by the Federal 
Communication Commission (FCC) in 2002, the 
ultra-wideband (UWB) technology has become one 
of the most promising technologies for future high-
data-rate wireless communication and imaging 
systems. One of the key elements in successful 
UWB system is the design of a compact UWB 
antenna with compact dimensions and proper 
characteristics providing wideband characteristic 
over the whole operating band. Different methods 
such as the truncated slot on the antenna patch have 
been proposed for increasing impedance bandwidth 
[1]. Since there are several existing systems 
operating within the UWB frequency spectrum, 
such as the IEEE802.11a WLAN (5.15-5.825 GHz) 
and the IEEE802.16 WiMAX (3.3-3.6 GHz), and 
C-band system (3.7-4.2 GHz), the UWB antenna is 
required to have the capability to notch those bands 
and thus to cancel any interference between those 
systems and the UWB system [2]. A number of 
printed microstrip antennas by combination of 
different types of slots in both patch and ground to 
generate more resonant modes for a wider 
impedance bandwidth have been introduced [3-12]. 
Many reports have appeared about the development 
of the band-notched characteristics which includes 
the capacitively-loaded loop (CLL) resonators [13], 
an open loop notch band resonator [14], a modified 
H-shaped resonator [15], a complementary split-
ring resonator (CSRR) [16], and M-shaped parasitic 
element [17]. In [18], band-notch functions are 
obtained by T-shaped strip inside the slotted 
radiator and a pair of mirror inverted L-shaped slots 
at the two sides of the radiator. Moreover, band-
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rejection characteristics are generated by using a 
resonator at the center of a fork-shaped antenna [19] 
and with employing a U-slot defected ground 
structure in the ground plane on the back side and 
etching a split ring slot in the radiation patch on the 
front side [20]. In [21], by slitting an open-ended 
quarter-wavelength split slot on the back of the feed 
and a short-ended half-wavelength split-ring slot 
near the stepped slot, a second-order notched band 
is achieved. To obtain dual band-notched function, 
defected ground structure (DGS) has been used 
based on without any slots in radiating patch in this 
study. The ground plane is located at the bottom 
layer that is slotted with four rectangular-shaped 
slots. Dual band-notched of proposed antenna is 
achieved by adjusting the dimensions of the slots. 
Regarding defective ground structure (DGS), the 
creating slot in the ground plane provides an 
additional current path which it changes the 
inductance and capacitance of the input impedance, 
resulting in a change in the bandwidth. As a result, 
additional resonance is excited and bandwidth is 
improved, which obtains a fractional bandwidth of 
more than 134% (2.7-13.7 GHz). Compared with 
other reported antennas with DGS, this design has 
relatively small size which it is suitable to be 
integrated in portable devices. Good agreement 
between the measurement and simulation is 
obtained. Radiation patterns of the antenna are 
approximately omnidirectional. Detail of the 
antenna design and comparison between the 
measurement and simulation results are presented. 
 

II. ANTENNA DESIGN 
The schematic configuration of the proposed 

microstrip-fed planar monopole antenna for band-
notched function is shown in Fig. 1. The design of 
proposed antenna is based on a microstrip patch 
antenna that is low profile and simple but it has 
relatively large dimensions (~λg/2, λg is a guided 
wavelength at the center frequency of the UWB) 
and does not satisfy dual-notched bands. To design 
a small and compact antenna with desired 
performance with the following design procedure 
has been used. The dimensions of the patch antenna 
were significantly reduced and the four rectangular-
shaped slots were made within the ground plane. 
The design of the four slots was based on the 
expectation that they can be on the other side of 
substrate when they provide the desired notched 

frequencies. For this purpose, the initial lengths of 
each part of the slots was selected in such a way that 
the total length are about a half of the guided 
wavelength at the desired notched frequency 
(Lslot_1+Lslot_2 ~λg/2) using the approximate effective 
permittivity approach. Based on the DGS, the 
proposed structure is designed to minimize the 
space utilized around patch. It is also expected that 
far-field radiation patterns of the antenna will be 
omnidirectional since the patch is electric small. In 
this design, the antenna is printed on FR4 substrate 
with permittivity of 4.4, thickness of (tsub) of 1.6 
mm, and loss tangent of 0.02. The impedance of 50-
Ω is obtained by width of the feed-line microstrip 
(Wf). In order to show the impact of using the 
defected ground plane, the antenna’s performance 
is simulated for different cases as indicated in Fig. 
2. If the proposed antenna be used without slot_2 
(Fig. 2 (a)) and without slot_3 (Fig. 2 (b)), the 
impedance matching will be poor at the frequency 
band over 5 GHz as shown in Fig. 3. However, this 
frequency band does not notched the desired 
frequency bands in particular at 5.2/5.8 GHz 
WLAN. As shown in Fig. 3 (Fig. 2 (c)), in order to 
generate single band-notched characteristics 
(5.2/5.8-GHz WLAN), we use slot_1 and slot_2. 
By adding slot_3 and slot_4, a dual band-notched 
function is obtained that covers all the 5.2/5.8-GHz 
WLAN, 3.5/5.5-GHz WiMAX, and 4-GHz C-
bands. It is worth mentioning that the DGS 
structure improves the performance at the upper 
frequency band. Also, by DGS, additional 
resonances are excited, and hence the bandwidth is 
increased; especially at the frequency band over 10 
GHz. 
 

 
 
Fig. 1. Geometry of the proposed antenna with DGS 
structure. (Units: mm) 
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Fig. 2 Structure of various antennas used for 
simulation studies: (a) the antenna without slot_2, 
(b) the antenna without slot_3, and (c) the antenna 
with final design. 

Fig. 3. Simulated VSWR characteristics for various 
antenna structures shown in Fig. 2.

For displaying the effect of the parameters 
slot_1, slot_2, slot_3, and slot_4, the simulated 
performance of the antenna is computed for various 
lengths of the proposed antenna. The length of 
slot_1 and slot_2 defines the upper notched band 
(5.07-6.4 GHz), whereas the length of slot_3 and 
slot_4 defines the lower notched band (3.27-4.4 
GHz). The relation between the center of the 
notched bands (fc1 and fc2) and length of notches is 
approximately by: 
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where c, ɛeff, ɛr, h, and Wf are the speed of light in 
free space, effective dielectric constant, dielectric 
constant, thickness of substrate, and the width of the 
feed line, respectively. As a result, the values of the 
designed parameters Lslot_1 and Lslot_2 that are 
centered at the frequencies 5.5 and Lslot_3 and Lslot_4

at the 3.5 GHz can be calculated from (1) and (2). 
The effect of the value of the Lslot_1 and Lslot_2 on 
VSWR is shown in Fig. 4. It can be seen in Fig. 4 
that the center of the band-notch for WLAN is 
determined by the length of the slot_1 and slot_2
indicated in Fig. 2 (c). The length of slot_1 and 
slot_2 is equal to half guided wavelength at the 
center of the rejected sub-band. The effect of the 
value of the Lslot_3 and Lslot_4 on VSWR is shown in 
Fig. 5. The increase in the values cause the lower 
rejected sub-band to shift down in the frequency 
without almost any impact on the upper rejected 
sub-band. It can be seen in Fig. 5 that the center of 
the band-notch for WiMAX is determined by the 
length of the slot_3 and slot_4 indicated in Fig. 2 
(c). The length of slot_3 and slot_4 is equal to half 
guided wavelength at the center of the lower 
rejected sub-band. 

The optimization of the structure is obtained 
using the Ansoft simulator (HFSS) [22]. Optimal 
parameters for the proposed antenna are as follows: 
Wsub = 15 mm, Lsub = 15 mm, Wf = 2 mm, Lf = 7.5 
mm, Wp = 7.5 mm, Lp = 7.5 mm, Lslot_1 = 7.5 mm, 
Lslot_2 = 9 mm, Lslot_3 = 10 mm, Lslot_4 = 11.5 mm. 
For further examining of the whole designed 
antenna, the excited surface current distributions on 
the DGS approach are provided by the simulation 
tool HFSS. As shown in Fig. 6, current concentrates 
mainly in opposite directions around slot_1 and
slot_2 at 5.5 GHz, whereas it concentrates in 
opposite directions around slot_3 and slot_4 at 3.5 
GHz. Thus, the total effective radiation from the 
antenna becomes almost zero. Therefore, the 
antenna impedance changes at these frequencies 
due to the band-notched properties of the DGS 
structure. Figure 7 shows the simulated input 
impedance of the proposed antenna with defected 
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ground structure. As observed, the impedance 
changes nearby the notched resonant frequencies. 
The real part of impedance is close to zero, resulting 
in the mismatch of the antenna at the first and 
second notched frequency bands. 
 

 
 
Fig. 4. Simulated VSWR of the antenna for various 
Lslot_1 and Lslot_2. 
 

 
 
Fig. 5. Simulated VSWR of the antenna with 
various for Lslot_3 and Lslot_4. 
 

 
 
Fig. 6. Simulated current distribution of the dual-
notched monopole antenna at: (a) 3.5 GHz and (b) 
5.5 GHz. 

 
 
Fig. 7. Simulated real and imaginary part of 
impedance of the proposed antenna with notch 
regions. 
 

III. RESULTS AND DISCUSSIONS 
The designed antenna is fabricated (Fig. 8) and 

tested by using an Agilent 8722ES Vector Network 
Analyzer. The effect of the coaxial cable 
connecting the antenna with the VNA becomes a 
main problem in process of measurement. The 
cable distorts the far-field radiation pattern of the 
antenna. Several techniques were introduced to 
decouple the cable, such as using different types of 
baluns, ferrite beads or optic links [23-25]. In order 
to minimize the effect of the cable on the antenna, 
high impedance ferrite beads approach are applied 
along the measurement cable close to its connection 
with the antenna to reflect and/or absorb the 
induced power on the cable. The simulated and 
measured VSWR of the antenna with DGS method 
is shown in Fig. 8. The presented antenna can cover 
the frequency band between 2.7 GHz and 13.7 GHz 
with band-notch characteristics around 3.27-4.4 
GHz and 5.07-6.4 GHz for specified criteria VSWR 
less than 2. There is generally good agreement 
between the simulation and measurement results. 
Figure 9 shows the simulated and measured 
maximum antenna gain of the proposed antenna 
which is used to propose notched bands. The values 
in Fig. 9 depict that the obtained dual band-notched 
antenna has relatively good gain. It also clearly 
shows that the gain values at notch band 
frequencies are significantly lower than at the 
whole frequency band. Figure 10 shows the 
simulated radiation efficiency of the proposed 
antenna. Results of the calculations show that the 
designed antenna features a good efficiency, being 
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greater than 88% across the entire radiating band 
except in two notched bands. The simulated 
radiation efficiencies at 3.5 and 5.5 GHz are only 
about 40 and 50%, respectively. The radiation 
pattern of the antenna is also tested to confirm its 
omnidirectional performance as mainly required by 
the short range indoor UWB communication 
systems. Figure 11 shows the measured radiation 
pattern at 3, 4.5, 7.5 and 10 GHz, in the H-plane 
(xz-plane) and E-plane (yz-plane) knowing that the 
antenna is assumed to be located in the xy-plane. It 
can be seen that radiation patterns in the xz-plane 
are nearly omnidirectional for four frequencies. 

Fig. 8. Measured and simulated VSWR of the 
proposed dual band-notched monopole antenna 
(inset). 

Fig. 9. Measured and simulated maximum gain of 
the proposed antenna. 

Fig. 10. Simulated radiation efficiency of the 
proposed antenna. 

Fig. 11. The Measured radiation patterns of the 
proposed antenna at: (a) 3 GHz, (b) 4.5 GHz, (c) 7.5 
GHz, and (d) 10 GHz. 
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IV. CONCLUSION 
In this paper, a compact planar antenna with a 

new method to create dual band-notched 
characteristics and wide band-width capability for 
UWB applications has been presented. The antenna 
consists of a square patch as the main radiator and 
defected ground structure (DGS). Implementing the 
DGS, the dual band-notched characteristics are 
achieved by means of four rectangular-shaped slots 
at the ground plane. Also by introducing this 
structure, additional resonance is excited and the 
bandwidth is improved, resulting in a fractional 
bandwidth of more than 134%. Simulation and 
measured results are in good agreement and they 
show that the desired band-notch for 
WLAN/WiMAX/C-bands, gain and radiation 
pattern for UWB application can be obtained. The 
designed antenna can be a suitable choice for dual 
band-notched characteristics due to its small size, 
simple configuration, and omnidirectional radiation 
pattern. 
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Abstract ─ In recent years, time reversal (TR) methods 
have been widely employed in microwave imaging (MI) 
applications due to their efficient functionality in 
heterogeneous media. One of the applications turning 
into a great interest is through-wall microwave imaging 
(TWMI). In this paper, classic TR method is applied to 
detect and localize a target obscured by a brick wall 
inside a rich scattering environment using numerically 
generated data. Regarding this, it is shown when the 
signals acquired by a set of receivers are time reversed 
and backpropagated to the background media, finding an
optimum time frame which the constituted image 
represents a true location of the target becomes 
infeasible. Indeed, based on target distance and 
increasing multiple scattering in the media the 
previously-used maximum E-field method and entropy-
based methods fail to select the optimum time frame. As 
a result, an improved procedure named target initial 
reflection method (TIRM) is proposed. Even in the case 
of rich scattering environment, the results show this 
method prevails over the incapabilities of the former 
methods. 

Index Terms ─ Finite-difference time-domain (FDTD), 
optimum focusing, rich scattering environment, target 
initial reflection method (TIRM), through-wall 
microwave imaging, time reversal (TR). 

I. INTRODUCTION 
In the area of microwave imaging (MI), the great 

interest on detection and localization of objects through 
walls and obstacles has been emerging in recent years. 
This phenomenon basically arises from various unique 
civilian and military applications, including non-
destructive evaluations, earthquake search and rescue 
missions, hostage operations or hostile threat assessment 
situations [1]. In fact, a through-wall microwave imaging 
(TWMI) system would be capable of collecting 
information of the total media consisting of target(s) and 
wall(s), performing a comprehensive process on it, and 
then identify and localize the target. The way of how to 
process the collected data in order to get the best 

performance of the system has opened a gate to the 
advent and development of various techniques in the last 
decade. Encouraging results have been obtained with 
backscattering algorithms [2], synthetic-aperture-radar 
(SAR) [3], polarimetric-based techniques [4], 
tomographic approach [5], and high-speed imaging 
algorithm known as Envelope [6]. 

However, among the processing algorithms, time 
reversal (TR) methods have shown that would exploit 
ultrawideband (UWB) signals and the concept of 
multipath components in the intervening media to 
ameliorate the detection capabilities [7]. Originally, TR 
has been utilized in acoustics [8], but later on has been 
introduced in electromagnetics and more research has 
been carried out on subsurface object imaging [9], 
wireless communication systems [10], bio-malignant 
tissue detection in early stage breast cancer [11]-[13], 
and most recently through-wall imaging of the obscured 
targets [14]-[17]. 

In TR method, a source radiates a signal to be 
propagated through a media including the target. The 
waves are then reflected and the corresponding data are 
recorded by an array of receivers. By extracting the
target responses from the data, reversing them in time 
and synthetically propagating them back from their 
respective reception points, an image of the scene is 
constituted at each time frame, consequently by utilizing 
an appropriate approach to take an optimum time frame, 
detection and localization of the target becomes possible. 
Furthermore, in TWMI applications, TR entails to detect 
targets through materials including plywood, drywall, 
solid/hollow brick and concrete, which their relative high 
permittivity or inhomogeneous structure may result in 
further burden for selecting the optimum time frame. 

In this paper, we embark on solving the problem of 
finding an optimum time frame which represents a true 
image of the target. In this regard, maximum electric-
field (E-field) method [14] and entropy-based methods 
[11], [12], [15], [16] have been recently employed in 
both TWMI and breast cancer detection scenarios. These 
methods may guarantee maximum amplitude or a tightly 
focused image corresponding to the detected location of 
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the target. However, we show there are situations based 
on target distance and rich scattering environment in 
which the preceding methods fail to image the true 
location of the target. As a result, an alternative 
improved method, based on initial reflection from the 
target, which is robust to the effect of these parameters 
and prevails over previous methods is proposed. 

The rest of the paper is organized as follows: in 
Section II a general description and fundamental theories 
of TR method for inverse scattering problem is 
presented. In Section III, the geometry of TWMI 
problems along with the specifications of computational 
setup which is carried out numerically using finite-
difference time-domain (FDTD) [18] is introduced. In 
Section IV, the methods of finding an optimum time 
frame together with the proposed method are fully 
addressed. The results regarding the performance of the 
methods to successfully localize the target are 
completely demonstrated in Sections V. Finally, in 
Section VI, a summary of the present work and the future 
contributions is drawn. 

II. TR METHOD 
A. TR overview

Time reversal (TR) technique is an imaging method 
based on the invariance of Maxwell’s equations under 
time reversal, which in electromagnetics is known as the 
principle of reciprocity. In general, the procedure for 
detection and localization of the scatterer (target) based 
on TR consists of three main steps shown in Fig. 1. 

Fig. 1. General scheme of TR method. A source radiates 
a signal and the scatterer reflects a portion of it back to 
the TRA. The target responses are then reversed in time 
and backpropagated to the background media, eventually 
space-time focusing is achieved at the target location. 

First, a source radiates a signal to be propagated 
through an arbitrary media including the targets as well. 
Then, the reflected fields from the media are recorded by 
an array of receiving antennas which in an ideal 

situation, should be placed all around the media to 
capture all the possible directions of the reflected waves. 
However, unlike this full-aspect configuration [19], in 
other types of scenarios, it is presumably impossible to 
entirely surround the media and a limited number of 
arrays are particularly feasible. This limited-aspect 
configuration is in prevalent use for the applications
including TWMI and subsurface objects imaging. 
Thereupon, the aim of forward propagation step is to 
collect the data of the media and process them in order 
to image and localize the targets. Accordingly, the data 
can be generated either analytically [7], [20], 
numerically [11]-[14], or physically via on-site 
measurement [21], in which the first two suffices when 
one deals with the development of imaging algorithms in 
the way that spending time and energy on practical 
measurements is almost cumbersome. 

Next, the target response must be extracted from the 
recorded signal at each array receiver. Since the recorded 
signal of the media consists of background clutter plus 
target, assuming that the background is stationary, its 
solo signature with no target in present can be calculated 
and collected at each receiver. Now let’s assign ET and 
EB as the total and background reflected signals, 
respectively. Then for each receiver, the target 
(scattered) response ES is obtained as: 

.S T BE E E� � (1) 
This method of extracting the target response is 

called background subtraction method. In fact, 
extracting the target response is the basis of all TR 
processing methods including Classic TR [11], [12], 
DORT [9], [22], MUSIC [23] and TRAIC [24]. In 
scenarios in which EB cannot be obtained separately, the 
target response is directly extracted from the total 
response by applying a time-window on the total signal 
[9] or matched-filter analysis [25]. However, these 
methods will surely yield more mathematical efforts. 
Additionally, in moving target scenarios, the information 
about EB may not be required and corresponding target 
response can be achieved using the total response 
subtraction of two successive moving target runs. This 
method is called differential TR and is fully addressed in 
[26]. 

In the final step, based on TR processing method 
used in the previous step, imaging and localization of the 
target become possible. By time-reversing (phase 
conjugating in frequency domain) the target responses at 
each array receiver and synthetically propagating them 
back to the background media (no target), the wave 
focuses on the location of target, approximately 
recreating an image of it. It is obvious this step is 
performed computationally either analytically by using 
Green functionals named point spread functions (PSF) 
[27] or numerically including FDTD [11]-[14], TLM 
[28], and Ray-Tracing methods [29]. Despite this, unlike 
the imaging applications, physical back propagation of 
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the waves may be applied in applications involving 
actual retransmission of signals such as destruction of 
kidney stones with ultrasonic waves [30]. 
 
B. TR theory of inverse scattering problem 

General fundamental theories of TR method can be 
addressed as following. Suppose a source located at rs 
which emits a time domain pulse P(t), and an array of K 
receivers each located at rk as in Fig. 2. The fields 
incident on the target area at r ̕ is then given by: 

 
( , ) ( ) ( , , )

              ( ) ( , , )  ,
F F s

F s

E r t P t G r r t

P G r r t d% % %

& &� '

&� �(
 (2) 

where GF(rs,r,t) is the Green’s function between any 
representative point in the media (background+traget) 
and the radiating point in forward-propagation step. 
Noting that physical interaction of antennas are not 
considered and the asterisks * represents time-domain 
convolution. Here, for the sake of conciseness we are 
considering scalar two-dimensional form of the fields 
and Green’s functions. Extension to the vector case is 
also straightforward in principle, but may be complicated 
to be expressed in general form. 
 

 
 (a) 

 
 (b) 
 
Fig. 2. TR theory of inverse scattering problem. The 
source is placed at the center of TRA and the 
corresponding Green’s function between TRA and any 
point in the media is specified: (a) forward-propagation, 
and (b) back-propagation. 
 

In continue, the fields are scattered by the target, 
ignoring multiple interactions between the target and the 
background media, which is analogous to first order 
scattering model (Born approximation) [31], the field 
observed at kth receiver is then obtained as in equation 
(3). Considering the higher orders of scattering models 
including second order model and full multiple 
scattering interactions using Foldy-Lax equations are 
also investigated in [32]: 

( ) ( ) ( , ) ( , , )k F ku t B r E r t G r r t ds& & & &'( ( )( )( )( )( )&)( , (3) 

where B(r ̕) is the scattering coefficient of each point on 
the target area. In fact B(r ̕) represents the conversion of 
incident fields E(r,̕t) into equivalent currents that re-
radiate as the secondary sources. 

Reducing the integral in equation (3) using a high-
frequency asymptotic approximation, which is a case for 
well-resolved point like scatterer, uk(t) is simplified to: 
 ˆ( ) ( ) ( ) ( , , ) ( , , )k F s F ku t B r P t G r r t G r r t& & &� ' ' . (4) 
It is notable that (r ̕) accounts for all terms introduced 
by the asymptotic approximation, and thus, can be 
inferred as the average scattering coefficient of the 
target. 

To perform TR process, the scattered fields recorded 
at each array are time-reversed and back-propagated 
from their respective positions. The field observed at 
each point r in the imaging domain is obtained by: 

 
1

( , ) ( ) ( , , )
K

B k B k
k

E r t u t G r r t
�

� � '� , (5) 

where GB(rk,r,t) is the Green’s function between any 
representative point in the background-only media and 
the kth receiver in back-propagation step. Equation (5) is 
solely enough for one to perform an imaging and 
localization process using the collected raw data of uk(t) 
(actually without knowing about the terms appeared in 
(4)), and a precise estimation of GB. The way to estimate 
GB, either analytically or numerically is the main core of 
TR method, particularly for the scenarios in which no 
exact knowledge about the background media is 
available [16]. 

Now, we proceed our discussion to analytically 
investigate and show how a constructive interference 
will happen in the imaging domain where EB(r,t) will 
respond to the target location. Let’s expand equation (5) 
using equation (4) to obtain equation (6) as: 

 1

1

( , ) ( ) ( , , )

ˆ ( ) ( ) ( , , )
 

( , , ) ( , , ) ,

K

B k B k
k
K
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 (6) 

because of reciprocity, 
 

on target 
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( , , ) ( , , )F k F kG r r t G r r t� . (7) 

According to Fig. 2, it is interpreted that the only point 
in which GF(rk,r,t) is equivalent to GB(rk,r,t) is the 
location of the formerly existing target, which means for 
r=r.̕ So, 

( , , ) ( , , )F k B kG r r t G r r t& &� . (8) 

Using equations (7)-(8) and rewriting equation (6) for 
r=r,̕ EB(r,̕t) is obtained as: 

1

ˆ ( ) ( ) ( , , )
( , )

( , , ) ( , , ) .

K
F s

B
B k B kk

B r P t G r r tE r t
G r r t G r r t�

& &� ' �& �
& &' � '�  (9) 

Based on equation (9), ( , , ) ( , , )B k B kG r r t G r r t& &� '  is 
indeed representing a matched-filter with a maximum at 
t=0. As a result, maximum of EB(r,t) happens for spatial-
temporal location of r=r̕ and t=0 (optimum time frame)
which in fact the location of the target.

Further discussion about the interpretation of t=0 is
given in section IV, where we are dealing in more details 
with the optimum time methods to focus the waves on 
the true location of the target. 

III. GEOMETRY AND COMPUTATIONAL 
SETUP 

A. Geometry of rich scattering environment 
The geometries of rich scattering environment for 

TWMI problem considered in this work are shown in Fig 
3. A standard commercial solid brick cell with εr=4.8 and 
σ=0.001 S/m [33] is used to construct a wall with 10 cm 
thickness at the front and inner partitions with 5 cm 
thickness behind it. A linear array with aperture size of 
a=90 cm consisting of 16 isolated z-directed 
infinitesimal electric dipoles with equidistant separation 
of 6 cm are placed 20 cm in front of the wall to act as the 
receiving probes. These probes are also in use as the 
transmitter in synthetically backpropagation step of TR 
imaging algorithm. A z-directed electric dipole is also 
placed at the center of the array line as the monostatic 
transceiver to cylindrically radiate the excitation signal 
toward the scene in TMz mode. More information 
regarding TEz and full polarimetric polarization can also 
be found in [34]. A cylindrical disk scatterer with 
diameter D=6 cm and distance L away from the array 
with εr=47 is introduced as the target in near distance for 
L/a<1 (Fig. 3 (a)) and far distance for L/a>1 (Fig. 3 (b)).
The locations of the target are shown in Table 1. 

Table 1: Target locations for TWMI problem 
Target Location (x,y) (70,40) (160,85)
Distance Ratio L/a (near) < 1 (far) > 1

(a) 

(b) 

Fig. 3. Geometry of rich scattering environment for 
TWMI problem. The source (dot) and TRA (stars) are 
shown. The aperture size and target distance are also 
denoted by a and L, respectively. The target is located at: 
(a) near distance, and (b) far distance. 

B. FDTD computational setup
Both forward-propagation and back-propagation 

steps of TR method are carried out numerically using 
two-dimensional finite-difference-time-domain (FDTD) 
method. Taking into account the standard FDTD 
notation, the update equations of back-propagation step 
for TMz case take the following form as in equations 
(10)-(12).
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where n′ is the time step corresponding to 
backpropagation step. The 2D computational domain is 
gridded into dimensions of X×Y=180×130 cm, with a 
uniform spatial discretization of Δx=Δy=Δs and a time 
step of Δt (the stability Courant Factor Sc=c*Δt/Δs is 
chosen to be 0.5). The value of Δs is so assigned to create 
at least 10 nodes per λm, where λm denotes the 
wavelength corresponding to the maximum frequency 
content of the excitation signal. The maximum runtime 
is also set to maxtime=600Δt for near distance target and 
maxtime=1200Δt for far distance target which are 
sufficiently enough for the incident wave to travel from 
the source to the right end of the domain in a round-trip. 
The boundary condition is also a convolutional perfectly 
matched layer (CPML) formulated with recursive-
convolution technique to provide reflectionless 
truncation of the computation domain. The thickness of 
CPML is set to 5Δs at all four sides of the boundaries. 

It is also worth noting that in medium with high 
losses or dispersion, the performance of TR imaging 
based on standard FDTD may become degraded due to 
double attenuation in forward and back propagation 
steps. To dispel this problem, a modification on FDTD 
update equations may be performed at back-propagation 
step in order to compensate for losses or dispersion 
caused by the background media [11], [35]. 
 
C. Excitation signal 

In general, various constraints and specifications 
including particular electrical characteristics of the 
media, signal penetration through wall materials, target 
dimensions, and also portability of the setup will 
determine the best operating frequency range for 
microwave penetrating radar (MPR) systems. Practically 
such systems operate in the range of 0.5-10 GHz [36] and 
a minimum system bandwidth of nearly to 30% with 
respect to the center frequency is essential for providing 
sufficient resolution for target detection [4]. In this work, 
a UWB Modulated Gaussian pulse is considered as the 
excitation sources by: 

 � �
2

( ) .sin 2 ( )
s

p
p s

t t
t

P t e f t t+

 �
� �� �
	 �

�

� � , (13) 

where tp and ts are temporal width and temporal shift, 
respectively, which specify the spectrum bandwidth of 
P(t) and fp is the center frequency. These parameters are 
then assigned as fp=1.95 GHz, tp=0.35 ns and ts=2*tp 
which stimulate the target in Mie (resonance) scattering 
mode [37]. The excitation pulse and its frequency 
spectrum are also depicted in Fig. 4. 
 

    
 
Fig. 4. Modulated Gaussian excitation signal source and 
its frequency spectrum for fp = 1.95 GHz, tp = 0.35 ns, 
and ts = 2*tp. 
 

IV. OPTIMUM TIME FRAME METHODS 
After exciting the source and collecting the data of 

the reflected signals, we obtain target responses by using 
background subtraction methods. The target responses 
are then time reversed and backpropagated to the 
background media consisting of the front wall and inner 
partitions with no prior information of the target location. 
Accordingly, the computationally backpropagated fields 
constitute an image of the scene at each frame of the 
time. Next, we embark on solving a problem of finding 
an optimum time frame which represents an image of the 
scene with true focusing on target location. 
 
A. Maximum E-field method 

As reported by Zheng, et al. [14], in this method the 
maximum electric field amplitude of the imaging domain 
at each time frame is found and then plotted along the 
time axis. The optimum time frame is then selected as a 
time which corresponds to the maximum of this plot, as: 

 # $&max max 0 1: ( ) ( ),    .optt t E t E t t t t t t& & &� , - - .  (14) 
 
B. Entropy-based methods 

In an ideal full-aspect configuration, the behavior of 
backpropagated waves on target location is such that it 
first converges toward the target and a time after that it 
diverges from it. In order to find a time frame which is 
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corresponding to the convergence-divergence instant, a 
minimum entropy criterion will be defined as in (16) and 
(17) reported by Cresp, et al. [15] and Kosmas, et al.
[11], respectively: 
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where n represents the time frame, (i,j) the grid cell 
coordinates and the summation is over the entire imaging 
domain. The defined entropy is calculated at each time 
frame and a time instant when it becomes minimized is 
selected as an optimum time frame. Unlike the previous 
method, minimum entropy method guarantees a tightly 
focused image rather than maximum field amplitude at 
the focusing point. 

C. Target initial reflection method (TIRM)
In this work, we examine the functionality and 

efficiency of the above focusing methods and investigate 
the situations in which they may fail to image the true 
location of the target. As a result, an alternative optimum 
time focusing method which is valid for all situations and 
prevails over the shortcomings of other methods must be 
utilized. In this part we are attempting to characterize this 
proposed method, named target initial reflection method 
(TI-RM), which is primarily based on ray-tracing 
method. 

Let’s postulate the geometry of a wall and a target 
which is placed in an arbitrary location in free space as
shown in Fig. 5. Now, we follow the transmitted wave 
starting at the source point, propagating into the scene,
possessing interactions with the wall and the target, and 
then reflecting back to the receiving arrays. In addition, 
we are interested to monitor the target response 
waveforms of three particular receivers; the source 
receiver, which corresponds to a receiver at the source 
point (RS), the nearest receiver to the target (RN), and the 
farthest receiver away from the target (RF). The source is 
excited and after a delay of td it reaches to the
corresponded peak value. In its path toward the target, it 
travels the route A1B1, B1C1 and C1D, where D is the 
point which the transmitted wavefront is incident on the 
target. The target scatters the fields and a portion of them 
are received by the arrays. For the source receiver RS, the 
scattered wave travels DC1, C1B1 and B1A1, likewise the 
wave travels DC2, C2B2 and B2A2 to reach to nearest 
receiver RN, and DC3, C3B3 and B3A3 to reach to farthest 

receiver RF. The detailed waveforms monitored by each 
of these three receivers are shown in Fig. 6. 

Fig. 5. Detailed route path of forward and back 
propagated waveforms for source receiver (RS), nearest 
receiver (RN), and farthest receiver (RF).

Fig. 6. Signal waveforms monitored by each of source 
receiver (RS), nearest receiver (RN), and farthest receiver 
(RF). Time reversing and backpropagating the waveform 
is analogous to start propagation from the right end of 
the axis. 

The received fields are then time-reversed and back-
propagated, which is analogous to start the propagation 
from the right end of each waveform (maxtime) and 
move toward the left (Fig. 6). According to the depicted 
waveforms, the first antenna starting backpropagation 
process is the farthest one, it travels along the path 
toward the target up until the time the nearest antenna as 
the last antenna starts backpropagation. Based on Fig. 6, 
it is derived that the two waveforms will simultaneously  

Cresp

Kosmas

Source signal

Target Reflection

maxtime

RN

RF

RS
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reach the target location D if they both travel only the 
remained time amount of t2, which is the stacked time for 
the scattered waveform to travel from the target D to the 
nearest receiver at A2. As a result, these two waveforms 
together with the waveform from the rest of the arrays 
will arrive at the same time to point D and their 
amplitudes are constructively added to each other to 
construct a contrasted image of the location of he target. 
More detailed route path of backpropagated waveforms 
are shown in Fig. 5. 

In other words, the optimum time frame is a time 
instant in which the nearest receiver RN is powered on 
and then continues traveling for t2 sec. To formulize the 
optimum time, we may write: 
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t t t t t

t t
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where t1 is the stacked time for the source waveform to 
travel from starting point A1 to target D or vice versa. 
According to the waveform of the source receiver, 

 1 12
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r d
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t tt t t   t  �
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where tr is the time when the initial reflection from the 
target arrives to the source receiver. As a result by 
knowing the maxtime along with td and tr, substituting 
equation (19) in equation (18), the optimum time frame 
topt could be readily derived as: 

 maxtime  .
2

r d
opt

t tt �
� �  (20) 

The optimum time frame based on TIRM guarantees  

well that the back-propagated waves of the entire 
receivers will simultaneously focus on a desired location 
which represents the target location. In the next section, 
it is investigated that this method yields to accurate 
results even in the case of rich scattering environment. 
 

V. TARGET LOCALIZATION AND 
RESULTS 

In this section, we are going through the localization 
of target for the geometries showed in Fig. 3 and apply 
focusing methods introduced in Section IV to select the 
optimum time frame for target location. Figure 7 shows 
the corresponding curves for each of focusing methods. 
Plots of Fig. 7 (a) and Fig. 7 (b) pertain to near and far 
distance ratios of the target, respectively. The optimum 
time frame derived by TIRM is determined by a vertical 
dashed line in each case. All the curves are plotted 
starting from 200Δt which is an instant the 
backpropagated waves pass the wall, up to the 
corresponding maximum runtime. The curves are also 
normalized with respect to their maximum value in order 
to become possible to be compared with each other. As 
it can be seen, in general plots of maximum E-field 
method have an increasing manner as it reaches to the 
maximum and then starts to descend. The entropy-based 
methods may also face inconsistent manner in the case 
of rich scattering environment rather than a 
monotonically decreasing manner, which is observed in 
the case of free space background [38]. Table 2 shows 
the optimum time frame concluded from the above 
curves for each method. The difference (in terms of Δt) 
between each method with respect to TIRM is also cited 
in the parentheses. 

        
 (a) (b) 
 
Fig. 7. Curves of optimum time frame for Zheng maximum E-field method, Cresp entropy-based method Eq. (16), 
Kosmas entropy-based method Eq. (17), and Target Initial Reflection Method (TIRM). (a) Near distance target, and 
(b) far distance target. 
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Table 2: Optimum time frame concluded from each 
method 

Near 
Distance

Far
Distance

Zheng max E-field 439 (4) 427 (413)
Cresp entropy 439 (4) 733 (107)
Kosmas entropy 222 (213) 200 (640)
TIRM 435 840

Next, the images of spatial refocusing constituted by 
each method are demonstrated in Fig. 8 and Fig. 9 
regarding near distance and far distance target location, 
respectively. The focused wave features a red spot and 
the true location of the target is drawn as a small circle. 
For near distance target (Fig. 8), it is clear from the 
images that the accurate focusing is almost achieved for 
all the methods including maximum E-field method, 
entropy-based methods, and TIRM. However entropy-
based method of equation (17) yields an amount of 
displacement which is observed in the case of rich 
scattering environment. On the other hand, when target 
is located at far distance (Fig. 9), for all methods except 
TIRM, focusing is achieved with considerable amount of 
displacement to left from the true location of the target 
which leads to an inaccurate estimation about the 
existence of the target at its true location. It can be seen 
that no spot representing the target is even constituted for 
maximum E-field method and entropy-based method of 
equation (17). 

More quantitative comparison of the images are 
depicted in Fig. 10, where for each method, the 
difference between the estimated location of the target 
and the true location is calculated and represented on
account of target diameter D. In addition, the same 
results corresponded to free space case is also derived to 
further compare the effect of rich scattering environment 
on the performance of TR optimum time frame methods. 

It is evident from Fig. 10, that when multiple 
scattering in the medium increases, for near distance 
target the performance of entropy-based method of 
equation (17) is degraded. All other methods including 
maximum E-field method, entropy-based method of 
equation (16), and TIRM are improved and they could 
estimate the target with less than 50 percent (0.5ΔD) 
displacement error. This improvement is in accordance 
with the concept of TR method that more scattering in 
the medium increases the spatial-temporal resolution of 
the focused waves. On the other hand, for far distance 
target the performance of all former optimum time frame 
methods are substantially degraded for both free space 
and rich scattering environment. However, the only 
method estimating the location of the target as accurate 
as possible is TIRM with still approximately less than 50 
percent (0.5ΔD) displacement error which is quite 
appreciable. In general, we can conclude that TIRM 
prevails over all other methods without being totally 
dependent on the target near/far locations and free space 
or rich scattering background. 

Zheng Max E-field Cresp Entropy 

     
(a) (b) 

Kosmas Entropy TIRM 

     
(c) (d) 

Fig. 8. The images constituted by TR method for target located at near distance. (a) Zheng Maximum E-field Method, 
(b) Cresp Entropy-based Methods Eq. (16), (c) Kosmas Entropy-based Methods Eq. (17), (d) TIRM. It is seen true 
focusing is achieved for almost of them. However, Kosmas Entropy-based method faces an amount of displacement 
to left with respect to the target. 
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 Zheng Max E-field Cresp Entropy 

    
 (a) (b) 
 Kosmas Entropy TIRM 

    
 (c) (d) 
 
Fig. 9. The images constituted by TR method for target located at far distance: (a) Zheng maximum E-field method, 
(b) Cresp entropy-based methods Eq. (16), (c) Kosmas entropy-based methods Eq. (17), and (d) TIRM. It is seen only 
TIRM leads to a true estimation of the target location. 
 

 
 (a) (b) 
 

Fig. 10. Difference between estimated and true location of the target for maximum E-field method, entropy-based 
methods Eq. (16) and Eq. (17), and TIRM. Both free space and rich scattering environment are investigated for: (a) 
near distance target, and (b) far distance target. 
 

VI. CONCLUSION 
In this paper, TR method was employed to detect 

and localize a target for through-wall microwave 
imaging (TWMI) problem in a rich scattering 
environment. Regarding this, the data were generated 
numerically using FDTD method for both forward and 
back propagation steps. In order to find the optimum 
time frame which represents an image of true target 
location, maximum E-field method, entropy-based 
methods, and the proposed Target Initial Reflection 

Method (TIRM) were introduced. The target was placed 
in two general locations defined as near and far distance. 
The results showed when the target is located at near 
distance the performance of almost all methods 
improved in rich scattering environment compared to 
free space. However, for far distance in both free space 
and rich scattering environment, all methods except 
TIRM significantly failed to accurately estimate the 
target location. In general, TIRM prevailed over all other 
methods without being totally dependent on the target 
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near/far locations and free space or rich scattering 
background. 

Last but not least, future works may include 
investigating the performance of TR imaging technique 
and optimum time frame methods with respect to target 
scattering mode and frequency contents of the excitation 
signal. In addition, employing this discussion to be gone 
through for the media of much heterogeneity including 
biological and under-the-ground imaging applications 
are of great interest. 
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Abstract ─ In this paper, a low complexity approach 
called modified fourth-order cumulants orthonormal 
propagator method (MFOC-OPM) is proposed for 
direction-of-arrival (DOA) estimation of incident 
narrowband signals impinging on a uniform linear array 
(ULA). In the proposed algorithm, the modified fourth-
order cumulants (MFOC) matrix is achieved via 
removing the redundant information encompassed in the 
primary fourth-order cumulants (FOC) matrix, and then 
the direction-of-arrivals (DOAs) estimation of source 
signals can be resolved by exploiting the orthonormal 
propagator method (OPM). Without any spectrum-peak 
searching and eigenvalue decomposition (EVD) of the 
MFOC matrix, the theoretical analysis coupled with 
simulation results show that in comparison with the 
MFOC-MUSIC algorithm, the resultant algorithm can 
reduce computational complexity significantly, as well 
as yield good estimation performance in both spatially-
white noise and spatially-color noise environments.

Index Terms ─ Direction-of-arrival (DOA), fourth-
order cumulants (FOC), orthonormal propagator method 
(OPM), spatially-color noise, spatially-white noise. 

I. INTRODUCTION 
Over the past two decades, the issue of finding the 

direction-of-arrival (DOA) of source signals has 
received considerable attention in array signal 
processing fields such as radar, sonar, underwater 
acoustics, radio astronomy, speaker localization, mobile 
communication systems and wireless communication 
systems [1-2]. The classical high-resolution subspace 
algorithms for direction-of-arrivals (DOAs) estimation, 
such as multiple signal classification (MUSIC) [3-4] and 
estimation of signal parameters via rotation invariance 
techniques (ESPRIT) [5-6] algorithms, have provided 
satisfactory performance. Because these subspace-based 
algorithms break through the limitation of the Rayleigh, 
the super resolution DOAs estimation of the radiation 
sources can be achieved [7-8]. However, the 
aforementioned algorithms are not only sensitive to the 
noise, but also require a priori information of the noise.

In addition, these algorithms employ either the 
eigenvalue decomposition (EVD) or singular value 
decomposition (SVD) to obtain the signal subspace and 
the noise subspace. Therefore, the computational 
complexity of these subspace-based algorithms is high 
especially when the number of sensors and snapshots is
relatively large. This indicates that these conventional 
high-resolution algorithms might not be useful when the 
low-computational cost and highly real-time data 
process are required. 

To alleviate aforesaid drawbacks, various useful 
algorithms have been proposed. Fortunately, the fourth-
order cumulants (FOC) are asymptotically insensitive to 
Gaussian noise. Therefore, FOC have been shown to be 
a promising substitute for second-order statistic (SOS) in 
solving DOA estimation, since it is not necessary to 
know or to estimate the noise covariance as long as the 
noise is normally distributed [9-10], which is a 
reasonable assumption in practical situations. In order to 
reduce computational complexity, the propagator 
method (PM) in [11-12] and its improved algorithm 
called orthonormal propagator method (OPM) [13] are 
presented. The OPM executes a linear operator instead 
of EVD or SVD to obtain the signal subspace and the 
noise subspace, which can decrease the computational 
complexity effectively. Moreover, the OPM can obtain 
the same estimation performance as the high-resolution 
subspace-based algorithms but more efficient in 
computation in medium and high signal-to-noise ratio 
(SNR) conditions. An OPM-like (FOC-OPM) algorithm 
[14], based on FOC, is proposed to achieve good 
estimation performance. However, the computational 
complexity of this method is high since a great number 
of redundant information is contained in the FOC matrix.
In [15], the authors considered the redundancy among 
the FOC matrix through analyzing the effective array 
aperture, which can increase the computational 
complexity greatly. Moreover, due to the finite sampling 
snapshots, there exists an estimation error between the 
FOC statistical matrix of the array received signal and its 
ideal matrix, thus the capacity of DOA estimation 
degrades. 
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In this paper, a novel MFOC-OPM algorithm is 
presented. The emphasis of this paper is on the 
investigation of the computational load. In the presented 
algorithm, the reduced-rank FOC matrix is obtained by 
removing the redundant information encompassed in the 
primary FOC matrix. Meanwhile, the effective extended
aperture of the virtual array keeps unchanged for 
improving estimation performance. Then the DOAs 
estimation of source signals can be estimated by using 
the OPM to reduce computational complexity. 
Compared with the MFOC-MUSIC method in [16], the 
proposed algorithm not only has the advantages of good 
performance but also the reduction of computation. 

The rest of the paper is organized as follows. The 
signal model is briefly introduced in Section II. The 
proposed algorithm is discussed in detail in Section III. 
In Section IV, simulation results are presented to verify 
the effectiveness of the proposed algorithm. Finally, 
some concluding remarks are made in Section V. 

For the purpose of description, the following 
notations are used. Boldface italic lower/upper case 
letters denote vectors/matrices. (·)*, (·)T and (·)H stand 
for the conjugation, transpose and conjugate transpose of 
a vector/matrix, respectively. The notation E(x), cum(x) 
and � separately denote the expectation operator, the 
cumulants, and the Kronecker product, respectively. 

II. SIGNAL MODEL 
Consider M narrowband far-field plane wave 

sources sl(t), (l=1,…,M) impinging on a uniform linear 
array (ULA) with N identical omni-directional sensors, 
where the inter-element spacing is half of the 
wavelength. Assume that the source signals are 
stationary and mutually independent. The noise is the 
additive white/color Gaussian one, and statistically 
independent of the sources. Let the first sensor of the 
ULA be the reference, and then the observed data 
received by the kth sensor can be expressed as:

1
( ) ( ) ( ) ( ) 1, , ,

M

k k i i k
i

x t a s t n t k N1
��

� � �� , ,, (1)

where si(t) is the ith source, nk(t) is the Gaussian noise at 
the kth sensor and αk(θi) is the response of kth sensor 
corresponding to the ith source; 

( ) exp( 2 ( ) sin ),k i ia j d k1 + � 1� (2) 
where λ is the central wavelength, d is the spacing 
between two adjacent sensors. Thus, one column vector,
which contains all the observed data received by N 
sensors, can be achieved: 
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where αi=exp(2π(d/λ)sinθi). Therefore, the matrix form 
of (3) can be modeled as: 

( ) ( ) ( ),t t t�� �X AS N (4)
where X(t)=[x1(t),…,xN(t)]T is the N×1 array output 
vector, S(t)=[s1(t),…,sM(t)]T is the M×1 source vector, 
A=[a(θ1),…,a(θM)] is the N×M array manifold matrix 
and N(t)=[n1(t),…,nN(t)]T denotes the N×1 complex 
Gaussian noise vector. 

Assume that the source signals are zero-mean 
stationary random process, the FOC can be defined as: 
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where ( 1,2,3,4)
mkx m � is the stochastic process. 

Apparently, cum(k1,k2,k3
*,k4

*) has N4 values with the 
change of k1,k2,k3,k4. For simplicity, equation (5) can be 
collected in matrix form, which is denoted by cumulants 
matrix C4. Therefore, the N4 values can be stored in the
N2×N2 matrix C4, and cum(k1,k2,k3

*,k4
*) appears as the 

[(k1-1)N+k2]th row and [(k3-1)N+k4]th column of C4; 
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where B and Cs represent the extended array manifold 
and the FOC matrix of incident source signals,
respectively. � 3B A A , and each column of B is

( ) ( ) ( )θ θ θ� 3b a a . It is obvious that b(θ) is a N2×1
vector, which means that the array aperture of ULA is 
extended. That is, the number of resolved source signals 
is no less than that of sensors. 

III. THE PROPOSED ALGORITHM 
A. The effective array aperture extended 

As proven in [17], an array of N arbitrary identical 
omni-directional sensors can be extended to at most of 
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N2-N+1. Especially, the number of virtual elements is 
2N-1 for ULA according to [17]. In order to discuss the 
effective aperture of ULA, three real elements (N=3) are 
considered, and b(θ) can be expressed in detail as 
follows: 

 

( ) ( ) ( )
[ , , ] [ , , ]
[ , , , , , , , , ] ,

T T

T

θ θ θ
z z z z
z z z z z z z z

� 3

� 3

�

b a a
2 2

2 2 3 2 3 4

1 1
1  

(7) 

where z=exp(j2π(d/λ)sinθ) and a(θ)=[1, z, z2]. Equation 
(7) shows that there is a lot of redundancy in expanded 
steering vector b(θ). That is, only from 1th to Nth and all 
kNth (k=2,…,N) items of the b(θ) are valid, while others 
are redundant ones. In order to eliminate these repetitive 
elements, a (2N-1)×(2N-1) matrix R4 is firstly defined. 
Next, the 1th to Nth and all kNth (k=2,…,N) rows of C4 
are taken out in sequence, and then store these rows in 
the 1th to (2N-1)th row of the new matrix R4. The same 
operation is performed on the 1th to Nth and all kNth 
(k=2,…,N) columns of C4 to obtain the 1th to (2N-1)th 
columns of R4. Similar to equation (6), R4 can be 
expressed as: 

 

( ) ( ) ( ) ( )

( ( ) ( ) ( ) ( ))

( ) ( ) ( ) ( )

( ( ) ( ) ( ) ( ))

,

M M M M

l m i j
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M
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H

s
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cum s t s t s t s t

   = k k k k

cum s t s t s t s t

' '

�

' '

�

����

�

R d d d d

d d d d

DC D

4 1 2 3 4
1 1 1 1

1 2 3 4
1  (8) 

where D denotes the extended array manifold without 
redundancy, and each column of D has the form of d(θ)= 
[1,z,…,z2N-2]T. Therefore, the reduced-dimension R4 not 
only contains all of the information about the original 
matrix C4, but also keeps the extended array aperture 
unchanged. 
 
B. The MFOC-OPM algorithm 

In practical applications, the actual C4 cannot be 
achieved. Therefore, we have to estimate 4Ĉ from the 
received data by array measurements. Instead, we utilize 
the estimated value 4R̂ in place of R4, and then the DOAs 
estimation can be achieved by performing OPM on the 

4R̂ . Under the assumption of the independent sources, 
since D is a Vandermonde matrix as long as θi comes 
from M different directions, the matrix D is column full 
rank. That is, only M rows of the matrix D are linearly 
independent, and the remaining rows of matrix D can be 
expressed as a linear combination of the M rows. 
Without loss of generality, assume that the first M rows 
of matrix D are linear independent, and then the matrix 
D can be partitioned as follows: 

 

1

2

,=
� �
� �
� �

D
D

D
 

(9) 

where the dimension of D1 and D2 are M×M and (2N-1-
M)×M, respectively. The propagator matrix P, which is 
a unique linear operator, can be written as: 
 H

1 2.�P D D  (10) 
Defining: 

 
H H

2 1[ ].N M� �� �Q P I  (11) 
According to (9) and (11): 

 

1H H
2 1 (2 1 )

2

[ ] ,N M N M M� � � � �

� �
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� �

D
Q D P I 0

D  
(12) 

where I(2N-1-M) is a (2N-1-M)×(2N-1-M) identity matrix. 
The equation (12) shows that the columns of Q are 
orthogonal to the extended steering vectors d(θ) and the 
subspace of the d(θ) is equal to the signal subspace. 
According to the orthogonal principle between the signal 
subspace and the noise subspace, the subspace of Q is 
equivalent to the noise subspace. 

Now, the spatial spectrum of the PM algorithm is 
defined as: 

 
H H

1( ) .
( ) ( )

p 1
1 1

�
d QQ d  

(13) 

The key problem of the PM is how to estimate the 
propagator matrix P from the array manifold matrix. 
However, in real environments, the array manifold 
matrix is usually unknown. Obviously, it is known from 
equation (8) that the matrix D is included in the R4. 
Therefore, the propagator matrix P can be estimated by 
substituting R4 for D. In order to improve the estimation 
accuracy, the reduced-dimension 4R̂ is partitioned into 
two submatrices: 

 
41

4

42

ˆ
ˆ ,

ˆ
=

� �
� �
� �� �

R
R

R  (14) 

where the dimension of 41R̂ and 42R̂ are M×(2N-1) and 
(2N-1-M)×(2N-1), respectively, and then the estimated 
propagator matrix P̂ can be obtained by minimizing the 
cost function ˆ( )4 P : 

 
2H

42 41
ˆ ˆ ˆ ˆ( ) ,

F
4 � �P R P R  (15) 

where ||·||F indicates the Frobenius norm, and then the 
optimal solution P̂ is given by: 
 H 1 H

41 41 41 42
ˆ ˆ ˆ ˆ ˆ= ( ) .�P R R R R  (16) 

Then, 
 H H

2 1
ˆ ˆ[ ].N M� �� �Q P I  (17) 

The difference between PM and MUSIC algorithm 
is that the columns of Q̂ are not orthogonal. In order to 
introduce the orthogonalization, the orthonormalized 
matrix 0Q̂ is obtained as follows: 

SHI, LENG, WANG, CHEN, JI: FAST ORTHONORMAL PROPAGATOR DIRECTION-FINDING ALGORITHM 640



H 1/2
0

ˆ ˆ ˆ ˆ( ) .��Q Q Q Q (18) 
Till now, the implementation of the proposed 

algorithm with finite array data can be summarized as 
follows: 
Step 1 Estimate 4Ĉ from the received data by (6).

Step 2 Obtain the reduced-dimension matrix 4R̂ by
removing the redundant items of the expanded 
matrix 4Ĉ  according to (8). 

Step 3 Achieve the linear operator P̂ according to (15)
and (16), and then calculate the orthonormalized 
matrix 0Q̂ based on (18).

Step 4 Estimate the DOAs of source signals with the 
help of the following spatial spectrum 0ˆ ( )p 1 . 

0 H H
0 0

1
ˆ ( ) .

ˆ ˆ( ) ( )
p 1

1 1
�

d Q Q d
 (19) 

C. Complexity analysis 
Regarding the computational complexity, we only 

consider the major part, which involves in cumulant 
matrix construction, the linear operation, EVD 
implementation and one-dimensional (1-D) spectrum-
peak searching. The computational complexity of 
proposed algorithm is analyzed in comparison with the 
MFOC-MUSIC algorithm [14]. For MFOC-MUSIC 
algorithm, the major computations involved are to 
calculate the N2×N2 cumulant matrix C4, to perform EVD 
of the reduced-dimension (2N-1)×(2N-1) cumulant 
matrix R4 and to perform 1-D spectrum-peak searching. 
Therefore, the computational complexity of the MFOC-
MUSIC algorithm is O((9N4L)+(4/3)(2N-1)3+ 
(180/∆θ)(2N-1)2), where L and ∆θ denote the number of 
snapshots and the scanning interval, respectively. For 
proposed MFOC-OPM algorithm, the major 
computational complexity is to form one N2×N2

cumulant matrix C4 and perform the linear operator on
the reduced-dimension (2N-1)×(2N-1) cumulant matrix
R4, since it doesn’t require EVD and spectrum-peak 
searching. Therefore, the computational complexity of 
the proposed algorithm is O((9N4L)+(M(2N-1)2)). From 
the analysis above, it is obvious that the proposed 
algorithm has lower computational cost than the MFOC-
MUSIC algorithm, especially when the number of 
sensors and snapshots increases. 

IV. SIMULATION RESULTS 
In this section, simulation results are provided to 

validate the effectiveness of the proposed algorithm both
in spatially-white noise and spatially-color noise 
environments, respectively. A three-element ULA (N=3) 
with λ/2 spacing is employed. Consider three mutually 
independent far-field source signals (M=3) coming from 
{-20°, 20°, 45°}. The noise is assumed to be spatial white 
or color complex Gaussian, and the SNR is defined 

relative to each source signal. The mentioned algorithms 
are carried out by 500 independent Monte-Carlo trials. 
Two performance indices, called normalized probability 
of success (NPS) and average estimate variance (AEV), 
are defined to evaluate the performance of the two
algorithms: 

1
ˆvar

AEV ,  1,
M

ii i M
M

1
�� ��  (20) 

NPS= suc

total

5
6

(21) 

where î1 is the estimate of real i1 . The ϒsuc and Ttotal

denote the times of success and Monte-Carlo trial, 
respectively. Furthermore, a successful experiment is 
that satisfies ˆmax(| |)i i1 1 �� - , and ε equals 0.8 and 1.6 
for comparison versus SNR and snapshot, respectively. 

Experiment 1: AEV and NPS versus SNR 
In the first experiment, we examine the performance 

of the proposed algorithm against SNR. The number of 
snapshots L is 2000, and the SNR is varied from 5 to 25 
dB. Figures 1 and 2 show the AEV of the DOAs 
estimation against input SNR in both spatially-white 
noise and spatially-color noise environments,
respectively. It can be observed from Figs. 1 and 2 that 
the MFOC-OPM provides almost the same performance 
as the MFOC-MUSIC algorithm at low SNR. Figure 3 
displays the NPS of the DOAs estimation against the 
SNR. Similar to Figs. 1 and 2, Fig. 3 achieves a similar 
performance to the MFOC-MUSIC algorithm even if at 
low SNR. Moreover, as the SNR increases, the 
performance curves of each figure tend to become 
consistent. Although the MFOC-OPM performs quite 
like MFOC-MUSIC algorithm at low, medium and high 
SNR, the computational complexity of the proposed 
method is significantly lower than that of the MFOC-
MUSIC algorithm. The reason is that the proposed 
algorithm doesn’t require EVD and spectrum-peak 
searching. 

Fig. 1. AEV comparisons versus SNR in white situation.
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Fig. 2. AEV comparisons versus SNR in color situation. 
 

 
 
Fig. 3. NPS comparisons versus SNR. 
 
Experiment 2: AEV and NPS versus snapshots 

In the second experiment, we consider the same 
scenario as the first one at different number of snap-
shots. When the SNR is set to be 10 dB, the performance 
curves of AEV and NPS versus the number of snapshots 
in both spatially-white noise, and spatially-color noise 
environments are plotted in Figs. 4, 5 and 6, respectively. 
It can be seen from Figs. 4, 5 and 6 that the performance 
of the MFOC-OPM is approximately identical to that of 
the MFOC-MUSIC algorithm at low SNR. Furthermore, 
due to the small snapshots case, the curves of the two 
algorithms display sharp fluctuation as the number of 
snapshots is varied from 400 to 800. Moreover, Figs. 4, 
5 and 6 illustrate the performance of the two algorithms 
under the white noise situation is better than that of the 
color noise situation. As the snapshots increases, the 
performance curves of each figure tend to become 
stabilized. Therefore, we can come to a conclusion that 
the estimated performance of the MFOC-OPM and 
MFOC-MUSIC algorithms becomes optimal when the 
snapshots number goes to infinity. However, as the 
analysis given in section III.C, the complexity of the 
MFOC-OPM is obviously smaller than that of the 
MFOC-MUSIC algorithm, and the convergence speed of 

the MFOC-OPM is much faster than that of the MFOC-
MUSIC algorithm due to without using EVD and 
spectrum-peak searching. The merit of the proposed 
algorithm lies in the simple and efficient implementation 
in comparison to the MFOC-MUSIC algorithm. 
 

 
 
Fig. 4. AEV comparisons versus snapshots in white 
situation. 
 

 
 
Fig. 5. AEV comparisons versus snapshots in color 
situation. 
 

 
 
Fig. 6. NPS comparisons versus snapshots. 
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Experiment 3: Computational complexity versus 
number of sensors and snapshots 

In the last experiment, the computational burden 
required by the proposed algorithm is compared with the 
MFOC-MUSIC algorithm. The number of the source 
signals is set to be M=3. For MFOC-MUSIC algorithm, 
the scanning interval is defined as ∆θ=0.01. Figure 7 
shows the computational complexity of the two 
algorithms as a function of the number of sensors (from 
N=3 to N=10) when the number of snapshots is L=50. 
Figure 8 shows the computational complexity of the two 
algorithms as a function of the number of snapshots 
(from L=100 to L=1000) when the number of sensors is 
N=3. Figures 7 and 8 clearly show that the proposed 
algorithm achieves less computational load than MFOC-
MUSIC algorithm as the number of sensors and 
snapshots increases, respectively. This is consistent with 
the theoretical analysis given in Section III.C. 

Fig. 7. Computational complexity comparison versus the 
number of sensors.

Fig. 8. Computational complexity comparison versus the 
number of snapshots.

V. CONCLUSION 
In this paper, a low complexity DOA estimation 

algorithm called the MFOC-OPM has been proposed. In 
the proposed algorithm, the extended effective array 
aperture can resolve the number of sources more than or 
equal to that of the array elements, and the proposed 
algorithm can almost perform like MFOC-MUSIC 
algorithm especially in low SNR and small number of 
snapshots. Moreover, the proposed algorithm has the 
advantage of reduced computational load due to the fact 
that it doesn’t require EVD and spectrum-peak to obtain 
its signal subspace and noise subspace. Therefore, such
an advantage is highly desirable for practical 
applications when the low-computational cost and 
highly real-time data process are required. Simulation 
results demonstrate the effectiveness of the proposed 
algorithm both in spatially-white noise and in spatially-
color noise environments. 
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Abstract─ In this paper a novel hexagonal-circular 
Fractal antenna is proposed for wideband 
applications. The proposed antenna is made of 
iterations of a circular slot inside a hexagonal 
metallic patch with a transmission line and is 
fabricated on low cost epoxy matrix reinforced 
woven glass material. Measurement shows that with 
a dimension of 0.36λ0×0.36λ0×0.0071λ0 (where λ0 is 
the lower edge frequency of the operating band), the 
proposed antenna achieves a wide impedance 
bandwidth ranging from 1.34 GHz to 3.44 GHz 
(88%). The proposed antenna also achieves high 
gain and exhibits a stable radiation pattern which 
makes it suitable for many wireless communications 
such as DCS-1800, PCS-1900, IMT-2000/UMTS, 
ISM (including WLAN), Wi-Fi and Bluetooth. 

Index Terms ─ DCS, Epoxy material, Fractal 
geometry, ISM, wideband, Wi-Fi. 

I. INTRODUCTION 
Recent developments in wireless 

communication have heightened the need for 
wideband antennas with compact size and low cost. 
An antenna is considered as a wideband antenna if 
its impendence and pattern do not change 
significantly over about an octave or more. Several 
methods and approaches have been reported for 
designing antennas with wide and ultra-wide 
operating band in which the periodic structure is one 
of the most common methods [1-3]. Periodic 

geometry has been studied using the fundamental 
concept of Fractal structure for the last few decades. 
Self-similarity and space filling are two common 
properties for designing of Fractal antennas. Self-
similarity leads to multiband while the space filling 
causes the long electrical length. If the antenna 
dimensions are smaller than a quarter of 
wavelength, it cannot be an efficient design because 
of decreasing of radiation resistances [1-5]. 

Most studies in the field of Fractal antenna have 
focused on Koch, Sierpinski and Hilbert, Cantor, 
Minkowski and Fractal tree shapes in recent years. 
The Koch monopole antenna is designed by 
iterating the initial triangle pulse [6]. The Log 
periodic Fractal Koch antenna for UHF band 
application is proposed in [7]. Koch like sided 
Sierpinski Gasket multi-Fractal dipole antenna is 
one of the most important Fractal antennas based on 
the triangle shape and is suitable for multi-band 
application [8]. In designing of the antenna 
proposed in [9], the Sierpinski Fractal shape is 
perturbed and two iteration stages had been 
introduced to achieve dual band centered at 915 
MHz and 1.575 GHz.To yield multiband behavior, 
the antenna proposed in [10] considered two Fractal 
stages of the Sierpinski Gasket as base shape. With 
an overall size of 60×80 mm, the proposed antenna 
achieved dual operating bands centered at 898 MHz 
and 2.44 GHz. By taking the planar Sierpinki 
prefractal as a reference shape, the antenna 
proposed in [11] achieved a multiband behavior 
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with a dimension of 80×80 mm. In [12], a modified 
Fractal slot antenna was presented for DCS, 
WiMAX and IMT applications. By applying 
Minkowski Fractal concept, the reported antenna 
achieved dual operating band of 1.71-1.88 GHz and 
3.2-5.5 GHz. Despite having fairly compact 
dimensions (38.54×75.2 mm), this antenna requires 
a complex structure to create and control dual 
operating band. The CPW-fed slot antenna proposed 
in [13] is based on hexagonal Fractal geometry and 
only applicable for the UWB frequency band. 
However, the realized gain of this antenna is quite 
low. In [14], the hexagonal shape is obtained by 
three iterations with arranging dipole configuration 
that is large in physical size. By using side-fed 
feeding configuration to the hexagonal geometry, 
the antenna proposed in [15] achieved an impedance 
bandwidth of 2.5 GHz (1.1-3.6 GHz). However, the 
reported antenna does not possess a physical 
compact profile having a dimension of 150×150 
mm. To achieve an operating band ranging from 
1.9-2.4 GHz, two parallel slots were incorporated 
into the patch of a microstrip antenna proposed in 
[16]. However, the designed antenna is not suitable 
for portable mobile devices due to its large 
volumetric size of 140×210×10 mm. Tapering the 
radiating patch or ground plane shape and use of 
lossy substrates have also been reported in 
achieving wide and ultra-wide band frequency 
response [17-18]. Despite of wide and ultra-wide 
operating band, none of these reported Fractal 
antennas deal with hexagonal circular geometry 
which could be a new arena in the designing of 
Fractal antenna. 

In this paper, a novel wideband Fractal antenna 
based on hexagonal-circular geometry is proposed 
and designed on epoxy matrix reinforced woven 
glass material. The iterations of a circular slot inside 
a hexagonal metallic patch fed by a transmission 
line help to achieve wide impedance bandwidth 
ranging from 1.34 to 3.44 GHz. The achieved high 
gain and stable radiation patterns makes the 
proposed suitable for being used in various wireless 
applications such as DCS-1800 (1710-1880 MHz), 
PCS-1900 (1850-1990 MHz), IMT-2000/UMTS 
(1885-2200 MHz), ISM (2400-2483 MHz), Wi-Fi 
(2400 MHz) and Bluetooth 

(2400-2500 MHz). Compared to the antennas 
reported in [11-12, 15-16], the proposed antenna is 
compact, simple and easy to fabricate. 
 

II. ANTENNA DESIGN 
The proposed antenna designed on substrate 

material consists of an epoxy matrix reinforced 
woven glass. The fiber glass in the composition is 
60% while the epoxy resin contributes 40% of the 
composition. This composition of epoxy resin and 
fiber glass varies in thickness and is direction 
dependent. One of the attractive properties of 
polymer resin composite is that they can be shaped 
and reshaped repeatedly without losing their 
material properties [19]. Due to ease of fabrication, 
design flexibility, low manufacturing cost and 
market availability, the epoxy matrix reinforced 
woven glass material has become popular in the 
designing of microstrip patch antenna. 

The design of the proposed antenna is based on 
a hexagonal geometry. In the proposed shape, the 
initial shape is a subtraction of hexagonal shape 
with a length of (R1+d1/ ( 3 / 2) and circle with radius 
R1, where d1 is the thickness between hexagonal and 
circle, and is as shown in Fig. 1 (a). The existence 
of edges leads to losses of energies, so the internal 
geometry has been changed to circular. The next 
shape is the subtraction of hexagonal with a length 
of (R2+d2)/ ( 3 / 2) and circle with radius R2, while it 
rotates by 300. This process is continued to seven 
steps, and in every step the shapes are rotated 300. 
The shape can rotate clockwise or counterclockwise 
due to the symmetrical nature of the proposed shape. 
If the proposed shape is chosen to rotate in a 
clockwise (counterclockwise), the other shapes 
should be rotated clockwise (counterclockwise). For 
limiting 3D modulator error, the next iterations are 
constructed so that it introduces interference 
between the main patch and next iteration. The 
metallic concentration between the iterations 
(hexagonal and circle) is about 0.1mm. The 
configuration is the iterations of a circular slot 
inside a hexagonal metallic patch. Figure 1 shows 
the shapes and relations based on their distances 
from the center and design procedure of proposed 
Fractal structured geometry. 
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Fig. 1. Design procedure of the proposed Fractal 
geometry: (a) base shape, (b) first iteration, and (c) 
final shape. 

The variation of return loss for various 
iterations is shown in Fig. 2. It is seen that the 
antenna with higher iteration exhibits better 
impedance bandwidth. It is also observed that the 
base shape with iteration (Itr) 0 has a narrow 
bandwidth which permits to continue the iterations 
up to seven to obtain a wider operating bandwidth. 

Five parameters are considered for the design of 
hexagonal geometry including Ri (length of 
hexagonal and circular), di (difference between the 
lengths of hexagonal and circle), LT (length of 
transmission line), LG (side length of ground plane), 
and WT (width of the transmission line) that their 
relations are based on the following equations: 

i = 1, 2, 3,…...N, (1) 

and the vertical gap between the ground plane and
the radiating element is: 

. (2) 

Fig. 2. Return loss curves for various iterations. 

The configuration of the proposed antenna is 
shown in Fig. 3. The hexagonal Fractal patch is 
printed on one side of a 1.6-mm thick epoxy woven 
glass material of relative permittivity 4.6, while the 
partial ground plane with side length LG is printed 
on the other side. The hexagonal patch with side 
length R16 is fed by a transmission line. The length 
and width of the transmission line are fixed at LT and 
WT respectively to achieve 50Ω characteristic 
impedance. An SMA is connected to the 
transmission line. The overall electrical dimension 
of the proposed antenna is 0.36λ0×0.36λ0×0.0071λ0

(where λ0 is the lower edge of the operating band), 
which is smaller than the antenna proposed in [11,
16] for DCS, PCS, IMT/UMTS, and ISM 
applications. 

Fig. 3. Configuration of the proposed antenna: (a) 
top view (left side), and (b) bottom view (right side). 

III. ANTENNA SPECIFICATIONS 
The dimension of the perimeter of a hexagonal 

is equal 1 (D = 1) and hexagonal area is called 
Shexagonal with dimension of 2 (D = 2), so the 
dimensions of the proposed shape are between 1 and 
2 (1<D<2). Due to existing of two types of shapes 
(hexagonal and circular), the dimension of the 
proposed geometry is not able to be figured out only 
by one scale factor. In the first step, the equivalent 
hexagonal shape with circular shape can be 
calculated according to the relation (4). Then the 
dimension of the new proposed Fractal shape can be 
computed according to the relation (6). 
(1.5√3)×(R1

2-Rn
2) is scale factor where R1 is the 

length of the first hexagonal and Rn is the length of 
the equivalent hexagonal with the circle radius of 
nth iterations. 

Sn is the area of the nth iterations that is 
determined with relation (5). The hexagonal area 
Shexagonal is defined as: 
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 . (3) 
Rn, the length of the corresponding hexagonal with 
a circle radius of nth iterations can be written as: 

 , n=2, 3, 4,.. (4) 

The area corresponding to the hexagon-circular 
Fractal area of nth iterations is: 

 , (5) 

 . (6) 

The first design is done with R16 = 27.6 mm and 
d = 0.5 mm, that d is constant for all the iterations. 
The dimensions for the proposed geometry to 7 
iterations are arranged in Table 1. It can be observed 
that increasing iterations enhance the dimension, so 
lead to increasing the electrical length. 
 
Table 1: Dimension of the proposed Fractal 
geometry for various iterations 

Iteration Base 
Shape 

First Second Third 

Dimension 
(mm) 1.0025 1.1389 1.2303 1.3040 

Iteration Fourth Fifth Sixth Seventh 
Dimension 

(mm) 1.3692 1.4302 1.4895 1.5488 

 
IV. PARAMETERIC STUDY 

A parametric study is conducted to investigate 
the effects of the different parameters on the antenna 
performances. All the parametric studies have been 
conducted using high frequency simulation software 
from Ansoft. In the simulation, only the parameter 
of interest has been changed and the other 
parameters are kept constant using of the objective 
function � �fS�  with the strategy of � � 10�-fS� , where 

� �fS�  is function of return loss with specified 
parameters, λ = {LT, LG, WT, R16, di: i =1, 2, ., .8}, of 
the proposed antenna that has larger bandwidth. 

The variation of the return loss with λ parameter 
is shown in Fig. 4. It is observed that decreasing and 
increasing of λ from a certain value leads to decrease 
in the bandwidth. Table 2 summarizes the effects of 
λ on bandwidth performances with various values. 

The variations of the return loss with R16 (length 
of last hexagonal structure) are shown in Fig. 5. It is 
observed that decreasing and increasing of R16 from 

a certain value leads to decrease in the bandwidth. It 
can be seen from the Fig. 5, that a value of 27.6 mm 
for R16 can maintain the good impedance bandwidth 
with better return loss values. The variation of the 
return loss with LT (length of transmission line) is 
depicted in Fig. 6. 

 
 
Fig. 4. Effect of λ on return loss characteristics. 
 
Table 2: Variation values for all λ parameters 
Parameter(mm) λ'2 λ2 λ"2 
LT 27 24 20 
LG 26 23 19 
WT 4 3.3 2 
R16 30 27.6 20 
d1 0.4 0.47 0.36 
d2 0.67 0.3 0.445 
d3 0.45 0.65 0.4 
d4 0.45 0.35 0.68 
d5 0.42 0.4 0.49 
d6 0.35 0.4 0.32 
d7 0.5 0.44 0.5 
d8 0.42 0.5 0.42 

 

 
 

Fig. 5. Effect of R16 on return loss characteristics. 
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Fig. 6. Effect of LT on return loss characteristics. 

In the simulation of performance analysis of LT

versus frequency, only the value of LT is varied 
while the other parameters are kept constant at R16 =
27.6 mm, WT = 3.3 mm, LG = 23 mm and h = 1 mm. 
It is seen from the plot that decreasing of LT leads to 
decrease in the operating bandwidth, while 
increasing of LT leads to increase in operating 
bandwidth. It is also noted that, decreasing and 
increasing of LT from a certain value leads to a 
mismatch of the input impedance. Based on the 
observations, it is found that a value of 24 mm is an 
appropriate choice for LT in achieving the widest 
operating bandwidth. 

Figure 7 shows the variations of the return loss 
characteristics with the width of the transmission 
line, WT. In optimization, only the value of WT is 
varied while the other parameters are kept constant 
at R16 = 27.6 mm, LT = 24 mm, LG = 23 mm and h =
1mm. It is seen from the figure that, decreasing and 
increasing of the WT leads to decrease the 
impedance bandwidth. It is also observed that, when 
WT decreases and increases from a certain value, the 
impedance matching becomes poor at higher 
frequencies resulting in a bandwidth reduction. In 
this design, a width of 3.3 mm performs with better 
return loss and input impedances. 

The variation of return loss with h parameter 
(the vertical gap between the ground plane and the 
radiating element) is shown in Fig. 8. It can be 
observed that, increasing and decreasing of h from 
the certain value leads to decrease in the bandwidth. 
From the plot in Fig. 8, it is clear that a gap of 1mm 
can maintain the good impedance bandwidth with 
better return loss values. 

Fig. 7. Effect of WT on return loss characteristics. 

Fig. 8. Effect of h on return loss characteristics. 

V. RESULTS AND DISCUSSION 
The characteristics of the proposed antenna 

have been optimized by high frequency simulation 
software HFSS. A prototype with optimized 
dimensions tabulated in Table 3 has subsequently 
been fabricated for experimental verification and 
shown in Fig. 9. The antenna performances have 
been measured in an anechoic chamber using far 
field antenna measurement system and Agilent 
E8362C Vector Network Analyzer. The 
experimental setup was calibrated carefully by 
considering the effect of feeding cable using an 
Agilent digital calibration kit. 

The simulated and measured return losses and 
VSWR of the proposed antenna are depicted in Fig. 
10. It is observed from the plot that the measured 
impedance bandwidth of the proposed antenna is 
ranging from 1.34 to 3.44 GHz, which is equivalent 
88%. A good agreement between the simulated and 
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measured results has been observed. The disparity 
between the measured and simulated results 
especially at edge frequencies is attributed to 
manufacturing tolerance and imperfect soldering 
effect of the SMA connector. 
 
Table 3: Optimized antenna parameters 
Parameter Value 

(mm) 
Parameter Value 

(mm) 
LT 30 d3 0.65 
LG 23 d4 0.35 
WT 3.3 d5 0.4 
R16 27.6 d6 0.4 
d1 0.47 d7 0.44 
d2 0.3 d8 0.5 

 

 
 
Fig. 9. Photograph of the realized Fractal antenna. 
 

 
 (a) 

 
 (b) 
 
Fig. 10. Measured: (a) return loss, and (b) VSWR. 
 

The measured phase variation of the input 
impedance of the proposed antenna is shown in Fig. 
11. The phase variation across the entire operating 
band is reasonably linear, except at around 2.2 GHz. 
This linear variation in the phase with frequency 
ensures that all the frequency components of signal 
have the same delay, leading to same pulse 
distortion. 
 

 
 
Fig. 11. Measured phase of the proposed antenna. 
 

Figure 12 shows the peak gain and efficiency of 
the proposed antenna in the frequency range of 1-4 
GHz. It can be observed from the figure that the 
antenna has a good average gain of 4.65 dBi. The 
maximum peak gain is 6.8 dBi at 1.34 GHz. The plot 
of radiation efficiency shows that the maximum 
radiation efficiency of the proposed antenna is 84% 
at 1.34 GHz and the average efficiency is 75% 
across the entire operating band. 
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Fig. 12. Peak gain and radiation efficiency. 

Fig. 13. Measured radiation patterns at different 
frequencies (black line: co-polarized field, orange 
line: cross-polarized field). 

The measured radiation patterns of the proposed 
antenna at 1.5 GHz, 2.75 GHz and 3.44 GHz are 
depicted in Fig. 13. It can be observed from the 

figure that at low frequency of 1.5 GHz both the E-
plane and H-plane patterns are omnidirectional and 
H-plane pattern is characterized with low cross-
polarization level. At higher frequencies of 2.75 
GHz and 3.44 GHz, the E-plane patterns become 
donut shape and main beam slightly tilt away from 
the broad side direction due to higher order 
harmonic, while H-plane patterns almost retains its 
omni-directionality. 

VI. CONCLUSION 
A novel wideband hexagonal-circular antenna 

has been proposed and prototyped for wideband 
applications. The composition of epoxy resin and 
fiber glass material has been used for fabrication due 
to their low manufacturing cost and market 
availability. A design evolution and a parametric 
study of the proposed antenna are presented to 
provide information for designing, optimizing and 
to understand the fundamental radiation 
mechanism. The design of the proposed antenna is 
simple, easy to fabricate, and very suitable to 
integrate into microwave circuitry due to its planar 
profile. Experimental results show that the proposed 
antenna achieved an impedance bandwidth of 
2.1GHz.The nearly stable omnidirectional radiation 
patterns with a flat gain make the proposed antenna 
suitable for DCS-1800, PCS-1900, IMT-
2000/UMTS, ISM, Wi-Fi and Bluetooth 
applications. 
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Abstract ─ In this paper, design and 
manufacturing of a composite right/left-handed 
carved planar (CRLH-CP) antenna with ε μ�
constitutive parameters is introduced. The 
composite right/left-handed transmission line 
(CRLH-TL) is introduced as a general TL 
possessing both left-handed (LH) and right-
handed (RH) natures. The proposed antenna is 
constructed of four CRLH unit cells, each of 
which occupies space of 0.004λ0×0.01λ0×0.001λ0,
where λ0 is free space wavelength at 0.5 GHz. 
The antenna practical bandwidth is 120%, so that 
the proposed antenna can be used for frequency 
band from 0.5 GHz to 2 GHz in measurement. 
Also, the antenna gains and radiation efficiencies 
at the operational frequencies f=0.7, 1.5 and 2 
GHz are 3.8 dBi and 53%, 4.85 dBi and 68.5%, 
and 4.3 dBi and 60.2%, respectively. According 
to the results, the proposed minimized ultra 
wideband (UWB) antenna is a good candidate to 
use in the RF electronic devices and embedded 
systems. 

Index Terms ─ Carved Circuit Boards (CCBs), 
Composite Right/Left-Handed Carved Planar 
(CRLH-CP) antenna, embedded systems, 
Metamaterial (MTM), Standard Carved Planar 
Manufacturing Technique (SCPMT), Ultra 
Wideband (UWB) RF electronic devices. 

I. INTRODUCTION 
An antenna is a device that is used to transfer 

guided electromagnetic waves (signals) to 
radiating waves in an unbounded medium, 
usually free space and vice versa (i.e., in either 
the transmitting or receiving mode of operation). 
Antennas are frequency-dependent devices. Each 
antenna is designed for a certain frequency band. 
Beyond the operating band, the antenna rejects 
the signal. Therefore, we might look at the 
antenna as a band-pass filter and a transducer. 
Antennas are an essential part in 
telecommunication systems; therefore, 
understanding their principles is important. There 
are many different antenna types. The isotropic 
point source radiator, one of the basic theoretical 
radiators, is useful because it can be considered a 
reference to other antennas. The isotropic point 
source radiator radiates equally in all directions 
in free space. Physically, such an isotropic point 
source cannot exist. Most antennas’ gains are 
measured with reference to an isotropic radiator 
and are rated in decibels with respect to an 
isotropic radiator (dBi). 

The multitude of potential techniques 
proposed over the years to size reduction of the 
microstrip antennas are mainly based on the 
reactive loading of a patch antenna with suitably 
designed slots, shorting posts and lumped 
elements. These solutions, however, do not 
usually allow obtaining the drastic reduction of 
the antenna dimensions needed for the 
aforementioned applications [9-10-11]. Another 
possibility to the patch size reduction is 
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employment of the dielectric substrates 
exhibiting high-values of the permittivity. 
However, due to the increased excitation of 
surface waves in the substrate, bandwidth, 
efficiency, and shape of the radiation pattern of 
the antenna may be significantly deteriorated [1]. 
Therefore, the aforementioned standard 
techniques do not represent sufficient tools to 
beat the challenge of miniaturized antenna 
design. Some new approaches, based on the use 
of artificially engineered materials and 
metamaterials (MTMs), seem to be more 
promising in this sense, opening the path to 
substantial achievements for the purposes of size 
reduction [12-13-14]. 

In this paper, we have introduced a novel 
minimized ultra wideband (UWB) carved planar 
(CP) antenna based on metamaterial (MTM) 
CRLH-TLs with high gain and efficiency. 
Recently, MTMs based transmission lines have 
been developed and have been shown to exhibit 
unique features of anti-parallel phase and group 
velocities ( )p gv v�  and zero propagation 
constant at a certain frequency at the fundamental 
operating mode [2-3]. Furthermore, 
metamaterials exhibit qualitatively new 
electromagnetic response functions which cannot 
be found in the nature. These metamaterials have 
been used to realize the novel planar antennas. 

The prefix “meta-” has the Greek origin and 
is translated as “outside of,” that allows to 
interpret the term “metasubstances” as structures 
whose effective electromagnetic behavior falls 
outside of the property limits its forming 
components. The analysis of publications on 
various aspects of metamaterials technology 
allows to classify all variety of artificial 
environments depending on their effective values 
of permittivity )(ε  and magnetic permeability 
( )μ  according to the classification diagram 
presented in Fig. 1. 

MTM technology may be caused to 
designing antenna structure with physically small 
size, whereas, this antenna can cover large 
frequency bandwidth [5-6]. 

In this paper, the MTM and carved planar 
technologies on the carved circuit boards (CCBs) 
by standard manufacturing techniques for 
downsizing of the antenna structure are applied. 
Too, with using of the proper inductive and 

capacitive elements including rectangular 
inductors, via holes and Y-formed slots with their 
regulated dimensions, the good performance 
parameters such as bandwidth, radiation gains 
and efficiencies have been achieved. The 
proposed CRLH-CP antenna have advantages of 
small physical size and UWB and good radiation 
properties, planar, low loss, unidirectional 
radiation patterns, simple of construction, and 
also presented antenna can be integrated within 
RF components and embedded circuits. 
 

 
 
Fig. 1. Classification of physical environments 
depending on its effective values of permittivity 

)(ε  and magnetic permeability ( )μ  [4]. 
 

The paper is classified as follows. Section II 
expresses the design procedure of the proposed 
CRLH-CP antenna. Section III consists of the 
results. Finally, Section IV concludes the paper. 
 

II. DESIGN PROCEDURE OF THE 
RECOMMENDED CRLH-CP 

ANTENNA 
The proposed antenna design procedure is 

based on a simple topology that incorporates the 
carved planar patches that have been 
implemented on the carved circuit boards (CCBs) 
by standard manufacturing techniques, and also 
rectangular inductors accompanying via holes 
that are connected to ground plane. This topology 
makes it possible to combine the antenna with 
integrated RF electronics. In here, the standard 
carved planar manufacturing technique (SCPMT) 
on the radiation patches for production of series 
capacitances (CL) have been used, which leads to 
foot print area reduction. Furthermore, with 
implement of the minimized Y-formed slots, 
rectangular inductors with adjusted dimensions 
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and uniform excitation mechanism, which caused 
to increase the antenna effective aperture [1], the 
good performance parameters have been 
provided. The proposed CRLH-CP antenna is 
composed of four simplified CRLH unit cells, 
that each are included of a rectangular radiation 
patch with one Y-shaped slot that is carved on the 
radiation patch by standard manufacturing 
technique and a rectangular inductor connected to 
ground plane through a via hole. The equivalent 
circuit model of the proposed antenna structure is 
shown in Fig. 2. 

Fig. 2. Equivalent circuit model of the proposed 
CRLH-CP antenna. 

Figure 3 shows the layout structure of the 
proposed antenna. According to Figs. 2 and 3, in
each unit cell, to production of the series left 
handed capacitance (CL) and the shunt left 
handed inductance (LL) have used a carved Y-
shape slot and a rectangular inductor that is 
connected to ground plane through a metallic via 
hole, respectively. In fact, a purely left/handed 
TL is not physical and can never be realized 
because of the parasitic right/handed effects. 
MTMs with left/handed properties have 
inevasible right/handed properties, known as 

composite right/left hand MTMs. Hence, the 
proposed transmission line structure possesses 
the right-handed parasitic effects that can be seen 
as shunt capacitance (CR) and series inductance 
(LR) [15-16]. The shunt capacitance CR is mostly 
come from the gap capacitance between the strip 
and the ground plane, and unavoidable current 
flows on the patches establishes the series 
inductance LR, which indicates that these 
capacitance and inductance cannot be ignored. 
The structure losses are modeled by RH and LH 
resistances and conductance; i.e., RR, RL, GR and 
GL. In this antenna structure, the uniform 
excitation mechanism by implementing of two 
ports is applied, so that port 1 is excited with input 
signal and port 2 is matched to a 20 Ohm load 
impedance of the SMD1206 resistance 
components, while size of this load is 4.2 mm and 
is considered into the overall size of antenna 
structure, and also it is connected to ground plane 
through a via hole. This point should be noted 
that, the series capacitances (CL) and the shunt 
inductances (LL) can be adjusted by varying the 
dimension of Y-shape slots and rectangular 
inductors, respectively. This feature provides 
another superior capability that can be used to 
change the performances of the antenna. In this 
design for reach to the desired performances, the 
tuned dimensions and the optimized values of the 
structural components that were obtained of the 
optimization processes of three 3-D full wave EM 
simulators, such as Advanced Design System 
(ADS), High Frequency Structural Simulator 
(HFSS) and CST Microwave Studio are shown in 
Fig. 3. Also, the values of these components; i.e., 
series left handed (LH) capacitances (CL) and 
shunt LH inductances (LL) that were created by 
implement of the Y-shape slots and the 
rectangular inductors are equal to 4.9 pF and 6.2 
nH, respectively. In additional to CL and LL,
amounts of the shunt Right Handed (RH) 
capacitances (CR) and series RH inductances 
(LR), which were created by gap capacitance 
between strips and ground plane and unavoidable 
current flows on the patches are equal to 1.6 pF 
and 1.8 nH, respectively. Also, the losses of the 
antenna structure that have been modeled by RR,
RL, GR and GL are 2.5 Ω, 2.7 Ω, 1.2 and 1.4 ,
respectively. 
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 Simulated prototype 

 
 Fabricated prototype 
 
Fig. 3. Configuration of the proposed Y-shape 
CRLH-CP antenna composed of four unit cells. 
 

The CRLH-CP antenna is designed on a 
Rogers_RO4003 substrate with thickness of 
h=0.8 mm, dielectric constant of 3.38rε �  and 
tanδ=0.0022. The physical size of the antenna is 
0.023λ0×0.01λ0×0.001λ0, where λ0 is the free 
space wavelength at 0.5 GHz; thus, the length, 
width and height of the antenna are 14.2 mm, 6.2 
mm and 0.8 mm, respectively. The recommended 
antenna has 1.5 GHz measured bandwidth and 
can be used to frequency band from 0.5 GHz to 2 
GHz in measurement for VSWR<1.5, which 
corresponds to 120% practical bandwidth. In 
addition, the measured radiation gains and 
efficiencies of the CRLH-CP antenna at the 
operational frequencies of f=0.7, 1.5 and 2 GHz 
are 3.8 dBi and 53%, 4.85 dBi and 68.5%, and 4.3 
dBi and 60.2%, respectively. These results 
express that the proposed CRLH-CP antenna has 
good radiation properties and ultra wide 
bandwidth with small size enough to fit on the 
embedded systems and integration into RF 
components. 
 

III. RESULTS AND DISCUSSIONS 
To validate the design processes, the 

proposed CRLH-CP antenna was designed by 
three 3-D full wave EM softwares, they are: 

Advance Design System (ADS), High Frequency 
Structure Simulator (HFSS) and CST Microwave 
Studio and was fabricated on a Rogers_RO4003 
substrate with dielectric constant of 3.38, 0.8 mm 
thickness and tanδ=0.0022. The physical length, 
width and height of the antenna are 0.023λ0, 
0.01λ0 and 0.001λ0, in terms of free space 
wavelength at 0.5 GHz. Figure 4 shows the 
reflection coefficients (S11<-10 dB parameters) of 
the proposed antenna. The antenna bandwidth 
(S11<-10 dB) achieved from the measurement, 
ADS, HFSS and CST Microwave Studio 
simulators are 1.5 GHz and 120% from 0.5 GHz 
to 2 GHz, 1.68 GHz and 135% from 0.4 GHz to 
2.08 GHz, 1.57 GHz and 125% from 0.47 GHz to 
2.04 GHz, and 1.65 GHz and 129% from 0.45 
GHz to 2.1 GHz, respectively. 
 

 
 
Fig. 4. Reflection coefficients (S11<-10 dB 
parameters) of the antenna. 
 

The radiation gains patterns of the proposed 
antenna at the operating frequencies of f=0.7, 1.5 
and 2 GHz are plotted in Fig. 5. As is clear from 
this figure, the radiation patterns have 
unidirectional specifications. The radiation gains 
and efficiencies provided from the measurement, 
ADS, HFSS and CST Microwave Studio at 0.7 
GHz are 3.8 dBi and 53%, 3.9 dBi and 57.1%, 
and 3.95 dBi and 56%, and 3.85 dBi and 55%; at 
1.5 GHz are 4.85 dBi and 68.5%, 4.92 dBi and 
70%, 4.96 dBi and 71.2%, and 4.9 dBi and 69%; 
at 2 GHz are 4.3 dBi and 60.2%, 4.35 dBi and 
63%, 4.4 dBi and 62.8%, and 4.42 dBi and 64%, 
respectively. 
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Fig. 5. Experimental radiation gains patterns of 
the suggested CRLH-CP antenna. 

To validate the design and fabrication 
procedures, the proposed CRLH-CP antenna was 
compared with several conventional antennas and 
their specifications were summarized in Table 1. 

Table 1: Characteristics of some of the 
conventional antennas in comparison to the 
proposed PPMTM antenna 

Table 1-1: Dimensions 

[5]
50.8×25.2×1 mm3 &

0.404λ0×0.2λ0×0.007λ0

at 2.39 GHz

[6]
12×12×3.33 mm3 &

0.093λ0×0.093λ0×0.026λ0

at 2.34 GHz

[7]
60×5×5 mm3 &

0.164λ0×0.013λ0×0.013λ0

at 0.82 GHz

[8]
20×25×0.8 mm3 &

0.23λ0×0.287λ0×0.009λ0

at 3.45 GHz

PROPOSED
14.2×6.2×0.8 mm3 &

0.023λ0×0.01λ0×0.001λ0

at 0.5 GHz

Table 1-2: Bandwidths 
[5] 2.39-2.87 GHz & 18.25%
[6] 2.34-2.54 GHz & 8.2%
[7] 0.82-2.48 GHz & 100.6%
[8] 3.45-3.75 GHz & 8.33%

PROPOSED

Measured: 0.5-2 GHz & 120%
ADS: 0.4-2.08 GHz & 135%
HFSS: 0.47-2.04 GHz & 125%
CST: 0.45-2.1 GHz & 129%

Table 1-3: Gains in dBi (for proposed antenna at 
0.7, 1.5 and 2 GHz, respectively, in each of four 
cases) 

[5] 2.2
[6] 1
[7] 0.4
[8] 2

PROPOSED

Measured 3.8-4.85-4.3
ADS 3.9-4.92-4.35
HFSS 3.95-4.96-4.4
CST 3.85-4.9-4.42

It should be noted that, the simulation 
processes were performed on the infinite GND, 
but due to size limitations and requirements for 
design of the small structure to fit on the RF 
electronic devices and embedded systems, the 
fabrication procedures have been performed on 
the finite GND. Hence, the simulation and 
measurements results have slightly differences. 

IV. CONCLUSION 
A novel composite right/left-handed carved 

planar (CRLH-CP) antenna with minimized size, 
ultra wide bandwidth and good radiation 
properties has been presented and fabricated. In 
the design procedure, for producing series 
capacitances with smaller amounts, the Y-form 
slots with minimized sizes have been 
implemented on the carved circuit boards (CCBs) 
by the standard manufacturing techniques 
(SMTs); also, to obtain the good performance 
parameters, the suitable inductive elements such 
as rectangular inductors with regulated 
dimensions were designed, and for the uniform 
excitation mechanism by applying two ports for 
increase of the antenna, effective aperture have 
been used, so that these ways have caused to 
provide a UWB minimized antenna with 
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appropriate radiation characteristics. The 
physical dimension of the proposed CRLH-CP 
antenna is 0.023λ0 by 0.01λ0 by 0.001λ0, in terms 
of free space wavelengths at 0.5 GHz, which 
corresponds to overall size of 14.2×6.2×0.8 mm3. 
As well as, this antenna has 120% practical 
bandwidth from 0.5 GHz to 2 GHz with 
maximum of 4.85 dBi radiation gain and 68.5% 
efficiency that occur at 1.5 GHz. According to the 
results, the carved planar (CP) UWB minimized 
antenna based on MTM CRLH-TL is sufficiently 
small for integration into RF components for use 
in the UWB RF electronic devices and embedded 
systems. 
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Abstract ─ In this paper, detailed physics-based 
modeling of a power converter drive is proposed. The 
3D finite element (FE) modeling of a power inverter 
was developed and analyzed. An approach in physical 
modeling of the switching activity of the inverter in FE 
is proposed. In addition, the solver was modified and 
implemented for analyzing nonlinear materials in time-
harmonic cases to achieve faster computation. The 
frequency response analysis was also implemented in 
simulation and measurements at various locations from 
the source. The numerical simulation provided the exact 
field solution at any given distance and defined the 
correlation between the electromagnetic fields 
generated by each of these components. The importance 
of this work is to facilitate the ability to evaluate the 
stray electromagnetic field levels used for evaluating 
EMC compliance at the design stage. In addition, the 
recognition of a failure condition inside each 
component of the system by observing the fields is 
another important contribution of this work. The 
optimum operation of the system components for lower 
EMI and optimum design of related shielding for EMC 
evaluation studies are added benefit of this work. 

Index Terms ─ FE analysis, low frequency EMC 
analysis, power electronics drives. 

I. INTRODUCTION 
With the increased development and utilization of 

power electronic drives, the evaluation of low 
frequency stray electromagnetic fields (DC to hundreds 
of kHz) in these devices becomes necessary. Power 
electronic drives have an electric system of significant 
power consisting of power converters, electric motors 
and electric loads. This is in addition to all connecting 
wires and cables which are usually located in close 
proximity within the systems. For example, in electric 
vehicles as an important application of power electronic 
drives, it is a common practice to place the battery stack 
as far as possible from the bodywork to reduce the risk 
of battery damage. This arrangement implies placing 
them just under the seats of the vehicle. It follows that 

during acceleration or deep regenerative braking, there 
might be currents in the hundreds of amperes 
circulating a few centimeters away from the passengers 
[1]. In addition to the effect of the stray field into the 
environment, when harmonic current of low order is 
emitted into a network, the voltage is distorted reducing 
the voltage quality. The level of voltage distortion is 
dependent on the network strength. Similarly, high 
frequency current harmonics may cause the voltage 
harmonics in the network. As a harmonics effect, the 
current harmonics may cause overheating of, e.g., 
neutral conductors and capacitors in three-phase 
systems. Also, the voltage harmonics may upset the 
electronics, e.g., due to multiple zero crossings; 
therefore, the loading capability of induction machines 
may be reduced [2]. 

The equivalent circuit modeling of power 
electronic drives is not applicable for studying the 
radiated emission in the three dimensional areas around 
the drive. Therefore, the physics based modeling is 
proposed in this paper to evaluate the stray field in the 
three dimensional space around the devices. In addition, 
the material properties of the devices and shape 
representation were investigated in this modeling 
process. On the other hand, time-varying electric and 
magnetic fields generate MMFs and EMFs that can 
sustain the fields that compromise the flux. Also, the 
currents and voltages in electric power systems are 
time-varying, which causes stray electromagnetic 
fields. Therefore, there is a need to model the EMI 
generated by these systems to develop designs meeting 
EMC standards. 

Several studies were performed in the area of 
radiated low frequency electromagnetic field (EMF) 
analysis of power electronic devices [3]-[8]. In [3], 
some general principles on how to allocate 
responsibilities between the power grid and connected 
equipment were investigated with the aim to achieve 
electromagnetic compatibility in electric power 
systems. It was shown, in this paper, that in medium 
and high voltage systems, in absence of comprehensive 
equipment emission and immunity standards, it is 
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suggested that the grid responsible party provides 
relevant data such as on voltage dips to the party 
responsible for connecting equipment to the grid. Some 
studies have dealt with the impact of stray EMFs on the 
environment including humans and the operation of 
devices [4]. This test is implemented from very low 
frequencies 5 Hz to medium frequencies 300 kHz. Both 
magnetic and electric fields are tested using gauss 
meters and electric field meters. On the other side, other 
studies were conducted to implement attenuators and 
shielding of the conducted and field bound EMI [5], 
[6]. Akagi, et al., focuses on a line EMI filter and its 
combination with a motor EMI filter, along with their 
effects on attenuation of conducted emission voltage. 
Furthermore, the effectiveness of an EMI filter 
configuration when the filter is applied to the motor 
was discussed [5]. In [6], EMI noises generated in the 
power converter and diffused on the surface of 
conductors are targeted to be controlled. Consequently, 
a new approach based on distributed constant circuit 
theory along with multilayer power printed circuit 
technology was used. 

For developing a model, the equivalent source 
representation as well as the physics based modeling 
were studied. Aouine, et al., designed high and low 
frequency models of the converter for magnetic near 
field by using modeling switching parts by circular 
magnetic dipoles [7]. Moreover, the physics based 
modeling of the power electronic drives in low 
frequency EMF was studied in [8]-[11]. In [8], the 
optimum equivalent source modeling along with the 
physics based modeling of an AC motor was analyzed. 
The idea of loops was enhanced based on optimization 
methods. In addition to the implementation of the 
physics based modeling to machines, this type of 
modeling was also utilized for the power converter 
switches for the study of the conducted EMI [11]. Since 
the conducted EMI mostly exist on printed circuit 
boards (PCB), the FE model of the PCB was studied. 
Also, the optimization of EMI performance was 
accomplished in terms of component placement on the 
PCB [11]. 

There is a need to have a physics based model, 
with all details, for the various system components to 
include the physical effects of stray fields such as 
superposition and shielding. However, this model has 
some issues such as the problem of fast switching of the 
IGBTs and nonlinear commutation curves. Hence, in 
this paper, the three dimensional full finite element 
modeling of a typical power electronic drive at low 
frequency is analyzed. The identified issues with the 
proposed resolutions are explained. The frequency 
response analysis of the power converter drive was 
implemented in the simulation as well as in the 
experimental setup in two cases of setup, one with an 
AC load and the other with an induction motor, as a 

dynamic load. The results of these two cases were 
compared and their application in EMC study was 
discussed. 

II. STRAY LOW FREQUENCY FIELD 
CALCULATION

Assuming an electric component as consisting of a 
series of a large number of infinitesimally short 
conducting elements, each of such elements is so short 
that the current may be considered uniform over its 
length. The field of the entire component may be 
obtained by integrating the fields from all these 
differential elements, with the proper magnitude and 
phases taken into account. It is proposed to review the 
radiation properties of such a differential element, 
named as a short dipole for low frequency propagation. 

A short dipole, also called a Hertzian dipole, is a 
thin, linear conductor whose length l is very short 
compared with the wavelength λ, l should not exceed 
λ/50 which is not an issue for low frequency analysis. 
The wire which is oriented along the z-direction as 
shown in Fig. 1, carries a sinusoidally varying current 
i(t) = I0cosωt, where I0 is the current amplitude. 

Based on the Biot-Savart law and Ampere’s law 
for time-varing volume current, the retarded magnetic 
potential in phasor domain is: 

4

jkR

v

e
dv

R

�

+

�

� (
J

A , (1) 

where J is the current density distribution through 
volume v observed at the p point with the R distance 
and 

p

k
�

8
� , (2) 

is the wavenumber of the propagation medium and 
p8

is the velocity of propagation in the medium between 
the charge distribution and observation point [12]. 

Fig. 1. The electric dipole antenna (the Hertzian 
dipole). 
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The time-variant currents and the potential in (1) 
will lead to an inconstant field with Maxwell equation. 
The reason is that the time-variant fields give rise to 
wave propagation. According to which the effect of the 
source current at a given value of time is felt at a 
distance R from the origin after a time delay of R/υp. 
Conversely, the effect seen at a distance R from the 
origin at time t is due to the current existing at the 
origin at an earlier time (t- R/υp). Thus, for the time-
varying current element I0 dl cosωt az situated at the 
origin, the magnetic vector potential is given by: 

 0 cos( )
4

z

I dl
t R

R

�
� �

+
� �A a , (3) 

where β is R/υp, the phase constant. The magnetic field 
H due to the Hertzian dipole is given by: 
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Equation (4) represents the radiated magnetic field 
due to the Hertzian dipole [13]. Using Maxwell’s curl 
equation for H with J set equal to zero in view of 
perfect dielectric medium, the radiated electric field due 
to the Hertzian dipole would be given by: 
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The stray field of a complex model with thousands 
of dipoles, such as the proposed drive, needs the 
calculation of the field of each of these dipoles using 
equations (4) and (5) as well as a vigorous field 
calculated by using a numerical technique such as the 
FE method. 

The proposed model was accurately built in FE in 
which the above equations are calculated by modifying 
the default equations for obtaining electric and 
magnetic fields. The conductors are modeled as wires, 
which are modified from volumetric model into linear 
model, while their magnetic and electric flux density 
kept constant [CEFC]. The other components which 
have effect on radiated fields, are mainly switches and 
capacitors, which are modelled in 3D, but with some 
modifications that are explained in the following 
section. 
 

III. SIMULATION AND MEASUREMENT 
The proposed setup consists of an inverter, an 

induction machine, connecting cables and an AC load. 
The study was divided into two cases for further 

investigation.  The converter connected to an AC load 
as the case 1 and converter connected to an induction 
motor as case 2. Each study was discussed along with 
its application as follows: 
 
Case 1: Converter connected to the load 

The proposed full finite element model for the first 
case is shown in Fig. 2. This electronic drive consists of 
an inverter, AC load and the armored connection cable. 
The details of the devices are identified in Table 1. 
 

Three Phase
Inverter

Three Phase AC
Load

Cable

 
 
Fig. 2. The prototype of the inverter, load and the 
connection cable. 
 
Table 1: The details of the components in the tested 
setup 
Component Characteristics 

Inverter 

Three-phase, 5.5 kW, 
Switching frequency: 5-kHz, 
Switching algorithm: SVM, 

Length: 30-cm, Width: 30-cm, 
Height: 25-cm, Nominal voltage: 320-V, 

Amp: 20-A 
Electric 

load 3-kW AC load 

Connection 
cable 

XLPE, Diameters: 
Cross-sectional area: 1000 mm2, 
Thickness of insulation: 2.8 mm, 

Nominal thickness of pvc sheath: 2.4 mm, 
Overall diameter: 51 mm, insulated and 

armored PVC sheathed cable 
 

The schematic of the inverter’s circuit is shown in 
Fig. 3. In this simulation, the IGBT module was 
operated for a relatively low switching frequency to 
illustrate the behavior of the circuit. In the PWM 
inverter of Fig. 3, the duty cycle ratio of the input signal 
to the IGBT gate drivers is varied using the space 
vector PWM technique to produce a 60-Hz sinusoidal 
variation of the RL load current [14]. 

The operation of the inverter was divided into six 
sections. During the first ( )/ 3 rad+  of 60-Hz inverter 
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operation, IGBTs Sap, Sbn and Scn are switched on while 
the others are in the off state. This process changes in a 
way to track the reference voltage as [14]: 

2
2 33

( ),
2

j

ref a b cV V V V e
+

! ! !� � � � . (6) 

The inverter operation during other sequences of 
the 60-Hz reference sine wave is similar to the 
aforementioned sequence, except that the opposite 
phase of the bridge is switched on and off. The 
sinusoidal variations of the duty cycle ratios for each 
phase were specified by comparing triangular 
waveforms to the magnitude of the sinusoidal reference 
signal. When the value of the reference sine wave is 
larger than the value of the upper triangle wave, Sap is 
switched on; otherwise, it must be off. The same 
procedure goes within the other IGBTs as well. Figure 
4 shows the simulated load current for the space vector 
PWM (SV-PWM) operation. 

Sap

San

Sbp

Sbn

Scp

Scn

Sap

Fig. 3. Schematic of six switch inverter circuit, [17]. 

Fig. 4. Line current and voltage in the case of SVPWM. 

To model the IGBT switches of the inverter for 
signature studies, the switches must be considered OFF 

for a moment of time and then it must be considered 
ON for the next time instant. This shift occurs based on 
the switching frequency of the converter. In order to do 
this in FE simulation, the plate between the load and the 
positive bus, shown in Fig. 5, is considered a 
conductive plate for the switch-ON case. Subsequently, 
this plate is considered a non-conductive plate for the 
switch-OFF case. This alteration of the conductivity of 
the plate occurs 5000 times in a second due to the 
switching frequency (5 kHz). 

As mentioned earlier, time-harmonic solution 
method is being used. Therefore, the transient 
conditions of the inverter and machines are not 
considered. The base is on the steady-state condition of 
a power train. In order to apply this condition in time-
harmonic solvers, the model was being captured for the 
moments of ON and OFF individually and finally the 
results of the period was accumulated. Since the 
simulation time would increase dramatically if all time-
instants of a time period was considered, hundred time 
instants are measured. 

Fig. 5. Physical model of the inverter switches. 

The simulation was computed in six hours with 
about one million elements including face, line and 
node meshes in the model with six million degrees of 
freedom. The large number of elements is necessary 
because of the very small surfaces, edges and lines of 
the critical part of inverter and cable, as shown in Fig. 
6. The details of FE modeling is reflected in [21]-[23]. 
The simulation was implemented in a fast computer 
with 192 GB ram and 16 core Intel Xeon 3.47 GHz
CPU. 

Since there are two cases in this study, it was 
decided to define two types of results. In case 1, the 
generated fields of the system on three different 
surfaces at a distance in space are considered as the 
result, and in the case 2, the harmonics of the fields and 
the frequency responses are investigated. Hence, in this 
case, the generated stray magnetic and electric fields 
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are obtained in three dimensions at a given distance in 
both switching circumstances. 
 

 
 
Fig. 6. Mesh pattern of the modeled inverter. 
 

Figures 7 (a) and (b) show that, turning on and off 
the switches have the effect only on the amplitude of 
the magnetic field density and the spatial distribution of 
the stray magnetic field on the slices doesn’t change 
significantly. This is due to the presence of the AC load 
which is discussed further. On the other hand, the 
electric field which is shown in Fig. 8, illustrates that 
when the switches turn on, the electric field in two 
lateral planes, XY-plane, YZ-plane, increases while the 
field in the XZ-plane decreases. The increase of the 
electric field, in these planes, is due to the flow of 
current in the switches. It is also due to the creation of a 
current loop and its reduction is because of the 
superposition which is, suppression in this case. The 
suppression occurs due to the propagation of fields into 
the other conductive parts of the devices in vicinity; 
therefore, the stray field induced from the imposed 
conductive parts decreases. The reason of the 
suppression is the inverse direction of the induced field 
due to Lenz’s law [15]. Therefore, the induced stray 
field is subtracted from the main stray field and the total 
field decreases as in Fig. 8 (a). 
 

 
 (a) (b) 
 
Fig. 7. Stray magnetic field density of the system: (a) 
IGBT switched on, and (b) IGBT switched off (µT). 

 
 (a) (b) 
 
Fig. 8. Stray electric field of the system: (a) IGBT 
switched on, and (b) IGBT switched off (µV/m). 
 

To recognize which element of the setup has more 
effect on the total field, the stray magnetic field of each 
component in this setup were analyzed individually to 
observe their spectrum and compare it with the overall 
fields. The results are shown in Figs. 9 (a)-(d). 
Comparing Fig. 9 (c) with Fig. 9 (a) and Fig. 9 (b), 
while only the load is switched ON, the stray magnetic 
field has a higher value in comparison with Fig. 9 (a), 
(b) and the total field was affected by it (compare Fig. 9 
(c) with Fig. 9 (d)). The reason is that the AC load has 
bigger conductive elements including iron and copper 
materials compared to the other elements in the setup. 
 

 
(a) (b) 

p

 
 (c) (d) 
 
Fig. 9. Stray magnetic field density of the system (µT): 
(a) only the cable is switched on, (b) only the inverter is 
switched on, (c) only the load is switched on, and (d) 
the whole system is switched on. 
 

In order to investigate the effect of superposition, 
the generated field of a random point (p) of the figures, 
shown in Fig. 9 (c), can be used. For instance, the 
values of a point of the three cases (0, 5 m, 0) of Fig. 9, 
Fig. 9 (a)-Fig. 9 (c), are aggregated. The result is 1.31e-

3 (µT) while the overall maximum point is 1.10e-3 (µT), 
as shown in Fig. 9 (d). This can be due to the 
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dissimilarity of permeabilities and conductivities of the 
elements of the model. If the resistance of an element is 
less than another element in the vicinity while there is 
no shield between them, the EMF will be induced from 
the component with less conductivity into the one with 
higher conductivity [16]. As mentioned above, due to 
Lenz’s law, the field radiated from the induced EMF 
will be the opposite of the main field. Therefore, the 
overall field will be less than the aggregation of the 
fields. 

Case 2: Converter connected to the motor 
In this case, the inverter is connected to an 

induction motor. The aim of this case is investigating 
the radiation of the harmonic fields from the inverter 
while the distance and the speed of the motor change. 
The parameters of the induction motor are: 5.5-kW, 3-
phase, 208-V, PF: 0.85, length: 30-cm, diameter: 25-
cm, number of poles: 4. This case was simulated using 
FE shown in Fig. 10 (a). 

The simulation was computed in six hours with 
950000 elements and 5.7 million degrees of freedom. 
Since the case includes very small elements and also 
nonlinear materials, e.g., the core of the machine, the 
simulation of the inverter connected to the load or 
motor may take 8 hours or more for only one time 
instant. 

(a) 

(b) 

Fig. 10. The scheme of the setup of case 2: (a) FE 
simulation, and (b) measurement. 

Generally, linear or non-linear solvers are being 
used in the FE simulations. In this case, since there are 
several materials with nonlinear characteristics, the 
linear solver cannot be used. On the other hand, using 
nonlinear material rises the simulation time 
dramatically. Hence, a modification in choosing the 
solver and the associated iterative technique was 
employed. Instead of having linear or curved 
commutation curve, the ramp of the curve in several 
zones was calculated (µr1, µr2 …) and used instead of 
the commutation curve in this part, as shown in Table 2.
The benefit of this modification is that the magnetic 
flux density of a component changes in a very small 
period due to the steady state condition of the system. 
For example, the magnetic flux density of the stator 
core of the induction motor is about 1.5-2 T in power 
frequency analysis, 50-60 Hz. For higher frequencies, it 
goes down to under 1 T. Therefore in this case, a 
specific zone of the permeability can be chosen for this 
component. Similarly, the permeability of the other 
components of the system can be chosen based on the 
working frequency. Therefore, having the idle parts of 
the commutation curves of the elements would be 
avoided and the simulation time decreases. This 
algorithm can be defined in the material properties part 
of the FE simulation. 

Table 2: Commutation curve of some material used in 
the simulation 
Material Flux Density (T) Permeability (µ)
Steel (µr1) 0-1.2 1.2×10-3

Steel (µr2) 1.2-1.5 1.5×10-4

Steel (µr2) 1.5-1.8 4.2×10-5

Iron 0.2-0.6 1.3×10-4

In addition to the modification in defining the 
material properties, some modification needs to be 
performed for the solver to have a flexible solution. 
Hence, as the iterative solver, the fast generalized 
minimal residual technique, GMRES, with the Krylov’s 
method as the pre-conditioner was used. The fast 
GMRES is a variant of the GMRES method with 
flexible preconditioning that enables the use of a 
different pre-conditioner at each step of the Arnoldi 
process. The Krylov subspace is a linear subspace 
which enables multi-preconditioning [17]. In particular, 
a few steps of GMRES can be used as a pre-conditioner 
for fast GMRES. The flexibility of this solution method 
is beneficial for the problem with nonlinear material 
characteristics such as the motor’s core. Therefore, the 
simulation time decreases from about 8-9 hours to 
about 20 minutes. More explanation is given in [18]. 

In addition to the simulation, the experimental 
setup was implemented in a chamber which isolates the 
setup from the outside environment, shown in Fig. 10 
(b). The experiment was implemented based on the 
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MIL-STD-462D [19]. The coil antenna and the real-
time spectrum analyzer, which is used in the 
measurement, are specifically for low frequency 
analysis with high precision. The frequency range of 
the utilized coil antenna is between 20-Hz–500-kHz. 
The winding of the antenna is 36 turns of 7-41 litz wire 
shielded with 10 Ohms resistance and 340-μH 
inductance. The antenna and the setup were located 
based on the standards (MIL-461-STD [20], MIL-462-
STD). The spectrum analyzer also covers 1-Hz-3–GHz 
with ±0.5 dB absolute amplitude accuracy to 3-GHz. 
The coil antenna was located at 10 cm away from the 
inverter to obtain the stray magnetic field. The fields 
were transferred to an EMI receiver, real-time spectrum 
analyzer, with a cable of 50-Ω impedance. 

The magnetic field intensity (H-field) generated 
from the setup in simulation is shown in Fig. 11. The 
H-field at 5-kHz frequency is shown on a slice at 10 cm 
away from the setup, the same as experimental setup. 
As illustrated in this figure, the amplitude of the stray 
field around the inverter box is higher than other places. 
The reason is that the switching frequency of the 
inverter is 5 kHz, the same as the frequency depicted 
from the simulation figure. The simulation was 
implemented at several other frequencies. Only the 
switching frequency of the inverter which is 5-kHz, is 
shown here. 

The setup was also implemented experimentally. 
The frequency response from DC to 20-kHz was 
obtained and shown in Fig. 12. 

The unit of the simulation result is µA/m, while the 
unit of the experimental results is dBµA/m. The µA/m 
can be converted to dBµA/m by using eq. (7). Using 
this equation, the peak of the stray magnetic field at 5-
kHz at the given distance is -4.37 dBµA/m 
experimentally, would be 0.61 µA/m which is very 
close to the value in simulation, see Fig. 11; 

 201 10

dB A
mA

m

�

� � . (7) 

 

 
 
Fig. 11. Stray magnetic field intensity of the setup case 
2 at 5 kHz simulated in FE (µA/m). 

 
 
Fig. 12. Measured frequency response of the stray 
magnetic field intensity of the setup case 2 from DC to 
20 kHz (dBµA/m). 
 
IV. APPLICATIONS OF THE FREQUENCY 

RESPONSE ANALYSIS OF THE STRAY 
FIELD 

Following the experimental verification of the 
simulation results, related applications such as 
monitoring of components for the diagnosis of failures 
and shielding were investigated: 

As shown in Fig. 12, the first peak located at very 
low frequency is generated from the induction motor, 
since the motor is working at the power frequency, 60 
Hz. As the working frequencies of the components in 
the system are different, the behavior of each 
component can be investigated individually. This can 
be a very useful hint in monitoring the conditions as 
well as detecting the faults of the motor and the 
inverter. For example in case 2, Fig. 12, if a failure 
occurs in the motor, the peak at the power frequency 
and the related higher harmonic orders will shift along 
the frequency band or the amplitudes would change. 
Similarly, failures to the inverter may cause the same 
type of changes in switching frequency and the related 
higher harmonic orders. Note that, the peaks at 10-kHz 
and 15-kHz in Fig. 12 are due to the second and the 
third harmonics of the inverter. The frequency 
responses in between the harmonics are noises and sub-
harmonics. 

As another application of this case, the shielding in 
the vicinity of the switch, 5 cm, was tested. Figure 13 
shows the frequency response of the stray H-field with 
and without the shield between the switches and the 
antenna by means of simulation and measurement. 
Using a steel shield, Steel 1018, as an example in this 
test, it can be seen that the noises, sub-harmonics 
between the main harmonic orders, decrease 
dramatically. The experimental results show a wider 
band of frequency, DC–20 kHz, as shown in Fig. 14 to 
illustrate the effect of shielding on the other harmonic  
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Fig. 13. Stray H-field of the case2 from DC-7.5 kHz 
(dBµA/m) at 5 cm from the inverter with and without 
shield by simulation and measurement. 

CF: 
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Span: 
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(a) Without shield 

CF: 
8kHz
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-99.6 
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(b) With shield 

Fig. 14. Stray H-field of the case 2 from DC-20 kHz 
(dBµA/m) at 5 cm away from the inverter: (a) without 
shield, and (b) with shield. 

Consequently, considering this test, the main 
harmonics and the related sub-harmonics can help in 

selecting a shield with proper characteristics including 
the permittivity and permeability. Comparing the 
curves of Fig. 13, the simulation result is similar to the 
experimental one. Hence, the proposed shield can be 
studied and optimized using the physics based 
simulation. The permittivity, permeability, conductivity 
and other physical characteristics of the shield can be 
altered and optimized for the best electromagnetic 
compliance or any other purposes using simulation and 
experimental design. 

V. CONCLUSION
In this paper, 3D full finite element modeling for 

the radiated EMI study of a typical power electronic 
drive was implemented. The physical approach for 
applying the switching activity was utilized. In order to 
have the detailed simulation of the model and 
simultaneously consider the non-linearity of 
commutation curve in the frequency analysis, the fast 
GMRES methods with proper pre-conditioners were 
used as the solution method which increases the 
simulation speed. The measurement was also applied 
for verification of the numerical results as well as for 
investigating the stray fields under different operating 
conditions. The results show that the FE model has a 
good accuracy for evaluating the stray fields. Two cases 
of using the inverter in the system were studied and 
their applications were explained. The results show that 
the frequency response of the field can be used for 
assessing shielding arrangements as well as for 
monitoring the conditions of the drive. 
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Abstract ─ An accurate high frequency small signal 
model for MOS transistors is presented. In the proposed 
model, by considering the layout of the MOS transistor, 
it is considered as a three-conductor transmission line. 
Then, a set of current-voltage equations are derived for 
the structure using the transmission line theory. These 
coupled equations are solved by the Finite-Difference 
Time-Domain (FDTD) technique in a marching-in-time 
process. To verify the model, the scattering parameters 
of a 0.13 �m transistor are extracted from the time 
domain results over the 1–100 GHz frequency band and 
compared with the results obtained from the available 
models and commercial simulator. The suggested 
model can be useful in design of various types of high 
frequency integrated circuits. 

Index Terms ─ CMOS technology, distributed analysis, 
FDTD method, MOSFET model, transmission line 
model. 

I. INTRODUCTION 
The increasing demand of implementing low cost 

monolithic microwave integrated circuits leads to 
significant advancement in CMOS technology [1,2]. On 
the other hand, by increasing the operating frequencies, 
the modeling issue in such high-density integrated 
circuits becomes more imperative. For accurate device 
modeling an electromagnetic interaction must be taken 
into account, especially when the device dimension is 
on the order of the wavelength [3]. In such cases, 
distributed modeling approach can be used to consider 
the wave propagation effect along the MOS transistors. 
Distributed analysis method is based on the 
transmission line model of the transistors. 

Distributed modeling of field effect transistors in 
the case of GaAs MESFET was previously studied 
[4,5]. In these studies the transistor is considered as a 
multi-conductor active transmission line. Also, 
transmission line modeling of transistor in the case of 
MOS transistor was formerly investigated [6-9], but in 
all these reports only the distributed effect of gate 
electrode of the MOS transistor are considered. In this 
paper, the approach used for MESFET transistor 

modeling is utilized for distributed modeling of MOS 
transistor based on three coupled transmission lines in 
CMOS technology, so the more accurate model for 
MOSFETs are achieved compared to the earlier models. 
In this approach, the transistor width is divided into a
discrete number of segments and then by considering 
the proper equivalent circuit for each segment, the 
required equations for analysis of the transistor can be 
obtained. In other words, the transmission line theory is 
applied to each segment of transistor to obtain the wave 
equations in the MOS transistor structure [10-12]. To 
solve the attained system of active multi-conductor 
transmission line differential equations, a suitable 
method must be chosen. Since the time domain 
analytical solution doesn’t exist for these equations, the 
finite-difference time-domain (FDTD) method, as a 
powerful and versatile numerical method is utilized for 
solving them [13-15]. The parasitic capacitances and 
inductances of the MOSFET model are numerically 
computed by solving the two-dimensional electrostatic 
field problem in the cross section of each transmission 
lines. By considering the layout of Fig. 1 and proposing 
that three electrodes of the transistor are placed on the 
600 um silicon substrate, per unit-length capacitances 
and inductances in the MOSFET model are achieved by 
using finite difference method. Using these values in 
distributed model, results of proposed approach,
Cadence SpectreRF simulator, lumped model, and an 
analytical approach which is based on the gate electrode 
distribution [9] are compared. It is shown that at low 
frequencies, the results of various models are the same 
while at higher frequencies, difference between them 
increases. It is expected that the distributed analysis 
describes the MOSFET behavior more accurate because 
of considering the wave propagation. 

II. DISTRIBUTED SMALL SIGNAL FOR 
MOSFETS 

The width of a MOSFET becomes in the order of 
wavelength at high frequencies and wave propagation 
along its electrodes must be considered. To investigate 
this distributed effect, a MOS transistor can be modeled 
as three coupled transmission lines on a silicon 
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substrate while assuming the magnitude of longitudinal 
electromagnetic field is negligible with respect to the 
transverse one. Therefore, the device electrodes can be 
considered in just the dominant quasi-TEM mode. For 
numerical simulation, transistor’s electrodes must be 
divided into some segments in propagation direction 
while considering active and passive equivalent circuit 
for each part, as shown in Fig. 2. The active part 
describes the small signal behavior of intrinsic device, 
and the passive part indicates electromagnetic 
interaction between electrodes. All parameters in the 
active and passive parts are per unit-length values. In 
the limiting case of 0z* 0 , using Kirchhoff’s circuit 
laws in the circuit of Fig. 2 for drain, gate, and source 
currents and voltages, i.e., dI , dV , gI , gV , and sI , sV , 
respectively, we have [4,5]: 
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Using gV &  as the voltage on gsC , another equation can 
be written as: 
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Equations (1)-(6) can simplify to matrix form of: 
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Fig. 1. The layout of a 130 nm CMOS technology. 

Fig. 2. A MOSFET and its partial equivalent model. 
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In order to apply the FDTD method to above 
equations of the MOSFET, total length and simulation 
time are divided into Nz and Nt sections with length of 

z*  and t* , respectively. Adjacent voltage and current 
points are separated by half of z* and half of t* , as 
illustrated in Fig. 3. Then, applying FDTD to (9) and 
(10) leads to: 
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Solving (14) and (15) gives the required recursion 
relations for computing voltages and currents in each 
interior point on the transistor electrodes as: 

 

1
3/2 1/2

1 1
1

2 2

; 1,2,..., ,

n n
k k

n n
k k

Z

L R L RI I
t t

V V k N
z

�
� �

� �
�

:
 � 
 �& &� � �;� � � �* *	 � 	 �<
& & =�

� �>* ?

 
(17) 

 

1
1

1/2 1/2
1

2 2

; 2,3,..., .

n n
k k

n n
k k

Z

C G C GV V
t t

I I k N
z

�
�

� �
�

:
 � 
 �& &� � �;� � � �* *	 � 	 �<
& & =�

� �>* ?

 
(18) 

 

 
 
Fig. 3. The current and voltage solution points in space 
and time for the FDTD analysis. 
 

Equations (18) and (17) are calculated in order 
with marching manner to obtain voltage and current 
along the electrodes. To find the boundary conditions, 

voltage and current at the beginning of transistor can be 
written using (18) and circuit of Fig. 4 (a) as: 
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Then, equations (19) and (20) give a boundary value as: 
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Similarly, from (18) and Fig. 4 (b) we have: 
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which give another boundary value as: 
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 (a) Source (b) Load 
 
Fig. 4. Discretization at source and load terminals. 
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Now, we can start with an initially relaxed line 
having zero voltage and current values and find the 
voltages by equations (22), (18), and (26). It must be 
noted that to have a stable numerical solution, the space 
and time steps must satisfy the Courant condition [16]:

/t z v* A * , (27) 
where v is the maximum velocity of wave propagation 
along the electrodes of transistor. 

In this modeling approach the intrinsic parameters 
of MOS transistor including gm, Cgs, Cds, Cgd, Ri, and 
Gds are computed based on the accurate physical based 
model of the MOSFET, BSIM3v3. In this model, the 
drain-source current in all regions is expressed as 
follows: 
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By using the drain-source current, the transistor 
conductance Gm can be obtained as: 

ds Const

ds
m

gs V

IG
V

�

9
�

9 .

(29) 

Also, all capacitances are derived from the charges 
to ensure charge conservation as: 

; , , , ,i
ij
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QC i j g d s b
V

9
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9
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where the terminal charges Qg, Qb, Qs, and Qd are the 
charges associated with the gate, bulk, source, and drain 
terminals, respectively. The details of this model 
containing other equations and the parameters 
description are given in [17]. 

III. RESULTS AND DISCUSSION 
In order to analyze the MOS transistor based on the 

discussed approach, a one finger MOSFET with gate 
dimension of 0.13×10 µm is proposed. A schematic of 
the proposed transistor and its relevant boundary 
condition is shown in Fig. 5. As shown, the beginning 
of gate electrode is connected to the source voltage VS
and resistance RS, and the end of drain electrode is 
connected to a load RL. In this example, both RS and RL
are considered to be 50 ohm. Furthermore, the end of 
gate electrode and the beginning of drain electrode are 
open, while both sides of the source electrode are 
grounded. 

The per-unit-length parameters of the intrinsic 
MOSFET are obtained at the Vgs=1.2 V and Vds=1.2 V 
bias point, using the BSIM3v3 model and applying 
scaling technique. The per-unit-length capacitance and 
inductance matrixes of the passive part of the transistor 
are numerically determined by solving the two-
dimensional electrostatic field problem in the cross 

section of each transmission lines based on the layout 
of Fig. 1. The per-unit-length resistances of the passive 
part of the MOSFET are achieved by considering the 
skin effect of the transistor electrodes [18]. The 
achieved parameters are listed in Table 1. The transistor 
is simulated by applying a small signal input voltage 
with amplitude of 0.05 V to achieve the voltages and 
currents of all points of the electrodes at different 
frequencies. 

Fig. 5. Schematic of simulated MOSFET. 

Table 1: The per-unit-length parameters of the passive 
part in the distributed MOSFET model 

Element The Per-Unit-Length Values
Ld 1.919 µH/m
Ls 1.919 µH/m
Lg 1.95 µH/m

Mgd 1.54 µH/m
Mgs 1.54 µH/m
Mds 1.407 µH/m
Rd 600 kΩ/m
Rs 600 kΩ/m
Rg 740 kΩ/m
Cgp 136.75 pF/m
Cdp 110.5 pF/m
Csp 110.5 pF/m
Cgdp 63.07 pF/m
Cgsp 63.07 pF/m
Cdsp 29.65 pF/m

The scattering parameters of the transistor are 
extracted from the time domain results at 1-100 GHz 
frequency band and compared with those of obtained by 
the analytical approach based on gate electrode 
distribution in [9], lumped model of the MOS transistor, 
and also simulator. Figure 6 and Fig. 7 show the 
magnitude and the phase of scattering parameters of the 
transistor, respectively. It seems that the results of 
distributed analysis based on three-conductor, one-
conductor and lumped models are in close agreement at 
low frequencies. But, by increasing the frequency, the 
difference between the results becomes larger. 
Especially at higher frequencies, the result of our 
distributed model is closer to the Cadence SpectreRF 
simulator result. Due to the fact that at high frequencies 
the transistor dimensions become comparable with the  
wavelength, difference between various modeling 
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approaches becomes more obvious. In such cases, the 
distributed analysis of the transistor based on three-
conductor transmission line can describe the behavior 
of the device at high frequencies more accurate than 
others. As the further work, to achieve more precise  

results, one can develop the discussed approach based 
on the nonlinear model of an intrinsic MOSFET and 
also used this model for distributed analysis and design 
of integrated circuits, so a monolithic analysis of the 
circuit can be realized. 
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Fig. 6. The magnitude of scattering parameters of the MOS transistor: (a) S11, (b) S12, (c) S21, and (d) S22. 
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Fig. 7. The phase of scattering parameters of the MOS transistor: (a) S11, (b) S12, (c) S21, and (d) S22. 
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IV. CONCLUSION 
A small signal model for high frequency 

MOSFETs based on three coupled transmission lines 
structure is investigated. The relevant differential 
equations of that structure are derived and solved using 
the FDTD method. By applying the proposed approach 
to a 0.13 �m MOS transistor, the small signal 
parameters are obtained from the time domain results at 
1–100 GHz frequency band and compared with the 
conventional models. Results of the proposed 
distributed model show a close agreement with other 
models at low frequencies. But for the higher 
frequencies the differences become significant and the 
obtained result of proposed method is closer to the 
commercial simulator. Therefore, the three-conductor 
transmission line modeling of MOS transistors is more 
precise than other conventional approaches. 
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Abstract ─ This paper presents a hybrid method that 
effectively combines two versatile numerical methods - 
the discontinuous Galerkin time domain (DGTD) 
method and the time domain integration method (TDIE). 
The hybrid method is highly applicable to coupling 
problems involving arbitrarily-shaped thin-wires and 
dielectric structures with inhomogeneous lossy 
materials. The original problem can be divided into two 
sub-regions which are analyzed using the DGTD and the 
TDIE methods, respectively, and their solutions are 
exchanged via the interface of the sub-regions by using 
Huygens’ equivalence principle. To improve the 
efficiency of the hybrid method, a revised Courant–
Friedrichs–Lewy (CFL) factor for the DGTD method is 
proposed, which could effectively reduce computation 
time. To validate the hybrid method and the revised CFL 
factor, several numerical examples are presented, 
proving the proposed method a promising scheme. 

Index Terms ─ Electromagnetic coupling, hybrid 
solution methods, numerical analysis, time-domain 
analysis, wire antennas. 

I. INTRODUCTION 
Such electromagnetic problems as arbitrarily 

oriented thin-wire antennas coupled with nearby 
inhomogeneous dielectric scatterers are widely 
encountered in wireless applications [1]. In order to 
predict the electromagnetic radiation and/or interaction 
accurately and efficiently, many numerical methods 
have been used. Finite difference time-domain (FDTD) 
method has the advantage of simple implementation, but 
has staircase errors when dealing with complex 
geometries [2]. Finite element (FE) method can mitigate 

staircase errors by employing unstructured grids, but it 
becomes resource-consuming when dealing with 
electrically small thin-wire structures. Method of 
moment (MoM) is good at resolving the radiation of 
thin-wire structure located in free space, but has 
difficulties to deal with inhomogeneous dielectric 
objects. 

Therefore, a single method is often unable to deal 
with abovementioned problems effectively. Hybrid 
methods combining two or more different techniques 
with the desirable features have been developed to 
analyze complicated electromagnetic problems. 
Bretones proposed the TDIE/FDTD method [3] and the 
FDTD/FETD/TDIE method [4], both of which employ 
TDIE to handle the thin-wire radiation problems, 
meanwhile the inhomogeneous objects are analyzed by 
FDTD in [3] and FETD in [4]. However, as mentioned, 
the FDTD method suffers from staircase error and the 
FETD method is computational inefficiency. The 
discontinuous Gakerkin time-domain (DGTD) method 
[5,6], which combines the geometrical versatility of FE 
method with the explicit time-stepping of finite-volume 
time-domain (FVTD) method [7], has advantages of 
handling arbitrarily shaped curved objects than FDTD 
method, and is computationally more efficient than 
FETD method. DGTD method exceeds FDTD method in 
accuracy and FETD method in efficiency, thus a very 
suitable method to replace FDTD and/or FETD in 
dealing with the abovementioned problems. 

The hybrid method bringing together the DGTD and 
the TDIE methods was preliminarily proposed and 
studied in [8]. In this paper, we first present the study to 
improve the efficiency of this method by revising the 
Courant–Friedrichs–Lewy (CFL) factor of the DGTD 
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method and then apply the improved method to two 
coupling problems with thin-wire antennas and 
arbitrarily-shaped inhomogeneous dielectric scatters. 
The presented hybrid DGTD-TDIE method integrates 
the desirable capabilities of the individual methods for 
solving different parts of the problem for which they are 
more suitable. It has the advantages of accuracy, 
efficiency, and simplicity for analyzing more 
complicated realistic problems than its hybrid 
counterparts. 
 

II. DESCRIPTION OF THE HYBRID 
METHOD 

A. Hybrid configuration 
Figure 1 shows the configuration of the hybrid 

DGTD-TDIE method for a generic wire antenna-
dielectric interaction problem. Based on Huygens’ 
equivalence principle, the original computational 
domain can be divided into two sub-regions: i) the source 
region RIE containing thin-wire antennas, which is 
calculated by using the TDIE method, and ii) the 
scatterer region RDG containing dielectric scatters 
modeled with unstructured elements and analyzed by the 
DGTD method. RDG includes RIE with the absence of the 
antenna, thus for the DGTD method, RIE is the scattered 
field region (SFR) and the rest of RDG is the total field 
region (TFR). For truncation of the computational 
domain, the perfectly matched layer (PML) is employed 
around RDG. The interface S exchanges the solutions 
between TDIE and DGTD methods. Equivalent surface 
sources of the antenna radiation on S can be injected in 
the DGTD simulation as the illumination and the 
scattering of the dielectric will then be acquired inside S 
to excite the antenna in the TDIE calculation. 
 

 
 
Fig. 1. Hybrid DGTD-TDIE method configuration for 
the wire antenna-dielectric interaction. 
 
B. TDIE for wire antenna radiation 

As the wire-antenna can be considered as a thin-wire 
structure shown in Fig. 2. r  and &r are the field point on 
the surface and the source point on the axis ( )C s&  , 

respectively; &� �R r r . ( )s sB r  axis the coordinates on 

the surface and ( )s s& &B r   on the axis; ŝ   and ˆ&s   are the 
tangential unit vectors at positions s�r  and s& &�r . 
 

 
 
Fig. 2. Geometry of a thin-wire structure. 
 

In region RIE, the wire antenna is analyzed by 
solving the electric field integral equations (EFIE) using 
the TDIE method. The derivation of EFIE of thin-wire 
structures is started by imposing the boundary condition: 
 ˆ ( , ) ( , ) 0,s is t s t� �� � �� �s E E  (1) 

where iE   and sE   are the incident and the scattered 
field, respectively. Es can be expanded using the vector 
and scalar potential function as: 

 
2 2

0 ( )

ˆ ( , )
ˆ ˆˆ ˆ ( , ) ( , ) ( , ) ,

4

s

C s

s t

I s t I s t q s t ds
c R t cR s R+� &

� �

� �& & & & &9 9 & & &� � �� �& &9 9� �
(

s E

s s R R  (2) 

where c is the velocity of light in the media of the wire, 
t t R c& � � is the retarded time, and ( , )I s t& &  and ( , )q s t& &  
are the current and charge per unit length at s' of the axis. 
Substituting (2) into (1), eliminating ( , )q s t& &  using the 
equation of current continuity, and considering the 
possible impressed field DGE  from scatterer in RDG, the 
EFIE can be obtained in (3): 

2

0 ( )

2

ˆ ( , )

ˆˆ ( , )
ˆ ( , ) ( , ) .

4
ˆ

( , )

i DG

C s
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I s t
c R t

I s ts t s t ds
cR s

I s d
R s

+�

% %

&
&

�C

� �& & &9
� �&9� �
� �& &9 &� �� � � �� �� � &9� �
� �9 &�� �&9� �� �

(

(

s

s Rs E E

R

 (3) 

If the antenna is divided into Ns wire segments and 
the time domain into Nt pieces, then the current 
distribution per unit length at location s& &�r  and t t&�  
can be expressed by (4): 

 
1 1

( , ) ( ) ( )
s tN N

l
i l i

i l
I s t T t f s�

� �

& & & &� �� , (4) 

where l
i�  are  the expansion coefficients, ( )lT t the 3rd 

order time basis functions and ( )if s  the wire basis 
functions. 
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After substituting (4) into (3) and testing it with 
Dirac function in time domain and ( )if s  in spatial 
domain, the recursive form of EFIE can be derived in (5): 

1
0
, ,

1 1 1

( )
ˆ ( , ),

s sN Nn
n l n l DGn

i j j i j j i n
j l ji

V tZ Z s t
s

� �
�

�

� � �

� � � �
*� �� s E  (5) 

where ( )nV t is the feeding voltage at is , is*  the length 

of segment i , and ,
l
i jZ  the element of the impedance 

matrix expressed by (6): 

2

,
0 ( ) ( )

2

ˆ
( ) ( ) ( )
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( ) ( ) ( ) .

4
ˆ
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f s f s T l t R c
c R
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f s f s T d
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* �
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� �&
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� �
� �

& & &� � � * �� �
� �
� �

& &� ��
� �� �

( (

(

s

s R

R

(6) 

Provided 1
,
n
i jZ �  and DGE   at the previous time step 

1nt �  are known, n
j�  at the current time step nt  can be 

easily obtained by solving (5).

C. DGTD for dielectric scattering 
DGTD families have various types of methods 

which all hold the capability of accurately modeling 
complicated geometries and media compositions. For 
simple implementation, we adopt the nodal high-order 
DGTD method [4] to handle the dielectric scattering in 
RDG. To introduce the method in a simple way, the 
Maxwell curl equations for source-free linear isotropic 
homogeneous lossless non-dispersive media is first used:

( , ) ( , ) 0,
( , ) ( , ) 0.

t

t

t t
t t

�
�
9 ��� �
9 ��� �

E r H r
H r E r (7) 

RDG is discretized by K non-overlapped elements. 
Assuming the space and time dependencies of the fields 
can be separated, then fields can be expanded in each 
element kD  with basis functions k

qΦ : 

# $
1

( , ) ( ) ( ), , ,
pN

k k
i i

i
t t Φ

�

� � ��Ψ r Ψ r Ψ E H (8) 

where pN  is the number of the expansion and k
iΨ  is an 

Np-vector of expansion coefficients. Test (7) in element 
kD  with the same basis functions jΦ , we can get: 

( ) 0,

( ) 0, 1 .

k

k

k k
t j j
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t j j p

Φ Φ dv

Φ Φ dv j N

�
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D

D
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(

(

E H

H E .pp

(9) 

After one manipulation of the curl term in (9), we 
substitute a so-called numerical flux ( *ˆ k k�n E  and 

*ˆ k k�n H ) into the surface integral and then manipulate 
back as: 
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(10) 
The numerical flux can exchange the solutions between 
adjacent elements. Here, the upwind flux (11) is 
employed here for its robustness: 

*

*

ˆ ˆ( ) ( )
ˆ ˆ ,

ˆ ˆ( ) ( )
ˆ ˆ .

k k k k k k k k
k k k

k k

k k k k k k k k
k k k

k k

Y Y
Y Y

Z Z
Z Z

� � �

�

� � �

�

� � � � �
� � �

�
� � � � �

� � �
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The superscript “+” denotes the quantity of the neighbor 

element. 1( )k kZ Y ��  is the local impedance/conductance. 
Finally, the semi-discrete DGTD formulation (12) 

can be obtained by substituting (8) and (11) into (10): 
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The mass matrix kM , the stiffness matrices kS , and 
the face mass matrix kF , with respect to the element 
contour ∂Ωk are defined in (13): 
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The 4th-order low-storage Runge-Kutta scheme is 
used to solve (12).

D. Detailed time-stepping algorithm 
Since the DGTD and the TDIE methods used here 

are explicit and implicit in time domain, DGt*  could be 
much smaller than IEt* , viz. , 1IE DGk t t k� * * E .
To synchronize them, a simple scheme of one TDIE 
calculation followed by k-time DGTD calculations is 
performed. As long as each method is stable in their time 
step, the hybrid method is stable. 

Detailed procedure at each IEt*  can be 
summarized into three steps: 
Step 1: Since the feeding voltage ( )V s  and external 

scattered field DGE  are available from the 
previous calculation, the currents on the thin-
wire antenna can be easily obtained by solving 
the EFIE. These currents lead to the equivalent 
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sources on Huygens surface S which yields the 
same radiating fields outside S and null inside. 
The equivalent sources can be expressed as the 
electromagnetic fields or the surface currents. 

Step 2: The DGTD method is applied in RDG with the 
antenna removed. After the interpolation of 
equivalent sources at k different moments in 

IEt* , they can be used to excite DGTD 
calculation. As either equivalent field or current 
can be used with same results, we here use the 
former one: 

 
( )

,
( )

IE

IE

in SFR
in TFR

� �

� �

: 0 �@
;

0 �@<

Ψ Ψ Ψ
Ψ Ψ Ψ  (14) 

after the k-time calculations, the scattered fields 
DGE  acting on the antenna at certain points 

should be resolved by linear interpolation. 
Step3: Provided the scattered fields DGE and the 

feeding source ( )V s  at the current time step, the 
equivalent sources on S at next time step can be 
easily evaluated. Then, the recursive procedure 
can be repeated till the end. 

However, this time-stepping algorithm will lead to 
frequent data exchanges in every IEt* due to the large 
k. To release the burden, one should make DGt*  as 
large as possible without exceeding the stability limit. 
Normally, the CFL factor which composing DGt*
depends on both the spatial order and the size of the 
mesh. The order-dependent maximum allowed CFL 
factor could be found by testing different meshes. After 
subtraction with a certain safe margin, these factors are 
then fitted into the quadratic polynomial in (15): 
 2( ) 1.13 0.68 0.027revCFL p p p� � � , (15) 
where p is the order of basis functions. This revised CFL 
factor is larger than the one proposed by Niegemann in 
[9]. It can directly improve the efficiency of DGTD and 
then the overall efficiency of the hybrid DGTD-TDIE 
method. Compared to Niegemann’s function of CFL 
factor, the expected time saving of the revised CFL factor 
is listed in Table 1. 
 
Table 1: Expected time saving 

Order 
p 

Niegemann’s 
Factor 

Revised 
Factor 

Expected Time 
Saving (%) 

2 1.296 2.382 45.59 
3 1.511 2.927 48.38 
4 1.704 3.418 50.15 
5 1.875 3.855 51.36 
6 2.024 4.238 52.24 
7 2.151 4.567 52.90 
8 2.256 4.842 53.41 

 

III. NUMERICAL RESULTS 
To verify the capability of the proposed hybrid 

DGTD/TDIE method and the revised CFL factor, a 
straight thin-wire antenna located in the neighborhood of 
a perfectly electric conducting (PEC) plane is first 
presented, as shown in Fig. 3. The antenna is 0.2 m in 
each arm and 2 mm in radius. It is modeled with 10 
segments and excited at its center by a 4-lightmeter 
width Gaussian pulse voltage source. The distance 
between the antenna and the PEC plane is 1 m. The PEC 
plane is of 2m×2m. And RDG is of 5m×5m×5m with the 
PML, meshed by 6544 tetrahedrons. The comparable 
numerical results of Ex at point P by using hybrid DGTD-
TDIE, TDIE (3600 faces) and DGTD (19687 grids) are 
also presented in Fig. 3. Great agreement could be 
observed between the hybrid method and the TDIE 
method. However, the result of the DGTD method is not 
as good as the other two, despite the more refined mesh 
it used. The computation times used by the hybrid 
method using different CFL factors are compared in 
Table 2. The 3rd order basis functions are used in the 
DGTD part of the hybrid method. 
 
Table 2: Comparison of computation time 

Finaltime 
(Lightmeter) 

Using 
Niegemann’s 

Factor 

Using 
Revised 
Factor 

Actual 
Time 

Saving (%) 
20.0 10m 12s 6m 47s 33.50 
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Fig. 3. Amplitude of the x component of the total electric 
field at point P. 
 

Another example is to verify the capability of the 
hybrid method to deal with the coupling between thin 
wire antenna and complex dielectric scatter. A V-shape 
antenna is placed inside an antenna radome as shown in 
Fig. 4. The included angle of the wire antenna is 607. The  
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radome has the relative permittivity of �r = 3.3 – j0.02. 
The normalized radiation intensity in the E-plane of the 
wire antenna with or without radome at 9.375 GHz is 
computed and shown in Fig. 4. From these results, we 
can obtain the transmittance at the direction of the 
maximum radiation, which is 0.988. For this 
geometrically complex and electrically large problem, 
longer computation time was required as shown in Table 
3, where the revised CFL factor successfully reduced the 
computation times. This case further proves the 
feasibility of the proposed CFL factor in dealing with 
complex problem. 

Table 3: Comparison of computation time in the 
presence of dielectric radome 

Finaltime 
(Lightmeter)

Using 
Niegemann’s 

Factor

Using 
Revised 
Factor

Actual 
Time 

Saving (%)
30.0 11h 17m 7h 37m 32.49

Fig. 4. Normalized radiation intensity at E-plane of the 
wire antenna with/without radome at 9.375 GHz. 

IV. CONCLUSIONS 
A hybridization scheme combining DGTD and 

TDIE methods has been proposed for coupling problems 
with thin-wire antennas and dielectric scatters. It 
combines the advantages of the DGTD method in 
dealing with arbitrary dielectric scatters and the TDIE 
method in treating arbitrary thin-wire structures. It offers 
an alternative to the other classic/hybrid method in 
evaluating transient solution of such problems. In 
addition, a revised CFL factor of the DGTD method is 
proposed to improve its computational efficiency and the 
overall computational efficiency of the hybrid method. 

REFERENCES 
[1] M. A. Mangoud, R. A. Abd-Alhameed, and P. S. 

Excell, “Simulation of human interaction with 
mobile telephones using hybrid techniques over 
coupled domains,” Microwave Theory and 
Techniques, IEEE Transactions on, vol. 48, pp. 
2014-2021, 2000. 

[2] A. C. Cangellaris and D. B. Wright, “Analysis of 
the numerical error caused by the stair-stepped 
approximation of a conducting boundary in FDTD 
simulations of electromagnetic phenomena,” IEEE 
Transactions on Antennas and Propagation, vol. 
39, pp. 1518-1525, 1991. 

[3] A. Rubio Bretones, R. Mittra, and R. Gómez 
Martín, “A hybrid technique combining the method 
of moments in the time domain and FDTD,” IEEE 
Microwave and Guided Wave Letters, vol. 8, pp. 
281-283, 1998. 

[4] A. Monorchio, A. Rubio Bretones, R. Mittra, G. 
Manara, and R. Gómez Martín, “A hybrid time-
domain technique that combines the finite element, 
finite difference and method of moment techniques 
to solve complex electromagnetic problems,” IEEE
Transactions on Antennas and Propagation, vol. 
52, pp. 2666-2674, 2004. 

[5] J. S. Hesthaven and T. Warburton, “Nodal high-
order methods on unstructured grids, I. time-
domain solution of Maxwell’s equations,” Journal 
of Computational Physics, vol. 181, pp. 186-221, 
2002.

[6] S. D. Gedney, C. Luo, J. A. Roden, R. D. Crawford, 
B. Guernsey, J. A. Miller, T. Kramer, and E. W. 
Lucas, “The discontinuous Galerkin finite-element 
time-domain method solution of Maxwell’s 
equations,” Applied Computational Electromagnetics 
Society Journal, vol. 24, pp. 129-142, 2009. 

[7] R. J. LeVeque, Finite Volume Methods for 
Hyperbolic Problems, Cambridge University 
Press, 2002. 

[8] S. P. Gao, Q. S. Cao, J. Ding, M. Zhu, and Y. L. 
Lu, “A hybrid DGTD-TDIE method for solving 
complex electromagnetic problems,” Journal of 
Electromagnetic Waves and Applications, vol. 27, 
pp. 1017-1027, May 2013. 

[9] J. Niegemann and K. Busch, “Time stepping and 
convergence characteristics of the discontinuous 
Galerkin time domain approach for the Maxwell 
equations,” in AIP Conference Proceedings, p. 22,
2009. 

681 ACES JOURNAL, Vol. 30, No. 6, June 2015



Band-Notched Small Slot Antenna Based on Time-Domain Reflectometry 
Modeling for UWB Applications

N. Mikaeilvand 1, M. Ojaroudi 2, and N. Ghadimi 2

1 Department of Mathematics
Ardabil Branch, Islamic Azad University, Ardabil, Iran

2 Young Researchers and Elite Club 
Ardabil Branch, Islamic Azad University, Ardabil, Iran 

Abstract ─ A design of a compact band-notched slot 
antenna by using defected structures with time domain 
designing method for UWB applications is presented. By 
cutting two modified meander line slots in the ground 
plane, a new resonance at the higher frequencies is 
excited, and hence, much wider impedance bandwidth 
can be produced that provides an ultra-wideband (UWB) 
frequency range. To generate a band-notched 
characteristic, we use the step-impedance resonator 
(SIR) slot at feed-line which contains a rectangular slot 
with a W-shaped strip protruded inside the slot. The 
proposed antenna can operate from 3.07 to 12.91 GHz
with frequency band-notched function in 5.12-5.96 GHz
to avoid interference from WLAN systems. To verify the 
validation of the proposed antenna, the equivalent circuit 
based on time domain reflectometry (TDR) analysis is 
presented. The proposed antenna exhibits almost omni-
directional radiation patterns in UWB frequency range. 
The designed antenna has a small size of 20×20 mm2. 

Index Terms ─ Defected transmission line, microstrip 
slot antenna, time-domain modeling. 

I. INTRODUCTION 
Commercial UWB systems require small low-cost 

antennas with omni-directional radiation patterns and 
large bandwidth [1]. It is a well-known fact that planar 
slot antennas present really appealing physical features, 
such as simple structure, small size and low cost. Due to 
all these interesting characteristics, planar slots are 
extremely attractive to be used in emerging UWB 
applications and growing research activity is being
focused on them [2]-[3], and automatic design methods 
have been developed to achieve the optimum planar 
shape [4]-[6]. The wide frequency range for UWB 
systems between 3.1 to 10.6 GHz will cause interference 
to the existing wireless communication systems, such as 
the local area network (WLAN) for IEEE 802.11a which 
operates in 5.15-5.35 GHz and 5.725-5.825 GHz bands. 
Therefore, in order to elliminate this unwanted 

interference, UWB antenna with band notch function is 
required. Several planar antennas with band notch 
characteristics have recently been presented. The easiest 
and most common technique is embedding a narrow slot 
into the radiating patch of the antenna and change the 
current flows on it, as used in [7]-[9]. In [7], different 
shapes of the slots (i.e., square ring and folded trapezoid) 
are used to obtain the band notch function. On the other 
hand, another method to avoid this frequency 
interference is the use of reconfigurable antennas. In [8], 
RF MEMS are used for notching the WLAN band while 
in [9], PIN diodes are used for the same reason. 

In this paper, a simple method for designing a novel 
and compact microstrip-fed slot antenna with band-stop 
performance and time domain reflectometry analysis for 
UWB applications has been presented. In the presented 
antenna, based on defected ground structures (DGS) for 
bandwidth enhancement we use a pair of meander line 
slots in the ground plane and also based on defected 
microstrip structures (DMS), to generate a band-stop 
performance a rectangular slot with a W-shaped strip 
protruded inside the slot was inserted at feed-line [6]. 
Unlike other band-notched UWB antennas reported in 
the literature to date [3-6], this structure has an ordinary 
square radiating stub configuration. We also report their 
circuit models based on TDR analysis. The size of the 
designed antenna is smaller than the UWB antennas with 
band-notched function reported recently [3]-[9]. 
Simulated and measured results are presented to validate 
the usefulness of the proposed antenna structure for 
UWB applications. 

II. ANTENNA DESIGN AND
CONFIGURATION 

The square slot antenna fed by a 50 Ω microstrip line 
is shown in Fig. 1, which is printed on a FR4 substrate 
of width mmWsub 20� and length mmLsub 20� ,
thickness 0.8 mm, permittivity 4.4, and loss tangent 
0.018. The proposed antenna is connected to a 50 Ω 
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SMA connector for signal transmission. In this structure, 
by cutting the two meander line slots of suitable at the 
ground plane, it is found that much enhanced impedance 
bandwidth can be achieved for the proposed antenna. 
Regarding defected ground structures, the creating slots 
in the ground plane provide an additional current path. 
The DGS applied to a microstrip line causes a resonant 
character of the structure transmission with a resonant 
frequency controllable by changing the shape and size of 
the slot [10]. In addition, the defected microstrip 
structure (DMS) is playing an important role in the band-
stop characteristic of this antenna, because it can adjust 
the electromagnetic coupling effects between the 
radiating stub and the ground plane. This phenomenon 
occurs because, with the use of a defected structure in 
transmission line distance, additional coupling is 
introduced between the bottom edge of the square 
radiating stub and the ground plane [9] and creates a
band rejection around 5.12-5.96 GHz. 

(c)

Fig. 1. Geometry of the proposed slot antenna with 
defected structures: (a) top layer, (b) bottom layer, and 
(c) the proposed antenna equivalent circuit model. 

The final dimensions of the defected structures are 
as follows: 1.25 ,XW mm� 3.8 ,XL mm� 1 1.05 ,XW mm�

1 1.6 ,XL mm� 2 1 ,XW mm� 2 1.2 ,XL mm� 3 1 ,XL mm�
1.2 ,W mm� 1 3.3 ,L mm� 1 0.6 ,W mm� 2 3 ,L mm�

2 0.55 ,W mm� 3 3.1 ,L mm� 3 0.1 ,W mm� 4 1.1 ,L mm�

4 0.3 ,W mm� 5 1.1 ,L mm� and 5 0.1 .W mm�

III. DEFECTED TRANSMISSION LINE 
A. Defected structures (DGS and DMS) and its 
equivalent circuit models 

Recently, the defected ground plane structures 
(DGS) and defected microstrip structure (DMS) have 

been proposed for suppression of spurious response in 
the microstrip structures [11]-[12]. The proposed DGS 
and DMS with their equivalent circuit models are shown
in Figs. 2 and 3, respectively. These defected structure 
on the ground plane and feed-line will perturb the 
incident and return current and induce a voltage 
difference on the ground plane and microstrip feed-line. 
These two effects can be modeled as a parallel LC circuit 
[12]. The resistance in equivalent circuits represents the 
loss of the slot and slit, which is small in general [13].

            
(a) (b) 

Fig. 2. (a) Geometry of the proposed defected ground 
structure (DGS), and (b) equivalent circuit model. 

          
(a) (b) 

Fig. 3. (a) Geometry of the proposed defected microstrip 
structure (DMS), and (b) equivalent circuit model. 

B. Time domain reflectometry analysis 
In this section, the proposed defected structures with 

mentioned design parameters were simulated, and the 
TDR results of the input impedance for them in 
equivalent circuit and full-wave analysis cases are 
presented and discussed. The simulated full-wave TDR 
results are obtained using the Ansoft simulation software 
high-frequency structure simulator (HFSS) [14].

In order to calculate of the TDR results for the 
proposed equivalent circuits, the impedance of these 
circuits in Laplace domain can be represented as (1) and 
(2): 

2 ,
1DGS

Ls RZ
LCs RCs

�
�

� �
(1) 
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Assume that the characteristic impedance of the 
microstrip line is 0 ,Z  we can write the reflection 
coefficient through defected structures as (3) which is 
observed at the source end, i.e., Port 1: 

 � �
0

( )
Γ ,

( ) 2Z
Z ss

Z s Z
�

�
 (3) 

where Z(s) is defected structures impedance as shown in 
(1) and (2), and Z0 is equal to 50 Ω. Therefore, the 
reflected waveform for the proposed DGS and DMs can 
be written as: 

 � � � �2
0 0 0

Γ ,
2 2 2DGS

Ls Rs
Z LCs Z RC L s R Z

�
�

� � � �
 (4) 

 � � � �
2

2
0

1
Γ .

2 1DMS
LCs RCss

LCs R Z Cs
� �

�
� � �

 (5) 

A step voltage source with rise time r%  and 
amplitude 0 ,V  can be expressed as [13]: 

 � � � �0
2

1 1 .
2

r S
in

r

V
V s e

s
%

%
�� �  (6) 

Therefore, the reflected waveform in Laplace domain 
can be written as: 
 � � � � � �,.Γ .TDR in DGS DMSV s V s s�  (7) 

In TDR measurements, the impedance follows 
from: 
 � � � �� � � � � �� �0 ,TDR in TDR in TDRZ Z V t V t V t V t� � � �  (8) 

where 0Z  is the characteristic impedance of the 
transmission line at the terminal. 

Figures 4 and 5 show the simulated reflection 
waveforms observed at port 1 of the defected structures, 
as shown in Fig. 2 and Fig. 3, and with a 50 Ω 
termination on port 2. The excitation source is a step 
wave with amplitude 1 Volt and rise time of 30 psec. The 
corresponding result predicted by the equivalent circuit 
model is also shown in these figures. As shown in Figs. 
4 and 5, TDR curves have started with impedance just 
under 50 Ω. At impedance discontinuities, part of the 
input signal is reflected. These reflections, after traveling 
back, reach terminal Port 1 and are observed there [15]. 
We computed the values of the L, R and C of the 
proposed equivalent circuits, by fitting the TDR curves 
of equivalent circuit (RLC circuit) with the TDR curves 
of DGS/DMS, by proposing two equivalent circuit 
models we can try to tune the parameters of the circuit 
elements in the models so that time domain response 
from theoretical analysis match. The optimal dimensions 
of the equivalent circuit models parameters are specified 
in Table 1. 
 

 
 
Fig. 4. The reflected waveforms simulated by HFSS and 
predicted by equivalent circuit model, and the proposed 
defected microstrip structure shown in Fig. 2. 
 

 
 
Fig. 5. The reflected waveforms simulated by HFSS and 
predicted by equivalent circuit model, and the proposed 
defected ground structure shown in Fig. 3. 
 
Table 1: Equivalent circuit model parameters 

Element DMS DGS 
L 2.8 (nH) 1.6 (nH) 
C 6.1 (pF) 17.75 (pF) 
R 0.532 (Ω) 0.73 (Ω) 

. 
IV. RESULTS AND DISCUSSIONS 

The planar slot antenna with various design 
parameters were constructed, and the numerical and 
experimental results of the input impedance and 
radiation characteristics are presented and discussed. 
The parameters of this proposed antenna are studied by 
changing one parameter at a time and fixing the others. 

Figure 6 shows the structure of the various antennas 
used for simulation studies. Return loss characteristics 
for ordinary square slot antenna (Fig. 6 (a)), with two 
modified W-shaped slots with variable dimensions on 
the ground plane (Fig. 6 (b)), and with two modified  
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meander line slots with variable dimensions on the 
ground plane and a protruded W-shaped strip inside 
rectangular slot on the feed-line (Fig. 6 (c)), are 
compared in Fig. 7. As shown in Fig. 7, it is observed 
that the upper frequency bandwidth is affected by using 
the modified meander line slots in the ground plane and 
notched frequency bandwidth is sensitive to the 
protruded W-shaped strip inside rectangular slot on the 
feed-line. 

Fig. 6. (a) The ordinary square slot antenna, (b) the 
square antenna with two modified W-shaped slots on the 
ground plane (DGS), and (c) the square antenna with two 
modified meander line slots on the ground plane and a
protruded W-shaped strip inside rectangular slot on the 
feed-line (DGS and DMS). 

Fig. 7. Simulated return loss characteristics for antennas 
shown in Fig. 6.

As shown in Fig. 7, in the proposed antenna 
configuration, the ordinary square slot can provide the 
fundamental and next higher resonant radiation band at 
4.12 and 8.18 GHz, respectively, in the absence of these 
defected structures. The upper frequency bandwidth is 
significantly affected by using the meander line slots on 
the ground plane. This behavior is mainly due to the 
change of surface current path by the dimensions of 
meander line slots at third resonance frequency (12.65 
GHz), as shown in Fig. 8 (a). In addition, by inserting the 
protruded W-shaped strip inside rectangular slot with 
variable dimensions on the feed-line, a band notched 
function is created [6]. Figure 8 (b) presents the 

simulated current distributions on the radiating stub and 
feed-line at the notched frequency (5.5 GHz). As shown 
in Fig. 8 (b), at the notched frequency the current flows 
are more dominant around of the protruded W-shaped 
strip inside rectangular slot at feed-line. 

Fig. 8. Simulated surface current distributions plane for 
the proposed slot antenna: (a) on the ground at the third 
resonance frequency (12.65 GHz), and (b) on the 
radiating stub at notch frequency (5.5 GHz). 

In order to increase the upper frequency bandwidth, 
two meander-line slots are inserted in the ground plane 
of the proposed antenna, as displayed in Fig. 1. To 
investigate the effects of meander-line slots size on the 
proposed antenna, the simulated return curves with 
different values of meander-line slots lengths are plotted 
in Fig. 9. It is found that by inserting the meander line 
slots with suitable dimensions in the ground plane 
additional resonance is excited, and hence, much wider 
impedance bandwidth with multi-resonance 
characteristics can be produced, especially at the higher 
frequencies. 

Fig. 9. Simulated return loss characteristics of the 
proposed antenna with different values of LX. 

In order to generate band notched performance, a
protruded W-shaped strip inside rectangular slot is 
inserted in the microstrip feed line of the proposed 
antenna, as displayed in Fig. 1. Four such structures with 
different sizes are specified in Table 2 as cases 1, 2, 3 
and 4. 
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Table 2: Four cases of proposed antenna with different 
values of protruded W-shaped strip 

Parameter W 
(mm) 

L1 
(mm) 

W2 
(mm) 

L3 
(mm) 

Case I 1 2.8 0.5 2.5 
Case II 1.2 3.3 0.55 3.1 
Case III 1.4 3.3 0.6 3.3 
Case IV 1.25 3.8 0.65 3.6 

 
Figure 10 shows the effects of protruded W-shaped 

strip with different values on VSWR characteristics. 
From these results, we can conclude that the notch 
frequency is controllable by changing the protruded W-
shaped strip length. 

The proposed antenna with optimal design, as 
shown in Fig. 11, was built and tested. Figure 12 shows 
the measured and simulated return loss characteristics of 
the proposed antenna. The fabricated antenna has the 
frequency band of 3.06 to over 14.27 GHz. As shown in 
Fig. 12, there exists a discrepancy between measured 
data and the simulated results. This discrepancy is 
mostly due to a number of parameters, such as the 
fabricated antenna dimensions as well as the thickness 
and dielectric constant of the substrate on which the 
antenna is fabricated, the wide range of simulation 
frequencies. 
 

 
Fig. 10. Simulated VSWR characteristics for the 
proposed antenna with four cases 1, 2, 3 and 4 as shown 
in Table 2. 

 
Fig. 11. Photograph of the realized printed square slot 
antenna. 

 
Fig. 12. Measured and simulated return loss for the 
proposed antenna. 
 

Figure 13 shows the measured radiation patterns 
including the H-plane (x-z plane) and E-plane (y-z 
plane). The main purpose of the radiation patterns is to 
demonstrate that the antenna actually radiates over a 
wide frequency band. It can be seen that the radiation 
patterns in x-z plane are nearly omni-directional for the 
four frequencies. 

Figure 14 shows the measured and simulated 
maximum gain for the proposed. A two-antenna 
technique is used to measure the radiation gain in the z 
axis direction (x-z plane). It can be observed in Fig. 14, 
that by using defected ground and defected microstrip 
structures, a sharp decrease of maximum gain in the 
notched frequency band at 5.5 GHz are shown. Also, as 
shown in Fig. 14, the measured results agree very well 
with the simulated results in the desired frequencies. 

 
Fig. 13. Measured radiation patterns of the proposed 
antenna. 

 
Fig. 14. Measured and simulated maximum gain for the 
proposed antenna in the z axis direction (x-z plane). 
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V. CONCLUSION 
In this paper, a novel compact printed slot antenna 

(PSA) with band notched function and a novel time 
domain method to extract the equivalent RLC of the 
defected structures has been proposed for UWB 
applications. The analytic formulations for the 
equivalent circuit model are obtained based on time-
domain reflectometry theory, Laplace transform. The 
fabricated antenna covers the frequency range for UWB 
systems between 3.07 to 12.91 GHz with band-notched 
characteristic around 5.12 to 5.96 GHz to avoid 
interference from WLAN systems. Experimental results 
show that the proposed antenna could be a good 
candidate for UWB application. 
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Abstract ─ An efficient, unsplit-field and unconditional 
stable implementation of the stretched coordinate 
perfectly matched layer (SC-PML) is proposed for 
terminating the finite-difference time-domain (FDTD) 
method. Via incorporating the Crank-Nicolson 
Douglas-Gunn (CNDG) and the auxiliary differential 
equation (ADE) methods, respectively, the proposed 
PML formulations can take advantage of the 
unconditional stability of the CNDG method which has 
smaller numerical anisotropy than the existing 
alternately direction implicit (ADI) method. A 
numerical test carried out in a 2D free space FDTD 
domain is provided to validate the proposed CNDG-
based PML. It has been shown that the proposed PML 
can not only overcome the Courant-Friedrich-Levy 
(CFL) stability constraint, but attenuate the propagating 
waves efficiently. 

Index Terms ─ Auxiliary differential equation (ADE), 
Crank-Nicolson Douglas-Gunn (CNDG), finite-
difference time-domain (FDTD), perfectly matched 
layer (PML). 

I. INTRODUCTION 
The finite-difference time-domain (FDTD) method 

plays an important role in the design and simulation of 
electromagnetic behaviors [1]. As an explicit numerical 
method, the Yee’s FDTD is conditionally stable, which 
means that the FDTD time-step is constrained by the 
Courant-Friedrich-Levy (CFL) limit to maintain 
stability and makes the FDTD method not very efficient 
in analyzing electrically small structures [1]. In order to 
remove the CFL stability constraint on time step and 
improve computational efficiency, unconditionally 
stable methods such as the alternating-direction implicit 
FDTD (ADI-FDTD) scheme and the Crank-Nicolson 
FDTD (CN-FDTD) scheme have been introduced in [2- 

6]. As pointed in [5], the ADI’s accuracy is inferior to 
that of CN scheme. The CN-FDTD with Douglas-Gunn 
(DG) algorithm (denoted as CNDG FDTD method) is 
developed in [6] to overcome the drawbacks that the 
CN-FDTD with a huge irreducible matrix is hardly to 
be solved without approximate algorithms. 

In addition, one of the greatest challenges of 
applying the FDTD method is the development of 
absorbing boundary conditions (ABCs) which truncate 
open region problems to simulate the extension of the 
computational domain to infinity [1]. It has been shown 
that the perfectly matched layer (PML), introduced by 
Berenger, is one of the most effective ABCs [7]. The 
stretched coordinate PML (SC-PML) has the advantage 
of simple implementation in the corners and edges of 
the PML regions [8].

To our knowledge, there is only one literature 
about the formulation of the 2D unconditionally stable 
PML based on an approximate CN scheme [9]. The 
method in [9] is a split-field PML for 2D TEz waves. 

In this paper, an alternative efficient, 
unconditionally stable and unsplit-field PML, denoted 
as ADE CNDG-PML, is constructed for 2D TMz 
waves. The formulation is based upon incorporating the 
CNDG algorithm and auxiliary differential equation 
(ADE) method into the PML implementation. 

II. FORMULATION 
For simplicity, the PML is constructed for 2D TMz 

waves only for truncating the free space. The 
frequency-domain modified Maxwell’s equations in the 
SC-PML can be written as: 

1 z
x y

Ej H c S
y

� � 9
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9
, (1) 

1 z
y x

Ej H c S
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where c is the free-space wave-propagation velocity, Sη
(η=x,y) is the stretched coordinate variables chosen 
within the PML region as: 
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where ση is the conductivity profile along the η
direction in the PML region [8], ε0 is the free-space 
permittivity. 

Using (4) and the inverse Fourier translation, (1)-
(3) can be written in the time domain as: 
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where fzx, fzy, gxy and gyx are given by:
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Applying the CN scheme to discretize (5)-(11), we 
have the following discrete equations as: 
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The operator Γη[*] denotes the difference form obtained 
by applying the CN method along direction η, for 
example: 
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1 1( )
i j i j i j i j i j

n n n n n
y z z z z zE E E E E

� �

� �" � � � � . (19) 

Other operators take similar forms as (19). The 
corresponding coefficients in (12)-(18) are given by: 

2ht t* � * , ( )hc tFG F� * * , 0k k hq tF F) �� * , 

0 (1 ) (1 )
k k k

r q qF F F� � � , 

1 [ (1 )] ( )
k k k

r q q cF F F F� � � * , 

where Δη (η=x,y) is the space cell size, Δt is the time 
step, and k (k=i,j) is the inter-number indices of the 
computational cells. 

It is noted that the discrete electric and magnetic 
field components are coupled, which leads to a huge 
sparse matrix to be solved expensively. One way to 
decouple the electric and magnetic fields is to insert 
(15)-(18) into (12)-(14) respectively, then substitute  
Hn+1 

x  and Hn+1 
y  into the expression of En+1 

z  to eliminate the 
implicit magnetic field components: 

, ,

1
2 2 2 2[1 ( )] [1 ( )]

i j i j

n n
x y z x y zD D E D D E�� � � � �

1 2, 1 2, 1 2,12( )( )
i i j i j i i j

n n n
x h x y y x yxt r H H d gG

� � �

�� �* � �

, 1 2 , 1 2 1 2,12( )( )
j i j i j i i j

n n n
y h y x x x yxt r H H d gG

� � �

�� �* � �

, 1 2 , 1 2 ,0(1 )
j i j j i j i i j

n n n
y xy y xy h x zxd g d g t r f

� �

� �� � �* �

                                  
,0(1 )

j i j

n
h y zyt r f�* � , (20) 

where D2x and D2y are defined as follows: 

, 1, ,

1 1 1
2 ( )

i j i i j i i i j

n n n
x z x z x x zD E c E c c E

�

� � � � � �� � �

                                             
1,

1
i i j

n
x zc E

�

� �� , (21)

, , 1 ,

1 1 1
2 ( )

i j j i j j j i j

n n n
y z y z y y zD E c E c c E

�

� � � � � �� � �

                                              
, 1

1
j i j

n
y zc E

�

� �� . (22) 

The coefficients of (20)-(22) are defined as: 

1 21 1( )( )
k k kh hc t r t rF F F F FG G

H

H � �* �* , 

1 21 0( ) (1 )
k k kh hd t r t rF F F FG

H

H � �* * � . 

Note that (20) leads to a block tri-diagonal matrix, 
which still requires very expensive matrix solution at 
each time step. For an efficient solution of En+1 

z , the 
CNDG method proposed in [6] is introduced. By 
adding D2xD2yEn+1 

z  and D2xD2yEn
z to the left-hand-side 

(LHS) and right-hand-side (RHS) of (20) respectively, 
it can be factorized into: 

,

1
2 2(1 )(1 )

i j

n
x y zD D E �� �

               
,2 2 ,(1 )(1 )

i j

n
x y z i jD D E !� � � � , (23) 

where αi,j denotes the other terms of the RHS of (20). 
Then (23) can be solved with the following two-

step update equations: 

, ,

*
2 2 2 ,(1 ) (1 2 )

i j i j

n
x z x y z i jD E D D E !� � � � � , (24) 
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, , ,

1 *
2 2(1 )

i j i j i j

n n
y z z y zD E E D E�� � � . (25) 

From (24) and (25), we can see that the updated 
equation for principal component En+1 

z splits into two-
step update equations by introducing an intermediate 
parameter E* 

z . However, the LHS of (24) and (25) form 
two tri-diagonal matrixes which can be solved easily. 
Once En+1 

z  is obtained, gn+1 
xy , gn+1 

yx , Hn+1 
x , Hn+1 

y , fn+1 
zx  and fn+1 

zy  
can be updated explicitly. 
 

III. NUMERICAL RESULT 
To validate the effectiveness of the proposed 

formulation, we implemented the PML in a 2D domain. 
With 1 GHz of the bandwidth, a derivative gauss pulse 
is placed at the center of a 101×101 uniform mesh 
domain, which radiates into the free space as an 
electric-field source. The computational domain 
discretized with a space cell size of 3 mm in both x and 
y directions. All sides of the computational domain 
were terminated by PML [8, 2, 0.001%], as defined in 
[7]. 

To evaluate the reflection error of the proposed 
PML, this ADE CNDG-PML scheme under different 
CFL numbers (CFLN) are invoked for field 
computations. The term CFLN is defined as 
CFLN=Δt/ΔtFDTD 

max , where ΔtFDTD 
max  is the maximum stability 

constraint of the conventional FDTD. For the sake of 
comparison, the results using the PML based on the 
conventional FDTD are also obtained. Figure 1 depicts 
the results obtained by using these two different 
approaches. The relative reflection error versus time is 
computed at an observation point in the corner of the 
computational domain and with one cell away from the 
interface between the PML and the computational 
domain using: 

 
10

max

( ) ( )
20log z zref

dB
zref

E t E t
R

E

� ��
� ��
� �� �

, (26) 

where Ez(t) represents the electric field computed using 
the test domain and Ezref(t) is a reference solution based 
on an extended lattice with the size of 600 cells in both 
x and y directions and terminated by PML [128, 4, 
0.0001%]. Ezrefmax is the maximum amplitude of the 
reference solution over the full time simulation. 

The results are shown in Fig. 1. At early time to 
about 7 ns, the performance of the proposed PML 
degrade as the CFLN increasing. However, the 
maximum relative errors of the conventional SC-PML 
and the ADE CNDG-PML with different CFLN 
(CFLN=1, 2, 4) are -66.46 dB, -66.48 dB, -66.56 dB 
and -64.65 dB, respectively. Then it can be concluded 
that the proposed PML can almost maintain the same 
maximum relative error level with different CFLN. 
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Fig.1. Relative reflection error at observation point in 
the computational domain terminated by PML [8, 2, 
0.001%] for ADE CNDG-PML with various CFLN. 
The conventional FDTD SC-PML is also included. 
 

IV. CONCLUSION 
An efficient algorithm based upon the ADE 

method is presented in this paper for implementing the 
SC-PML formulations by making use of a CNDG 
scheme without the need of splitting the field 
components. Numerical results demonstrate that the 
ADE CNDG-PML can be used as a good absorbing 
boundary condition while the time step is beyond the 
CFL limit. The simulation time can be reduced by 
increasing the time step without decreasing of PML 
performance. Consequently, the computational process 
uses less time than the conventional SC-PML as the 
value of CFLN is larger than CFL limit. 
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Abstract ─ In this paper, a novel structure is proposed 
to design two compact microstrip bandpass filters 
operated at 2.39 GHz and 5.73 GHz, which their sizes 
are 44 mm2 and 14 mm2, respectively. Miniaturization, 
resonance frequency tuning and harmonics attenuation
methods are presented. Low insertion losses and wide 
fractional bandwidths are achieved. The obtained 
insertion losses and fractional bandwidths of the 2.39
GHz and 5.73 GHz filters are 0.27 dB, 0.19 dB, 46%, 
and 44%, respectively. Also for both filters, the second 
and third harmonics are attenuated. The proposed filters 
are fabricated and measured and there is a good 
agreement between the simulation and measurement 
results.

Index Terms ─ Harmonics attenuation, microstrip 
filter, miniaturization, novel structure. 

I. INTRODUCTION 
There have been increasing demands for the 

compact microstrip filters with low insertion loss due to 
their important role in the modern wireless 
communication systems [1-5]. But several microstrip 
bandpass filters with very large size, using different 
resonators, have been proposed in [6-16]. In [6], a
branch line resonator and in [7], a stepped impedance 
resonator have been used to design microstrip bandpass 
filters. But they have large insertion losses and small 
fractional bandwidths. In [8-9], ultra-wide band 
microstrip bandpass filters have been presented. In [8], 
a ring resonator and a parallel coupled resonator have 
been utilized to obtain a wide fractional bandwidth 
filter, but its insertion loss is large. In [10-14], 
microstrip band pass filters with small fractional 
bandwidths and undesired insertion losses have been 
proposed. To design these filters, inductive-coupled 
stepped-impedance quarter-wavelength resonators [10], 
ring resonators [11], rectangular dual spiral resonator 
[12], and partially coupled resonators [13] have been 
used. In this paper, two miniaturized microstrip 
bandpass filters are designed using a novel compact  

resonator to solve the previous works problems in terms 
of the large sizes, small fractional bandwidths and the 
large insertion losses. 

II. THEORY AND STRUCTURE 
A. Resonator structure 

Microstrip stub loaded cells can be used as the 
compact tuneable resonators. By tuning the widths and 
lengths of the stubs, the resonance frequency can be 
tuned without size increase. One of these compact stub 
loaded tuneable resonators is proposed and shown in 
Fig. 1. It is a novel U-shape structure, which is loaded 
by a shunt stub. 

l1

l3

l2

Input Port y3

y2

y1

Fig. 1. Proposed resonator. 

For even mode analysis, the characteristic 
admittance, viewed from the open end input port, is 
achieved as follows: 

eee

eee
yyy

yyy
Ye

132

132 )(

��

�
� . (1) 

In Equation (1), y1e is the admittance of the 
structure connected to the input port originated from the 
structure with length l1, while y2e comes from the shunt 
stub loaded inside the U-shape structure and y3e is the 
equivalent admittance of the open stub with the 
physical length l3 (see Fig. 1). According to the 
transmission line theory, the input admittances of the 
open-circuited transmission line with the characteristic 
admittances y1, y2 and y3 are given by [17]: 
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where foe is the even mode resonant frequency (per 
GHz), rei is the effective dielectric constant, and li is 
the physical length (per mm). 

The effective dielectric constant can be calculated 
as follows [17]: 

})1(04.0
)121(

1{
2

1
2

1 2
h

W

W
h

i

i

rr
rei ��

�

�
�

�
�

��� . (2.b) 

In Equation (2.b), i=1, 2 and 3 and h is the 
thickness of the substrate with a dielectric constant r.
Also Wi is the width of the stub with length li. From 
Equation (2.b), the widths have significant effects on 
the resonator performance. 

B. Resonance frequency tuning and miniaturizing 
method 

The resonance condition for the even mode is 
satisfied when Ye=0. Therefore, by substituting 
Equation (2) in Equation (1), the even mode resonance 
frequencies can be obtained as follows: 

0
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(3.a) 
Therefore, if y2=y3, then: 
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If the open stubs with the lengths l2 and l3 have the 
same characteristic admittances, by tuning k1, k2, and 
k3, the resonance frequency can be adjusted simply. 
Under this condition (for a defined resonance 
frequency) if m=1 then k1, k2, and k3 are minimum. 
Then from (2.a) and (2.b), the lengths and widths of the 
resonator are minimized. As a result, the resonator size 
is minimized. Therefore, a compact tuneable resonator 
is designed, which can be used in the filter structure. 

C. Harmonics attenuation method 
To design a single-band bandpass filter with 

attenuated harmonics (for a defined m) a resonance 
frequency is the desired resonance frequency and 
another one is an unwanted resonance frequency. The 
unwanted resonance frequency acts as a harmonic. One 
method to remove this harmonic is obtained when 

foe1=foe2. Therefore, to remove the harmonic from 
Equations (3.b) and (3.c): 

321 kkk �� . (4) 

D. Odd mode analysis 
By a similar analysis for odd mode, the 

characteristic admittance, viewed from the open end 
input port, YO, is: 

ooo

ooo
yyy

yyy
Yo

132

132 )(

��

�
� . (5) 

In Equation (5), yio (i=1, 2 and 3) are the odd mode 
admittances of the structures which are described 
similar to yie. The input admittances of the open-
circuited transmission line with the characteristic 
admittances y1, y2 and y3 are given by: 
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where foo is the odd mode resonant frequency (per 
GHz). The resonance condition for the odd mode is 
satisfied when Zo=1/Yo=0. Therefore, by substituting 
Equation (6) in Equation (5), the odd mode resonance 
frequencies can be obtained as follows: 
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A solution for Equation (7.a) is: 
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From (2.b) and (7.b): 

332211 lll rerere ��� �� . (7.c) 
If the lengths and widths li and Wi be decreased so that 
Equation (7.c) be satisfied, then the resonance 
frequency is obtained and the resonator size is reduced 
too. 

To calculate the resonator dimensions, first a 
substrate with r=2.2 and h=0.786 mm is chosen. As a 
result of the presented method, the internal stub must be 
extensive while the resonator has a minimum size (to 
tune the resonance frequency with the minimum size of 
the resonator). Therefore, an appropriate selection of 
the sizes of the widths is: W1=W3=0.1 mm, and W2=0.7 
mm. From Equation (2.b), re1= re3=1.69 and re2=1.84.
Whereas the resonance frequency is a presuppose 
target, from Equations (2.a), (3.b) and (3.c), the length 
of the stubs have determinate values.

Using the proposed resonator, two compact 
bandpass filters with symmetric structures are designed 
to operate at WLANs frequencies. Figure 2 shows the 
proposed bandpass filter operated at 2.39 GHz. This 
filter is composed of four stub loaded U-shape 
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structures. Using the coupled lines, two stub loaded U-
shape structures are connected to the other two stub 
loaded U-shape structures. The stub loaded U-shape 
structures are similar to the proposed resonator, which 
can be analyzed in the same method. 
 

 
 
Fig. 2. Proposed 2.39 GHz filter. 
 

As shown in Fig. 3, to design a compact bandpass 
filter operated at 5.73 GHz, the proposed resonator in 
Fig. 1 is used. This filter is composed of two resonators, 
similar to Fig. 1, which connected together using the 
coupled lines and the taped line feed structures. 
 

 
 
Fig. 3. Proposed 5.73 GHz filter. 
 

The T-shape tapped lines feed structures are added 
to the input and output ports to improve the insertion 
loss without size increment. The effect of T-shape 
tapped line feed structure on the insertion loss (for 2.39 
GHz filter) is shown in Fig. 4 (a). In Fig. 4 (a), S21 is 
shown as a function of Wa11. As shown in Fig. 4 (a), by 
increasing Wa11, the insertion loss is decreased. S21 as a 
function of the coupled line length is shown in Fig. 4 
(b). As shown in Fig. 4 (b), by increasing La6 the 
resonance frequency is shifted to the left. Also by 
decreasing La6, the coupling effect is decreased and as a 
result the insertion loss is increased. The T-shape cells 
(with the lengths La5 and La1) are loaded in the inside of 
the U-shape structures to control the resonance 
frequency without size increment. By increasing the 
wide, the resonance frequency shifts to the left. This is 

shown in Fig. 4 (c). The coupled lines (in Fig. 3) play 
an important role to control the insertion loss and 
resonance frequency. The effect of this parameter is 
shown in Fig. 4 (d). In Fig. 4 (d), S21 is shown as a 
function of Lb7. As shown in Fig. 4 (d), by increasing 
Lb7 the resonance frequency is shifted to the left. Also 
by decreasing Lb7, the coupling effect is decreased and 
as a result the insertion loss is increased. Therefore, by 
tuning the coupled lines lengths the insertion loss is 
decreased and the resonance frequency is tuned. To 
improve the sharpness, S21 is changed as a function of 
Lb1. This effect is shown in Fig. 4 (e). As shown in Fig. 
4 (e), the frequency response is sharper when Lb1 is 
smaller. 
 

 
 
Fig. 4. (a) S21 as a function of Wa11, (b) S21 as a function 
of La6, (c) S21 as a function of Wa6, (d) S21 as a function 
of Lb7, and (e) S21 as a function of Lb1. 
 

III. RESULTS 
The proposed filters are simulated using ADS full 

wave EM simulator and fabricated on a RT Duroid 
5880 substrate. They have a dielectric constant of 2.2, 
31 mil-thickness and the loss tangent equal to 0.0009. 
 
A. 2.39 GHz filter 

The dimensions of the proposed 2.39 GHz filter 
(Fig. 2) are presented in Table 1. 
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The frequency response of the 2.39 GHz filter is 
shown in Fig. 5 (a). The wide-band frequency response 
of the 2.39 GHz filter is shown in Fig. 5 (b) and the 
photograph of the fabricated filter is shown in Fig. 5 
(c). The insertion loss at 2.39 GHz is better than 0.27 
dB, while the return loss is better than -12 dB. 

Table 1: Dimensions of the proposed 2.39 GHz filter 
La1 La2 La3 La4 La5 La6 La7

0.7
mm

0.5
mm

0.3
mm

8.1
mm

7.2
mm

7.2
mm

7.2
mm

La8 wa1 wa2 wa3 wa4 wa5 wa6

6.2
mm

0.1
mm

0.1
mm

0.1
mm

0.1
mm

0.8
mm

2.5
mm

wa7 wa8 wa9 wa10 wa11 Sa

0.1
mm

0.1
mm

0.1
mm

0.1
mm

3
mm

0.1
mm

(c) 

Fig. 5. (a) Frequency response of the proposed 2.39 
GHz filter, (b) wide-band frequency response of the 
2.39 GHz filter, and (c) photograph of the fabricated 
2.39 GHz filter. 

The filter size is 9×4.9 mm² (0.09 λg × 0.05 λg
mm²). The obtained fractional bandwidth (FBW) is 
46%. This filter has the cut-off frequencies at 1.83 GHz 
and 2.94 GHz. The harmonics are attenuated from 4.29 
GHz up to 9 GH (3.76fo) with a minimum attenuation 
above -19 dB. 

B. 5.73 GHz filter
The dimensions of the proposed 5.73 GHz filter 

(Fig. 3) are optimized and presented in Table 2. 
The frequency response of the 5.73 GHz filter is  

shown in Fig. 6 (a). The wide-band frequency response 
of the 5.73 GHz filter is shown in Fig. 6 (b). The 
insertion loss at 5.73 GHz is better than 0.19 dB, while 
the return loss is better than -13 dB. The filter size is 
4.8×3.1 mm² (0.11λg × 0.07λg mm²) and its fractional 
bandwidth is 43%. It has the cut-off frequencies at 4.48 
GHz and 6.99 GHz. The harmonics are attenuated from 
9.09 GHz up to 17.28 GHz (3fo) with a minimum 
attenuation above -20 dB. The photograph of the 
fabricated filter is shown in Fig. 6 (c).

Table 2: Dimensions of the proposed 5.73 GHz filter 
Lb1 Lb2 Lb3 Lb4 Lb5 Lb6 Lb7

2.7
mm

0.3
mm

3.7
Mm

4
mm

0.1
Mm

0.1
mm

3.2
mm

Lb8 Lb9 wb1 wb2 wb4 wb5 Sb

2
mm

0.2
mm

0.1
mm

0.7
Mm

0.1
mm

0.1
Mm

0.1
mm

(c) 

Fig. 6. (a) Frequency response of the proposed 5.73 
GHz filter, (b) wide-band frequency response of 5.73 
GHz filter, and (c) photograph of the fabricated 5.73 
GHz filter. 

In comparison with the previous works, the 
minimum size, good insertion losses and wide 
fractional bandwidths are obtained. The insertion 
losses, fractional bandwidths, stopband responses, and 
the size of the proposed filters are compared with 
previous works in Table 3. In Table 3, IL, FO, FBW are 
the insertion loss, operation frequency and fractional 
bandwidth respectively. In Table 3, IL, FO and size are 
per dB, GHz and mm2 respectively. 
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Table 3: Comparison between the previous works and the proposed filters 

References IL FO Size FBW (%) Stopband Response Approximated -20 dB Cut-
Off Frequencies (GHz) 

[6] 2.6 2 149 5.9 -27 dB up to 2.88fo  

[7] 2.5 2 2049 12 -50 dB up to 4 GHz 
(2fo) 1.6 and 2.4 

[8] 2.5 4 177 50 -60 dB up to 
7.4 GHz (1.85fo) 2.7 and 5.1 

[9] 0.1 4.5 1034 66 --- 2.6 and 5.2 
[10] 0.85 2.35 220 11.5 --- 2 and 2.6 
[11] --- 2.05 126 10 --- 1.3 and 1.5 

[13] 3.8 1 9000 13 -30 dB up to 
6.2 GHz (6.2fo) 0.9 and 1.12 

[14] 1.8 1.78 488 16.5 -30 dB up to 
6.8 GHz (3.8fo) 1.5 and 1.9 

[15] 6.4 2.55 225 3.5 -30 dB up to 
3.9 GHz (1.5fo) 2.4 and 2.6 

Proposed 2.39 
GHz BPF 0.27 2.39 44.1 46 -19 dB up to 9 GHz 

(3.76fo) 0.66 and 4.3 

Proposed 5.73 
GHz BPF 0.19 5.73 14 43 -20 dB up to 

17.28 GHz (3fo) 1.5 and 9.1 

IV. CONCLUSIONS 
Two miniaturized microstrip bandpass filters (44 

mm2 BPF operated at 2.39 GHz and 14 mm2 BPF 
operated at 5.73 GHz) with the good insertion losses 
and the wide fractional bandwidths are designed and 
fabricated using a novel resonator. The proposed filters 
are composed of U-shape structures, which are loaded 
by the different open stubs. For the 2.39 GHz and 5.73 
GHz BPFs, the harmonics are attenuated up to 9 GHz 
and 17.28 GHz, respectively, where the second and 
third harmonics are attenuated. The obtained results 
show that the proposed filters have wider fractional 
bandwidths, lower insertion losses and minimum sizes 
in comparison to the previous works. 
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