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Improved and Easy-to-implement HFSS-MATLAB Interface without VBA
Scripts: An Insightful Application to the Numerical Design of Patch Antennas

Giacomo Giannetti

Department of Information Engineering
Università degli Studi di Firenze, Florence, Italy

giacomo.giannetti@unifi.it

Abstract – An improved and easy-to-implement HFSS-
MATLAB interface is presented. Because the interface
is realized without the use of VBA scripts, it is eas-
ier to implement for beginners and practitioners. This
advantage allows more dissemination of the code in the
HFSS community. The interface is applied to the numer-
ical design of a patch antenna, showing the capabilities
it enables. Practical details about the implementation are
provided, enabling the reader to implement the interface
on their own.

Index Terms – application programming interface,
HFSS, hierarchical optimization, MATLAB, patch
antenna.

I. INTRODUCTION

Modern programs for computer-aided design (CAD)
are extremely useful tools for the design of complex
structures. However, they are difficult to manage when
they have to be interfaced with other software or when
complex operations are necessary [1, 2].

In order to manage complex operations involv-
ing CAD software in a straightforward way, it is of
paramount importance to be able to interface CAD soft-
ware with a numeric computing environment (NCE). In
the following, we refer to HFSS [3] and MATLAB [4].

The development of an HFSS-MATLAB interface
is not new. It is described in [5–8], and a library for
the interface between MATLAB and HFSS is available
online [9]. In [1, 2], FEKO [10] is interfaced with MAT-
LAB. Python has also been used recently to launch EM
simulators [11, 12]. However, the mentioned works use
the Visual Basic for Applications (VBA) scripting lan-
guage to interface HFSS and MATLAB. VBA scripts
require large libraries, since each feature in the HFSS
model requires a specific command with a specific syn-
tax. Then, even if HFSS commands can be recorded to a
script exploiting a useful feature of HFSS [6], writing a
script is a slow and tedious task, especially for beginners.
Another possibility to interface HFSS and MATLAB is

to call the latter during the execution of the former. How-
ever, this interface is much less flexible than the one in
which MATLAB drives HFSS. Not to be forgotten, stu-
dents and experienced designers can feel pain when they
have to learn a further programming language [13].

This paper presents and describes an improved
and easy-to-implement HFSS-MATLAB interface that
makes no use of VBA scripts. To achieve this goal, vari-
ables are updated in the ASCII file describing the HFSS
model to simulate. Practical details are provided for the
implementation of the application programming inter-
face (API). Moreover, for easier reproducibility of the
API, working examples are also available at [14]. Thanks
to the API, there is no need to learn VBA to script HFSS.
This CAD is then treated like a black box that returns
the output of a simulation once it is called from MAT-
LAB. The working principles of the API are presented
in a practical example: the numerical design of a patch
antenna resonating at 2 GHz.

II. DESIGN EXAMPLE

The example considered for illustrating the pro-
posed interface is the numerical design of a rectangular
patch antenna working at f0 = 2 GHz. The substrate of
the antenna is characterized by a height of 1.6 mm, a met-
allization thickness of 0.035 mm, and a relative dielec-
tric constant of 2.2. The technical drawing of the pro-
posed antenna is depicted in Fig. 1. The patch is charac-
terized by a width W and a length L. The feed is a λ/4
transformer whose length is a. To have more degrees of
freedom, the transformer has a trapezoidal shape whose
bases are M - 2b and M - 2c, where M = 4.943 mm,
the width of the microstrip with a 50 Ω characteristic
impedance. The distance between the patch and the sides
of the substrate is Le = 8 mm and the length of the 50 Ω
microstrip is Lm = 10 mm. In the following, only param-
eters a, b, c, W , and L are variable, the others being con-
stants.

An analytical design procedure for rectangular patch
antennas is possible [15], and the values of the geomet-
rical parameters for this design are listed in Table 1.
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Fig. 1. Technical drawing of the patch antenna.

Table 1: Variable history (dimensions in millimeters,
abbreviation a.a. stands for as above)

Variables

L W a b c
Min 46 57 26 1.500 1.500
Max 50 61 32 2.370 2.370
Anal. 49.830 59.290 28.510 2.070 2.070
Opt. (i) 48.472 a.a. a.a. a.a. a.a.
Opt. (ii) a.a. 59.225 28.440 2.014 1.999

However, once the geometrical values from the analyt-
ical design are simulated, the antenna results do not
match them at the desired working frequency, as shown
in Fig. 2. The resonant frequency fr (the frequency at
which the minimum of the return loss occurs), the min-
imum of the return loss |S11|m and the return loss at
f0 = 2 GHz, |S11( f0)|, are gathered in Table 2.

To have an antenna working at the desired fre-
quency, an optimization is performed. Since the magni-
tude of the reflection coefficient is not a smooth function
of the geometrical parameters [16], it is not wise to con-
sider a unique goal for the optimization of the return loss.
Then, the problem is tackled by means of a hierarchical
optimization with these two goals:

min
L
( fr− f0)

2 (1a)

min
a,b,c,W

|S11|m, (1b)

where min stands for minimize. The reasons behind the
definitions of these two optimizations derive from the
theory of the problem. Indeed, it is known from theory

Fig. 2. Magnitude of S11 for the patch antenna during the
different steps of the design.

Table 2: Result summary
Step f r (GHz) |S11|m (dB) |S11( f0)| (dB)
Anal. 1.890 -22.68 -0.35

Opt. (i) 1.999 -22.37 -21.83
Opt. (ii) 1.999 -30.70 -29.99

[15] that a) the resonant frequency depends primarily on
the patch length, and b) matching depends primarily on
the feed dimensions and patch width. Then the two opti-
mizations of the hierarchical optimization are (1a) for
point a and (1b) for point b. Note that while improving
matching in (1b) we do not care about the resonant fre-
quency of the antenna, assuming that it does not change
remarkably. However, if the change in the resonant fre-
quency after solving (1b) is remarkable, then optimiza-
tion (1a) can be repeated to re-center the resonant fre-
quency at the desired value.

For the above optimizations, the MATLAB opti-
mization functions are fminbnd for (1a), and fmincon for
(1b). Function fminbnd is especially useful for minimiza-
tion problems with a single variable. As starting point
for the hierarchical optimization, the analytical design is
considered. The minimum and maximum values for the
variables being optimized are listed in Table 1.

III. DESCRIPTION OF THE API

In the following, the filenames indicated in Table 3
are considered. Obviously, only the file extension must
be the one indicated while the filename could be differ-
ent, provided that all occurrences change accordingly.

The MATLAB commands are in HFSS API.m. The
HFSS model to simulate is base.aedt, while base.txt is
the same as base.aedt, but with the variables substituted
by univocal signposts. The file modified.aedt is the HFSS
model to simulate with updated variables. Eventually,
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Table 3: Files for the API
Filename Description

HFSS API.m MATLAB script for the interface
base.aedt Model to simulate
base.txt Model with signposts
modified.aedt Model with updated variables
ExportToFile.py Python script for data extraction
res.csv Exported results

ExportToFile.py is the Python script for the export of the
results and res.csv the exported results.

The flow chart for the proposed API is presented
in Fig. 3. The proposed API is made of steps to be
done once, called Preliminary steps, and steps that have
to be done before each simulation, called Steps to be
repeated. The preliminary steps are done manually by
the designer, while the API automatically performs the
others. Furthermore, the blocks with rounded corners
refer to the steps performed in MATLAB, while those
without rounded corners to those of the API.

A. Preliminary steps

The preliminary steps are:

• build the model in HFSS and save it as base.aedt;
• copy the previous file and open it as a text file. Sub-

stitute the numerical values of the variables to be
varied with unique character combinations (‘sign-
posts’, one for each variable), and save the file as
base.txt;

• generate the file ExportToFile.py to export the
results of the simulation.

Since all setups are run by the command used to exe-
cute the simulations, the designer, while preparing the
HFSS model, should follow these directions: a) insert
only one design, called Design in the following; b) insert
only the required setups.

Here is the part of file base.txt defining the variables
of the design: the signposts inserted to substitute for the
variables are shown in bold:

$begin ‘Properties’
VariableProp(‘A’, ‘UD’, ‘’, ‘1A1Amm’)
VariableProp(‘B’, ‘UD’, ‘’, ‘1B1Bmm’)
VariableProp(‘a’, ‘UD’, ‘’, ‘2A2Amm’)
VariableProp(‘b’, ‘UD’, ‘’, ‘2B2Bmm’)
VariableProp(‘c’, ‘UD’, ‘’, ‘2C2Cmm’)
VariableProp(‘ts’, ‘UD’, ‘’, ‘1.6mm’)
VariableProp(‘tc’, ‘UD’, ‘’, ‘0.035mm’)
VariableProp(‘Le’, ‘UD’, ‘’, ‘8mm’)
VariableProp(‘Lm’, ‘UD’, ‘’, ‘10mm’)
VariableProp(‘M’, ‘UD’, ‘’, ‘4.942869528525mm’)
$end ‘Properties’.

Preliminary steps
- Generation of the model (base.aedt)
- Substitution of the variables with
   signposts (base.txt)

Steps to be repeated
- Substitution of the signposts with the
   updated numerical value (modified.aedt)
- Run of the updated model (modified.aedt)
- Export of the results (ExportToFile.py)

- Generation of the
   variable combinations
- Call of the HFSS API

- Processing of the data

YES

NO
FINISH

- Are new variable
   combinations needed?

Fig. 3. Flow chart of the proposed API. The rectangles
with rounded corners refer to the steps performed in
MATLAB, while those without rounded corners relate
to the proposed API.

Here is the Python file ExportToFile.py to export the
results of the simulation:

oDesktop.RestoreWindow()
oProject = oDesktop.SetActiveProject(“Modified”)
oDesign = oProject.SetActiveDesign(“Design”)
oModule = oDesign.GetModule(“ReportSetup”)
oModule.UpdateReports([“S11mag”])
oModule.ExportToFile(“S11mag”, “res.csv”),

where Design is the name of the design in modified.aedt
and S11mag is the name of the report displaying the
results. The file ExportToFile.py could even be generated
automatically in MATLAB.

B. Steps to be repeated

The steps to be repeated for each parameter combi-
nation request by the MATLAB script are:

• read file base.txt containing signposts, substitute
each signpost with the numerical values indicated
by the MATLAB script, and save the new file as
modified.aedt;
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• run file modified.aedt to simulate the model;
• run file ExportToFile.py to export results;
• read the results exported in file res.csv.

While substituting the numerical values with sign-
posts, the designer must be aware of the right correspon-
dence between the substituted variables and the actual
variables in the model. Therefore, it is helpful to note a
correspondence table while inserting the signposts. For
example, after having substituted the numerical vari-
ables, the file modified.aedt appears as

$begin ‘Properties’
VariableProp(‘L’, ‘UD’, ‘’, ‘48.47213595500mm’)
VariableProp(‘W’, ‘UD’, ‘’, ‘59.22459629087mm’)
VariableProp(‘a’, ‘UD’, ‘’, ‘28.44027653740mm’)
VariableProp(‘b’, ‘UD’, ‘’, ‘2.013573376324mm’)
VariableProp(‘c’, ‘UD’, ‘’, ‘1.999106250004mm’)
VariableProp(‘ts’, ‘UD’, ‘’, ‘1.6mm’)
VariableProp(‘tc’, ‘UD’, ‘’, ‘0.035mm’)
VariableProp(‘Le’, ‘UD’, ‘’, ‘8mm’)
VariableProp(‘Lm’, ‘UD’, ‘’, ‘10mm’)
VariableProp(‘M’, ‘UD’, ‘’, ‘4.942869528525mm’)
$end ‘Properties’.

The MATLAB command that executes a string in
the command window is system(StringToExecute). The
string for simulating the HFSS model is

“PathExe\ansysedt.exe” /Ng /BatchSolve
“Path\modified.aedt”,

while the string for exporting the results is

“PathExe\ansysedt.exe” /Ng /BatchExtract
“Path\ExportToFile.py” “Path\modified.aedt”,

where ansysedt.exe is the executable for HFSS, PathExe
is the folder where the executable file ansysedt.exe is
stored, /Ng is the setting enabling the non-graphical
mode, and Path is the folder where the files listed in
Table 3 are saved.

IV. RESULTS

After running optimizations (1a) and (1b), the
results for the reflection coefficient are presented in
Fig. 2, and the values of the variables are listed in
Table 1. Data summarizing the optimization are gathered
in Table 2.

We note that it is sufficient to operate only on
the length of the patch to have it resonating at the
desired frequency. Additionally, optimization (1b) on the
other parameters successfully improves matching with-
out affecting the resonant frequency. Eventually, the first
optimization requires only 2 function evaluations while
the second requires 13, thus proving the effectiveness of
the hierarchical optimization over indiscriminate global
optimization algorithms like genetic ones [17, 18].

V. CONCLUSIONS

A useful interface between a CAD software, HFSS,
and a software for technical computing, MATLAB, is
outlined. Unlike other approaches performing the same
task, the proposed one makes no use of VBA scripts to
drive HFSS, hence being easier to implement and allow-
ing the execution of simulations in non-graphical mode.

A glance into the interesting features enabled by this
interface is provided by means of an example: the tuning
of a resonant patch antenna. Despite this rather simple
problem, it shows how the proposed API interface can
realize complex procedures. Indeed, without the API, the
designer would launch the different optimizations man-
ually, with a high risk of errors and the need to keep up
with the execution. On the contrary, with the proposed
API, all steps of the hierarchical optimization can be han-
dled automatically in MATLAB with much more flexi-
bility.

Even though this interface is developed to drive
HFSS, its working principles are of general validity and
can be adapted to drive other simulators or software. For
instance, the author applied the proposed method to drive
GPT [19], a code for particle simulations.

Here what we learned from this lesson. Firstly, for
the happiness of many, there is no need to learn VBA.
Secondly, despite the computation capabilities we are
experiencing nowadays, a good knowledge of the the-
ory behind what we are studying is fundamental. The
analyzed example shows how a hierarchical optimization
approach can tune a patch antenna with only few 3D full-
wave simulations.
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Abstract – A rapid solution for evaluating the radiation
pattern of aperiodic arrays, taking into account mutual
coupling, is presented in this paper. The evaluation is
achieved by eliminating the anisotropy of the active ele-
ment pattern of the array through the use of the mutual
coupling compensation matrix (MCCM) technique, in
conjunction with the non-uniform fast Fourier transform
(NuFFT). In order to eliminate the impact of mutual cou-
pling on array pattern calculation, the MCCM is utilized
to convert the active element pattern (AEP) of each ele-
ment into a shared uniform term and make the NuFFT
technique suitable for the array pattern calculation. The
proposed solution is validated by evaluating the radiation
pattern of a 64-element planar aperiodic array. In addi-
tion, the proposed solution is integrated into the Particle
Swarm Optimization (PSO) to realize a pattern synthe-
sis method. Two synthesized patterns, including a pencil
beam with low sidelobe level and a flat-top beam pattern,
are executed to validate. Compared with several reported
methods, the proposed method can improve the synthesis
efficiency and maintain good accuracy simultaneously.

Index Terms – aperiodic array, mutual coupling compen-
sation, non-uniform fast Fourier transform, radiation pat-
tern calculation and synthesis.

I. INTRODUCTION

Compared with periodic arrays, aperiodic arrays
have attracted much attention in recent years because of
several excellent advantages, such as suppression of grat-
ing lobes, reduction of cost and high degree of freedom
in design [1]. However, the diversity of mutual coupling
(MC) introduced by the aperiodic layout results in inac-
curate evaluation of the radiating pattern. Besides, due to
the aperiodic layout, some efficient synthesis solutions,
such as the iterative Fourier transform (IFT) technique

[2], are no longer applicable. In published literature, the
aperiodic array is usually transformed to a periodic one
by embedding an amount of virtual elements to realize
the accurate evaluation and fast synthesis. In [3], a vir-
tual uniform array is established, and the element in the
real aperiodic array is interpolated by several adjacent
elements in the virtual one. In this situation, it is conve-
nient to realize the fast synthesis of the aperiodic array by
applying the IFT technique. However, the MC is not con-
sidered in the synthesis. You, et al. [4] proposed a con-
cept of active element pattern expansion (AEPE) method
and realized the fast synthesis of uniformly-spaced lin-
ear array. Inspired by the above AEPE and virtual uni-
form array, Liu, et al. [5] further presented a novel vir-
tual active element pattern expansion method (VAEPE)
and integrated it with the IFT procedure, resulting in a
fast synthesis of aperiodic arrays including the MC. Nev-
ertheless, these methods often dramatically increase the
size strong of the array, which results in high complex-
ity.

In contrast to the above methods, the fast synthe-
sis of aperiodic arrays also can be directly accomplished
by the non-uniform fast Fourier transform (NuFFT) tech-
nique [6–10]. The NuFFT technique, in which a variety
of uniform sampling with a denser grid is generated, is
the expansion of the fast Fourier transform (FFT) tech-
nique [11–14]. The time complexity of pattern evalua-
tion is reduced successfully to O(N logN) from O(N2).
Therefore, it can be integrated into many pattern syn-
thesis methods, such as the stochastic optimization algo-
rithms [15, 16], convex optimization technique [17] and
other solutions [18–20] to improve the synthesis effi-
ciency. In [15], the NuFFT technique based on Gaussian
interpolation is chosen to reduce optimization time of the
aperiodic array. However, those methods are only suit-
able for the ideal array, which means each element of the
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array is seen as an isotropic source and MC is not taken
into consideration. In fact, the MC has crucial influences
on the radiation pattern of aperiodic array, especially
when patterns with low sidelobe level (SLL) and specific
nulls are required. To date, realizing the accurate evalua-
tion and fast synthesis of aperiodic arrays is still a strong
challenge in the area of phased arrays.

In this paper, an improved NuFFT-based solution
to calculate and synthesize the far-field pattern of arbi-
trary aperiodic arrays is proposed and analyzed. Firstly,
the mutual coupling compensation matrix (MCCM) [21–
23] is utilized to approximate each active element pattern
(AEP) to a far-field pattern of the array without the con-
sideration of MC with compensated excitation. On this
basis, the isolated element pattern (IEP) can be extracted
outside of the summation of the array pattern. Then,
the NuFFT is introduced to form a novel fast pattern
evaluation method and accelerate the calculation pro-
cess. A numerical example of a 64-element planar ape-
riodic array is chosen to validate the proposed solution.
Afterwards, the above solution is integrated into Parti-
cle Swarm Optimization (PSO) to replace the conven-
tional pattern multiplication method (PMM) for the radi-
ation pattern synthesis of aperiodic arrays. Two synthe-
sized patterns including a pencil beam with low sidelobe
level and a flat-top beam pattern of two linear aperiodic
arrays are realized with amplitude and phase weight-
ing, which results indicate that the proposed method
can improve the synthesis efficiency and maintain high
accuracy simultaneously compared with several reported
methods.

II. MC COMPENSATION-BASED NUFFT
TECHNIQUE

Without loss of generality, let us consider a pla-
nar array composed of N elements which are arbitrar-
ily located in the xoy-plane. The position of the n-th
element is denoted as (xn, yn). If MC or edge effect is
neglected, the ideal radiation pattern (IRP) of the array
can be described as the product of the array factor (AF)
and IEP by PMM:

Pi(θ ,ϕ) = Ei0(θ ,ϕ) ·
(

N

∑
n=1

wn
i e jk(xnu+ynv)

)

=
N

∑
n=1

wn
i

(
Ei0(θ ,ϕ)e jk(xnu+ynv)

)
= EiWi,

(1)

with

Ei =

⎡⎢⎣ Ei0(θ ,ϕ)e jk(x1u+y1v)

...
Ei0(θ ,ϕ)e jk(xN u+yN v)

⎤⎥⎦
T

Wi =

⎡⎢⎣ w1
i

...;
wN

i

⎤⎥⎦ , (2)

where wn
i is the n-th ideal element excitation of the array,

Ei0 is the IEP of the array element, k is the free space

wavenumber at operation frequency, u = sinθ cosϕ ,
v = sinθ sinϕ separately and (θ ,ϕ) are the observa-
tion direction defined by standard spherical coordinate,
the notation “(·)T ” is the transpose operator. It is appar-
ent that the Fourier transform-pair relationship exists
between AF and array excitation, which means Pi(θ ,ϕ)
can be calculated quickly by using the NuFFT technique.

On the contrary, when the MC effect is taken into
consideration, the actual radiation pattern (ARP) of the
array Pr(θ ,ϕ) can be given by the AEP method (AEPM)
[24] as follows:

Pr(θ ,ϕ) =
N

∑
n=1

wn
r En

r (θ ,ϕ)

= ErWr,

(3)

with

Er =

⎡⎢⎣ E1
r (θ ,ϕ)

...
EN

r (θ ,ϕ) ,

⎤⎥⎦
T

Wr =

⎡⎣ w1
r

. . .
wN

r

⎤⎦ , (4)

where wn
r is the actual excitation of the n-th element, En

r
is the AEP corresponding element n. Note that all of the
array elements are placed in a common and unique coor-
dinate system. Because of the MC of the array, the AEPs
are different from each other, which results in the cal-
culation of Pr(θ ,ϕ) only relying on the summation of
AEPs of all elements. In this case, the NuFFT technique
is not applicable.

In general, the pattern is evaluated by formula (1)
in the pattern synthesis program. After being synthe-
sized, the excitationWi is used in the real array analysis.
It is obvious that a distorted radiation pattern Pr(θ ,ϕ)
with respect to the ideal synthesized pattern Pi(θ ,ϕ) is
obtained. Therefore, a method to make the IRP fit to the
ARP in whole space and which has the ability to use
the FFT/NuFFT technique is needed. To this end, the
MCCM is introduced.

The method for solving MCCM of uniform arrays
had been reported in [22], and it is further introduced
and improved here for non-uniform arrays. Specifically,
for the purpose of making the ARP Pr(θ ,ϕ) and the IRP
Pi(θ ,ϕ) as similar as possible, the least square method is
adopted, the maximum similarity between Pr(θ ,ϕ) and
Pi(θ ,ϕ) can be expressed as:

min
∫∫
|Pr(θ ,ϕ)−Pi(θ ,ϕ)|2 sinθdθdϕ, (5)

the above integration will be carried out in visible space
to obtain a minimum mean square error and can be
rewritten into the following matrix form:

min
Wi
Wr

HQWr−Wi
HPHWr−Wr

HPWi +Wi
HCWi,

(6)
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where Q, P and C all are N×N matrices, which can be
calculated by the following formulas:

Q=
∫∫
EH

r Er sinθdθdϕ,

P=
∫∫
EH

r Ei sinθdθdϕ,

C=
∫∫
EH

i Ei sinθdθdϕ.

(7)

Furthermore, the solution of (6) is derived as:
Wi = P

−1QWr. (8)
Thus, the MCCM C is written as:

C= P−1Q. (9)
Since C defines a relation betweenWr andWi, the com-
pensated excitation enables the calculated array pattern
in (1) to maintain the maximum approximation to the
ARP. In this situation, Pr(θ ,ϕ) can be easily rewritten
as:

Pr(θ ,ϕ) = ErWr ≈ EiWi = Ei (CWr) , (10)
where CWr is seen as the compensated excitation. It
can be seen from (10) that the consideration of MC is
shifted from AEPs to excitation term which is easier to
deal with. The reason why the symbol ‘≈’ holds is that
the least squares equation in (5) just merely guarantees
the approximation. Note that the approximation is able to
provide the sufficient computational accuracy, which can
be proved by the subsequent comparisons between the
results of the numerical calculation and full-wave sim-
ulation. Substituting (10) for (1), the approximation of
ARP would be easily achieved and given by:

Pr(θ ,ϕ)≈ Ei0(θ ,ϕ) ·
N

∑
n=1

(
N

∑
m=1

cnmwm
r e jk(xmu+ymv)

)
,

(11)
where the cnm is the (n, m)-th term of C. This term repre-
sents the compensation of m-th element on the n-th ele-
ment of array due to the coupling. It can be observed
from (10) and (11) that the calculation of Pr(θ ,ϕ) is
replaced by the calculation of Pi(θ ,ϕ) with excitation
CWr, and the far-field calculation obeys the principle
of pattern multiplication again. In other words, the ARP
Pr(θ ,ϕ) can be represented by the IEP and the AF, the
AF here is:

AF =
N

∑
n=1

(
N

∑
m=1

cnmwm
r e jk(xmu+ymv)

)
. (12)

Obviously, the Fourier transform-pair relationship
exists between AF and compensated excitation CWr,
therefore the NuFFT technique can be applied to accel-
erate the calculation. In addition, when wn

r in (11) equals
1, the AEP of the n-th array element En

r (θ ,ϕ) is approx-
imated by:

En
r (θ ,ϕ)≈ Ei0(θ ,ϕ) ·

(
N

∑
m=1

cnme jk(xmu+ymv)

)
. (13)

From (13), the AEP of each element can be seen as
a synthesized pattern with excitation of cn,1:N . The time
complexity of the PMM in (1) is O(MN), and that of (11)
drops to O(MlogM) by introducing the NuFFT with M
sampling points [10]. In this way, the efficiency of the
calculation of Pr(θ ,φ) is significantly enhanced.

An example is provided to verify the effectiveness of
the MCCM-NuFFT solution. A two-dimensional (2-D)
planar array, which is composed of 64 rectangle patch
antenna shown in Fig. 1 (a) and operates at 5 GHz, is
selected and the array layout is drawn in Fig. 1 (b).
Figure 2 shows the comparison between the AEP and the
approximative element pattern of the center element (29-
th) obtained by Ansys HFSS and MCCM-NuFFT solu-
tion respectively, the IEP of the antenna element is given
simultaneously. As observed, the AEP is quite different
with the IEP due to the MC, a serious distortion about
5 dBV/m of E-field generated in the broadside direction
from the Fig. 2 (b). In addition, the main beam direction
has been changed. On the contrary, the approximative
element pattern obtained by the MCCM-NuFFT method
is nearly similar to the original AEP, which can fit well
the curve of the original AEP in most angular ranges.
Only when θ is greater than 80◦ do the difference of the

(a)

(b)

Fig. 1. (a) The geometry of the antenna element. (b)
The array layout. (b) Ws=27.6 mm, Ls=22.08 mm, Wp=23
mm, Lp=18.4 mm, Df=6 mm, Hs=2 mm.
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(a)

(b)

Fig. 2. The compensated pattern of 29-th element (a) xoz-
plane, (b) yoz-plane.

curves slightly increase. Figure 2 demonstrates that the
distortion pattern of the array element caused by the MC
can be compensated well by the MCCM.

In addition, Fig. 3 illustrates the top view of the
3D normalized radiating pattern of the aperiodic array
using several methods. Figure 4 provides the 2D pat-
terns of both the xoz and yoz planes. The simulated pat-
tern obtained by Ansys HFSS in Fig. 3 (a) serves as a
benchmark to compare the accuracy of the two methods.
As observed in Fig. 3 (b), the pattern generated by the
MCCM-NuFFT method closely matches the simulated
result. The main performance parameters of the array,
such as the realized gain and peak sidelobe level (PSL),
agree well with the simulated values. Only minor devi-
ations exist in the high-elevation area. This discrepancy
can be attributed to the fact that the approximation is con-
ducted across the entire space. Consequently, errors of
the same magnitude can manifest as larger relative differ-
ences in smaller simulated results expressed in decibels
(dB) [25]. Conversely, the pattern obtained by the PMM
method exhibits greater differences. While good approx-
imation is maintained in the mainbeam area, noticeable
discrepancies arise in the sidelobe regions. Additionally,
the 2D pattern in Fig. 4 reveals a degradation in sidelobe

(a)

(b)

(c)

Fig. 3. The normalized radiated pattern of planar 64-
element 2-D planar array with different methods, (a) pat-
tern based on Ansys HFSS, (b) pattern based on MCCM-
NuFFT, (c) pattern based on PMM.

levels of up to 5 dB, along with changes in null positions.
It is evident that the lack of consideration for mutual
coupling is the reason behind these discrepancies. These
results demonstrate that the proposed method effectively
incorporates mutual coupling in the evaluation process
of the array pattern.
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(a)

(b)

Fig. 4. The normalized 2D radiating pattern of 64-
element 2-D planar array in different methods, (a) xoz
-plane, (b) yoz-plane.

Fig. 5. The flowchart of proposed synthesis method.

III. FAST SYNTHESIS AND VALIDATION
A. Description of synthesis method

Based on the superiority of efficiency and accuracy,
the MCCM-NuFFT method is integrated into the PSO
to form a synthesis procedure in this section. The PSO
algorithm has been applied to different electromagnetic

applications such as array pattern synthesis [26, 27], and
antenna design [28] because of the flexible constraints
and its robustness to real-world problems. The corre-
sponding flowchart is shown in Fig. 4, a brief description
of this procedure is shown as follows:

a) Calculate MCCM C: obtain the AEP and the IEP of
the predefined array by simulation or measurement.
The MCCMC can be calculated by the method pre-
sented in section II and the reference [22].

b) Define the prescribed pattern: define the mainlobe
region, sidelobe region, and PSL. If the target pat-
tern is a shaped pattern, the lower and upper bound-
aries of the shaped region must be set up.

c) Initialize the particle position vector X of Q random
individuals for amplitude-phase optimization. A set
of random velocities V is also initialized between
vmin and vmax.

d) Score all particles: evaluate the pattern including
MC effect of each particle using the above MCCM-
NuFFT method. Record the global optimal particle
pg and local optimal particles Pl of each particle
separately.

e) Update the positions and velocities of particles.
f) Check if the optimal pattern meets the requirement.

If yes, the synthesis procedure would be stopped, or
go back to step (d) before going up to the maximum
iteration number.

It is obvious that the fitness value of each parti-
cle corresponding to a solution must be evaluated in
the iteration process. Therefore, equation (1) based on
PMM needs QMN complex summations while the pro-
posed MCCM-NuFFT method only requires QMlogM
because the NuFFT is available. This means the cost time
is significantly saved while the accuracy can be main-
tained simultaneously. Two pattern synthesis examples
are executed to verify the performance improvement on
efficiency and accuracy of the proposed modified PSO
method.

B. Focused beam pattern synthesis

In the first example, a focused beam of a 16-element
linear array with reduced sidelobe is synthesized. The
proposed modified PSO method and the PSO solution in
[26] are compared to synthesize the same pattern simul-
taneously by optimizing the excitation amplitudes and
phases. For the proposed method, the array element is
assumed to be the microstrip antenna shown in Fig. 1
(a), while the array element is set as the isotropic source
in the PSO method. The element positions and excita-
tions are given in Fig. 6. The synthesized patterns of the
proposed modified PSO method and the PSO solution in
[26] are both shown in Fig. 7.
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Fig. 6. The optimized excitation of 16-element linear
array by two methods.

(a)

(b)

Fig. 7. The normalized pattern of 16-element linear
array by (a) PSO in [26] and (b) proposed modified PSO
method.

As can be seen, sidelobe levels lower than -21 dB
are both obtained by two synthesized methods. How-
ever, when excitation amplitudes and phases are applied

to the 16-element array, significant deteriorations occur
on the corresponding simulated pattern shown in Fig. 7
(a), the PSL reaches to -16 dB and the simulated pat-
tern in the high-elevation areas vary sharply compared to
the synthesized one. That means the solution reported in
[26] may encounter some difficulties when it is used to
synthesize a scanning beam. By contrast, the difference
between patterns realized by the proposed method can
be neglected. As plotted in Fig. 7 (b), the PSL remains
as -21 dB. It is noted that the accurate synthesized pat-
tern can also be obtained by AEPM. However, the cal-
culation time would be increased because AEPs of array
elements are quite different, which results in low synthe-
sis efficiency. Besides, the subsequent time-consuming
analysis also proves this point.

C. Flat-top beam pattern synthesis

A numerical experiment is performed and analyzed
here to show the superiority in accuracy and efficiency
of the proposed synthesis procedure. The experiment is
going to synthesize a flat-top beam pattern of a linear
aperiodic array composed of 12 dipole antennas by using
amplitude-phase optimization, the dipole which works at
central frequency of 1 GHz is designed to have a length
of 144 mm and a radius of 1.5 mm. The desired pattern
was achieved previously in [29] with the aperiodic array
composed of 12 isotropic elements by the forward-back
matrix pencil method. Then, the similar pattern including
MC effect was also realized in [5] by utilizing the IFT
method based on the VAEPE method.

The optimized compensated excitation, including
the amplitudes and phases, are shown in Fig. 8, the cor-
responding actual excitation transformed by MCCM is
also given. It reveals that the compensated excitation is
similar to the actual ones. The difference of excitation
amplitudes only emerges on elements on either sides,
and the amplitudes of middle elements basically remain
unchanged. In terms of excitation phases, they all dif-
fer from the original excitation ones. This phenomenon

Fig. 8. The optimized and actual excitation.
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suggests that excitation phases derive more influences of
MC in this synthesis.

The synthesized patterns are shown in Fig. 9 which
also includes patterns obtained by real AEPs and the
solutions reported in [5] and [29]. It is obvious that
all synthesized patterns obtained by these methods fully
satisfy the pre-defined constraints. However, the corre-
sponding simulated pattern, which is obtained when the
optimized excitation given in [29] applies to the practical

(a)

(b)

(c)

Fig. 9. The flat-top beam patterns of the 12-element
dipole array obtained by several solutions, (a) result from
[29], (b) result from [5], (c) result from proposed.

array, has some deterioration when compared with the
synthesized one, especially in the -40-dB null regions.
This indicates that the synthesized excitation obtained
by common optimization cannot achieve the desired pat-
tern with the actual array design. In terms of the pat-
tern obtained by the proposed procedure, it can be seen
that the synthesized pattern has a good agreement with
the simulated result, which demonstrates that the MC
effect can be considered well during the synthesis. Good
agreement is also obtained between the synthesized pat-
tern and the actual one with the optimized excitation
in [5]. Nevertheless, the virtual array excitation of each
real AEP requires a matrix inverse operation, which is
time consuming, resulting in the high complexity of the
VAEPE method.

Furthermore, the computational time of the pro-
posed solution represented in Table 1 is recorded to ana-
lyze the efficiency improvement as well as the results
based on the AEPM defined in (2). It should be noted
that, since patterns obtained by PMM are not accurate
enough, two methods including AEPM and the proposed
MCCM-NuFFT are compared and analyzed here. All
numerical computations are carried out by 100 trials on
an Intel(R) Core (TM) i5-8600k 3.6 GHz CPU, 16 GB
RAM computer with MATLAB platform. From Table 1,
the computational time of the proposed solution shows
some advantages. For instance, when the 64-element 2-
D planar array in section II is selected, the computational
time of the MCCM-NuFFT solution only takes 0.56 s
while the AEPM of (2) requires 4.98 s with 256 × 256
spatial sampling points. In addition, the computational
time quickly grows with the number of spatial sampling
and array size for the AEPM. That means the advantages
would be magnified synchronously with the increase of
the number of the spatial sampling and array size. A sim-
ilar conclusion can be obtained in other related literature
about NuFFT.

Finally, the computational time of the method in [5]
is negligible due to the introduction of the FFT. Never-
theless, the indispensable calculation of related coeffi-
cients greatly reduces the efficiency of the algorithm. For
example, when the example of 64-element 2-D planar

Table 1: The computational time of proposed method and
AEPM (unit: s)

Array Type
Sampling Number

256 512 1024 2048

12-ele. array AEPM 0.0102 0.0145 0.0173 0.0371
Proposed 0.0113 0.0124 0.0156 0.022

16-ele. array AEPM 0.0131 0.0178 0.0216 0.0457
Proposed 0.0127 0.0131 0.0151 0.026

64-ele. array AEPM 4.98 19.88 75.8 293.18
Proposed 0.56 1.53 4.7 18.6
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array is addressed, the computational time of excitation
of virtual array in the first time is about 1300 s, whereas
only 0.3 s is required for the proposed solution. The
reason for high efficiency of the proposed solution is
because the number of array elements has not increased,
MC is compensated only by adjusting the excitation.
The time comparison indicates that the proposed solu-
tion also has the advantages of simplicity and ease of
implementation.

IV. CONCLUSION

In this paper, based on the utilization of the NuFFT
technique and MCCM, a rapid solution for calculating
the radiation pattern of aperiodic arrays when MC effects
are taken into consideration, is presented. By compensat-
ing the excitation with the MCCM technique, the impacts
of MC on the element radiation can be compensated. Fur-
thermore, the NuFFT technique is introduced to acceler-
ate the array pattern calculation. The proposed solution
is validated by evaluating the radiation pattern of a planar
aperiodic array. In addition, the proposed solution is inte-
grated easily into the PSO algorithm to realize the fast
pattern synthesis of aperiodic arrays. Two pattern synthe-
sis examples, including focused beam and flat-top beam
patterns with different array numbers, are realized, which
indicates that the proposed method can improve the syn-
thesis efficiency and maintain good accuracy simultane-
ously.
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Abstract – This work presents a planar antenna with a
rectangular shape designed over a Moore curve fractal-
shaped High Impedance Surface (HIS). The Moore frac-
tal geometries are space-filling curves and are useful for
multiband applications. The Moore curve-shaped fractal
HIS is simulated up to three iterations, and performance
is examined. The proposed antenna has multiband oper-
ation within the S-band, C-band, and lower X-band fre-
quency of operation. The antenna has a peak gain of 5.08
dB, 4.69 dB, and 5.07 dB with a Moore curve fractal
HIS, with iterations 1, 2, and 3 used as the ground plane.
The antenna has been analyzed regarding the reflection
coefficient, radiation pattern, 3-D polar plots, and sur-
face current distribution. With Moore curve iteration 1, a
shaped HIS provides a maximum bandwidth of 740 MHz
with the center frequency of 10.95 GHz, 1.24 GHz with
the center frequency of 10.57 GHz, and 1.09 GHz with
the center frequency of 12.5 GHz with the second and
third iterations, respectively.

Index Terms – High Impedance Surface (HIS), Moore
curve fractals, rectangular patch antenna.

I. INTRODUCTION

Nowadays, microstrip patch antennas are preferred
in many applications in field communications. The patch
antennas have a wide range of applications and ease of
use due to their low profile, light weight, ease of fab-
rication, and relatively low cost. The basic microstrip
patch comprises a radiating patch followed by a dielec-
tric media and ground plane. The radiation of the mi-
crostrip antenna depends on patch geometry as well as

on the ground layer. In most cases, the ground plane
consists of the Perfect Electric Conductor (PEC) due to
its reflective properties that enhance antenna forward ra-
diation and gain. The PEC ground plane has the limi-
tation in that it causes a 180

◦
-phase shift between the

reflected E-field and the incident field. The phase re-
versal fields result in ripples in an effective radiation
pattern. Another disadvantage of this phase reversal re-
flected wave is that it forms an image current which
leads to the formation of surface waves. Thus, normal
and surface-wave radiation provides multipath propaga-
tion, leading to ripples in the radiation pattern. However,
when the ground plane is spaced at 0.25 λ below the
radiating patch, it will produce an in-phase current and
constructive field. In practice, however, such thick sub-
strates are not feasible for antenna applications. To ad-
dress the problems of surface waves, High Impedance
Surfaces are proposed [1]. These types of materials
are frequently referred to as Pseudo Artificial Magnetic
Conductors (AMCs) with a reflection phase response
of ±90

◦
.

The high-impedance structure (HIS) is a two-
dimensional periodic arrangement of metal patches [1].
These patches are spaced with uniform gaps and act
as a sheet capacitance (C). Soldered vias are used to
link these patches to the ground plane. The ground
plane and the via will serve as an inductive sheet (L).
Thus, a mushroom-shaped HIS [1] structure can be mod-
eled using a parallel LC lumped circuit, as shown in
Fig. 1. The resonance frequency of this equivalent cir-
cuit is given in equation (1) and impedance is given in
equation (2):

Submitted On: December 2, 2022
Accepted On: March 29, 2023

https://doi.org/10.13052/2023.ACES.J.380603
1054-4887 © ACES



393 ACES JOURNAL, Vol. 38, No. 6, June 2023

(a)

(b)

Fig. 1. (a) HIS structure. (b) Equivalent circuit.

ω0 =
1√
LC

, (1)

Z =
jωL

1−ω2LC
, (2)

where z = sheet impedance, C = sheet capaci-
tance L = sheet inductance, and ω0 is the resonance
frequency.

The HIS characteristics are validated using the Fi-
nite Difference Time Domain (FDTD) model [2] and
the Transmission line model [3]. The reflection phase
characteristics of the mushroom shaped HIS are detailed
in [4]. The mushroom-shaped HIS ground planes can
be used for phased array radars [1]. The hexagonal-
shaped HIS cells are used for tunable and steerable an-
tennas [5], while the Generic Algorithm (GA)-optimized
square-shaped fractal HIS structures are used for multi-
band AMC [6]. The non-uniform HIS structures are de-
signed for bandwidth improvement [7]. The HIS-backed
wire antenna [8] is proposed for scanning array appli-
cations. A via-less double-layer HIS for polarization-
dependent structures, as described in [9], can generate
linear and circular polarization. The HIS-based wide-
band antenna, proposed in [10], is for 14 GHz applica-
tions. The dog-bone-shaped HIS structure, proposed in
[11], is for RFID and mobile applications, while the HIS-
based Luneburg lens, proposed in [12], is for Ku band
wave focusing applications. A wearable loop antenna
fabricated over a textile surface based on HIS structure is
investigated in [13].

This work proposes a Moore curve fractal-shaped
HIS structure. The paper is organized as follows:
Section I comprises the introduction and literature re-
view, Section II deals with the antenna design method-
ology, including the design of a Moore curve-shaped
HIS cell and rectangular microstrip antenna over the

HIS array, and Section III describes the results and
analysis.

II. ANTENNA DESIGN METHODOLOGY
A. Moore curve-shaped HIS unit cell

A Moore fractal curve is a fractal space-filling curve.
It is a kind of Hilbert curve proposed by E. H. Moore.
Fractal antennas can occupy a small area while covering
a larger electrical path length [14]. Due to fractal and
self-similar looping structures, they have many resonant
frequencies. The Moore fractal curve from the first to the
third iteration is illustrated in Fig. 2.

Fig. 2. Moore fractal curve from the first to the third iter-
ation.

A Moore curved HIS unit cell is carved over a square
patch of 20×20 mm. The Moore curve patches are de-
signed on a flame retardant 4 substrate with a dielectric
constant of 4.4, a loss tangent of 0.02, and a thickness of
1. 6 mm.

For the Moore curve HIS cells’ phase, reflection
characteristics are examined. The effect of vias on reflec-
tion characteristics is tabulated in Table 1. For reflection
characteristics, the useful bandwidth of a HIS surface has
been defined as the range±90◦, and outside this range of
frequencies, the reflected waves are mostly out of phase
with the incident waves. As the antenna is intended to
function in the X-band, the absence of vias doesn’t sig-
nificantly affect reflection characteristics. Thus, the HIS
is designed via-less for ease of fabrication.

B. Moore curve HIS-based rectangular microstrip
antenna design

This work presents a rectangular patch antenna de-
signed over a fractal-shaped Moore curve ground plane
[14]. The Moore curve HIS rectangular microstrip an-
tenna (MCHRMA) ground plane consists of a 2 × 2 ar-
ray of Moore curve-shaped HIS unit cells. The geome-
try of the antenna is shown in Fig. 3: Fig. 3 (a) illus-
trates a rectangular radiator over a Moore curve first it-
eration HIS (MCHRMA-1), Fig. 3 (b) shows a rectangu-
lar radiator over a Moore curve in the second iteration
HIS (MCHRMA-2), and Fig. 3 (c) shows a rectangular
radiator over a Moore curve in the third iteration HIS
(MCHRMA-3).

The rectangular patch [15] is designed with dimen-
sions of 28 × 9 mm2 over an FR4 substrate with dimen-
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sions of 30 × 11 mm2 and thickness of 1.6 mm from the
MCH ground plane.

The Moore curve HIS ground plane is used, which
is formed by a 2 × 2 array of Moore-curved HIS cells.
The design dimensions of the MCHRMA are tabulated
in Table 2.

III. RESULTS AND ANALYSIS

The MCHRMA is designed and simulated using An-
sys Electromagnetic Suite 2019 R3. The MCHRMA is
examined regarding return loss, radiation pattern, 3-D
gain plot, and current density.

A. Reflection coefficient

The reflection coefficient (s11) plot of MCHRMA
1 is shown in Fig. 4. The good impedance matching oc-
curs at 5.87 GHz, 8.38 GHz, 10.31 GHz, and 10.95 GHz,
with a return loss of -17.89 dB, -24.72 dB, -19.05 dB, and
-13.36 dBi. The MCHRMA 1 has an impedance band-

(a)

(b)

(c)

Fig. 3. (a) Simulated and Fabricated MCHRMA 1. (b)
Simulated and Fabricated MCHRMA 2. (c) Simulated
and Fabricated MCHRMA 3.

width of 600 MHz, 360 MHz, 320 MHz, and 740 MHz,
respectively. The measured bandwidth is 1790 MHz,
1410 MHz, 1040 MHz, and 1320 MHz, respectively. The
measured results have good agreement with the simu-
lated results.

Fig. 4. The reflection coefficient plot for MCHRMA 1.

Fig. 5. The reflection coefficient plot for MCHRMA 2.

The reflection coefficient (s11) plot of MCHRMA
2 is shown in Fig. 5. The good impedance match-

ing occurs at 2.25 GHz, 5 GHz, 5.89 GHz, 6.39 GHz,
7.02 GHz, and 10.57 GHz, with a return loss of
-20.68 dB, -30.63 dB, -17.65 dB, -12.34 dB, -18.85 dB,
and -13.53 dB. The MCHRMA 2 has an impedance
bandwidth of 30 MHz, 110 MHz, 510 MHz, 300 MHz,
and 370 MHz, respectively. The measured impedance
bandwidths are 80 MHz, 440 MHz, 830 MHz,
520 MHz, 600 MHz, and 1210 MHz. The mea-
sured results have good agreement with the simulated
results.

The reflection coefficient (s11) plot of MCHRMA
3 is shown in Fig. 6. The best impedance matching

occurs at 3.79 GHz, 4.85 GHz, 5.39 GHz, 6.09 GHz,
6.98 GHz, 9.32 GHz, 11.03 GHz, and 12.5 GHz, with
a return loss of -19.85 dB, -25.16 dB, -11.45 dB,
-35.81 dB, -21.91 dB, -10.55 dB, and -34.69 db. The
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Table 1: Reflection phase characteristics of Moore curve HIS unit cell
Lp= Wp = 20 mm with via (Vr = 0.5 mm) Lp= Wp = 20 mm without via

Design 0
◦

+90
◦ −90

◦
Design 0

◦
+90

◦ −90
◦

Moore Curve-shaped
HIS

Iteration 1

– – – Moore Curve-shaped
HIS

Iteration 1

2.91 2.90 2.92

Moore Curve-shaped
HIS

Iteration 2

5.85
7.98
9.78

5.80
7.75
9.63

5.86
8.11
9.93

Moore Curve-shaped
HIS

Iteration 2

5.89
7.92
9.68

5.82
7.7
9.55

5.91
8.08
9.83

Moore Curve-shaped
HIS

Iteration 3

3.35
4.40
5.87
10.01
11.4

3.34
4.35
5.85
9.98
11.19

3.35
4.45
5.87

10.16
11.59

Moore Curve-shaped
HIS

Iteration 3

4.41
5.85
9.97

4.35
5.85
9.93

4.45
5.86
9.98

Table 2: MCHRMA design dimensions
S. No. Antenna Parameter Dimensions (in mm)

1 Length of HIS patch 20
2 Width of HIS patch 20
3 The gap between HIS unit

cells
0.5

4 HIS ground plane array 2×2
5 Substrate 1thickness 1.6
6 Substrate 2 thickness 1.6
7 Rectangular patch length 9
8 Rectangular patch width 28

Fig. 6. The reflection coefficient plot for MCHRMA 3.

MCHRMA 3 has an impedance bandwidth of 40 MHz,
110 MHz, 340 MHz, 90 MHz, 230 MHz, 250 MHz,
200 MHz, and 1090 MHz, respectively. The measured
bandwidth is 150 MHz, 670 MHz, 450 MHz, 450 MHz,
1080 MHz, and 1160 MHz, respectively. The measured
results have good agreement with the simulated results.
The simulated results are tabulated in Table 3.

B. Radiation pattern

The radiation pattern of MCHRMA is examined for
all its resonance frequencies. The radiation pattern of
MCHRMA 1 shown in Fig. 7 has a smooth, stable, and
similar response at 5.87, 8.38, and 10.31 GHz. Further-
more, 10.58 GHz patterns have low gain and have rip-
ples in the pattern at the lower hemisphere. The radia-
tion pattern of MCHRMA 2 is shown in Fig. 8. It has a
smooth, stable, and similar response at 5, 5.89, 6.39, and
10.97 GHz. Furthermore, 7.02 GHz frequency patterns
have low gain and have ripples in the pattern at the lower
hemisphere.

The radiation pattern of MCHRMA 3 shown in
Fig. 9 has a smooth, stable, and similar response at
5.39, 6.09, 11.03, and 12.5 GHz. Moreover, for 3.79,
4.85, 6.98, 9.32 GHz frequency patterns have low gain
and have ripples in the pattern at the lower hemi-
sphere. The radiation pattern has a peak gain of 5.08 dB,
4.69 dB, and 5.07 dB for MCHRMA 1, MCHRMA 2,
and MCHRMA 3, respectively.

C. 3D-gain plot

The 3D polar plots for MCHRMA 1, MCHRMA 2,
and MCHRMA 3 are shown in Figs. 10, 11, and 12, re-
spectively. The gain plot observed that most radiation is
directed over the upper hemisphere, and there is no back
radiation. The gain plot has no ripples and side lobes at
the resonant frequencies.

D. Surface current density

The surface current distribution at various portions
of the patch is represented as the surface current dis-
tribution. It displays the current density value at differ-
ent resonance frequencies. The surface current density
of MCHRMA 1, MCHRMA 2, and MCHRMA 3 are
shown in Fig. 13. Near the feed position, the surface cur-
rent is more significant and decreases at the edges. It
demonstrates that the feed line has the maximum cou-
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Table 3: Simulated results of MCHRMA up to three iterations

Antenna Design fc
(In GHz)

fL
(In GHz)

fH
(In GHz)

BW
(In MHz)

S11
(In dB)

Peak Gain
(In dB)

Applications

MCHRMA 1 5.87 5.63 6.23 600 -17.89 4.08 C-band/ WLAN (5.4/5.8 GHz)
[10]

8.38 8.22 8.58 360 -24.72 3.41 Lower X-band/ (8.26 GHz)
Earth Exploration, satellite

services [10]

10.31 10.3 10.62 320 -19.05 5.08 X-band/ ITU 10 - SHF -
Radars, Mobile Phones, and
Commercial Wireless LAN

10.95 10.75 11.49 740 -13.36 4.82 X-band /ITU 10 - SHF -
Radars, Mobile Phones, and
Commercial Wireless LAN

MCHRMA 2 2.25 2.24 2.27 30 -20.68 -14.65 S-Band /ITU 9- UHF – TV
broadcasts, Bluetooth, GPS,

and Two-Way Radios

5 4.95 5.06 110 -30.63 -2.01 C-Band/ ITU 10 - SHF -
Radars, Mobile Phones, and
Commercial Wireless LAN

5.89 5.62 6.13 510 -17.65 4.69 C-Band/ ITU 10 - SHF -
Radars, Mobile Phones, and
Commercial Wireless LAN

6.39 6.26 6.56 300 -12.34 4.37 C-Band/ ITU 10 - SHF -
Radars, Mobile Phones, and
Commercial Wireless LAN

7.02 6.81 7.18 370 -18.85 3.5 C-Band/ ITU 10 - SHF -
Radars, Mobile Phones, and
Commercial Wireless LAN

10.57 10.28 11.52 1240 -13.53 3.69 Upper X band(10.48 GHz)
Amateur Satellite operating

band [10]

MCHRMA 3 3.79 3.78 3.82 40 -12.64 -5.24 S-band WiMAX
(3.4 3.69 GHz—IEEE

802.16e) [10]

4.85 4.8 4.91 110 -19.85 -2.59 C-Band

5.39 5.19 5.53 340 -25.16 4.73 C-Band Wireless LAN
(5.5 GHz) [10]

6.09 6.06 6.15 90 -11.45 2.88 C-Band

6.98 6.85 7.08 230 -35.81 0.88 C-Band

9.32 9.2 9.45 250 -21.91 2.39 X-band (ITU 10 - SHF -
Radars, Mobile Phones, and
Commercial Wireless LAN

11.03 10.93 11.13 200 -10.55 4.65 X-band Wireless ISPs
(WISP), 4G/5G Operator for

LTE Backhaul [10]

12.5 12.14 13.23 1090 -34.69 5.07 X-band direct broadcast
satellite services
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(a) (b) (c)

Fig. 7. The E-Plane radiation pattern of MCHRMA 1: (a) XZ Plane, (b) YZ Plane, and (c) XY Plane.

(a) (b) (c)

Fig. 8. The E-Plane radiation pattern of MCHRMA 2: (a) XZ Plane, (b) YZ Plane, and (c) XY Plane.

(a) (b) (c)

Fig. 9. The E-Plane radiation pattern of MCHRMA 3: (a) XZ Plane, (b) YZ Plane, and (c) XY Plane.

Fig. 10. The gain 3D polar plot of MCHRMA 1. Fig. 11. The gain 3D polar plot of MCHRMA 2.
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Fig. 12. The gain 3D polar plot of MCHRMA 3.

(a)

(b)

(c)

Fig. 13. The surface current density plot: (a)
MCHRMA 1, (b) MCHRMA 2, and (c) MCHRMA 3.

pling impact, and HIS suppresses the radiation at the
edges and improves the broadside gain.

IV. CONCLUSION

The Moore curve-shaped HIS up to three iterations
as the ground plane reflector is investigated. The rect-
angular patch for the WLAN application is designed
over the Moore curve. The Moore curve fractal pro-
vides a multiband frequency response. When the Moore
curve first iteration is used as HIS plane, it has reso-
nant frequencies of 5.87, 8.38, 10.31, and 10.95 GHz,
with a peak gain of 3.41 dB to 5.08 dB. With the Moore
curve second iteration, the HIS plane resonated at fre-
quencies of 2.25, 5, 5.89, 6.39, 7.02, and 10.57 GHz,
with a max peak gain of 4.69 dB. Similarly, when the
Moore curve third iteration is used as HIS ground plane,
it has resonant frequencies like 3.79, 4.85, 5.39, 6.09,
6.98, 9.32, 11.03, and 12.5 GHz, and a max peak gain
of 5.07 dB is achieved. The surface current distribu-
tion shows low radiation at the edges, suppresses surface
waves, and smoothens the radiation pattern. The antenna
has wide applications in the S-band, C-band, and lower
X-band operating frequency regime.
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Abstract – A convolutional neural network (CNN) is
designed and trained to partially control a dual-band,
large uniform rectangular array of reconfigurable radiat-
ing elements. The CNN selects the number of active ele-
ments and switch states needed to achieve a desired beam
shape. Both pattern multiplication and finite element
method (FEM) are used to simulate the radiation pat-
terns of a PIN-diode square-spiral antenna array. After
training on radiation pattern images of arrays calibrated
for both phase and gain imbalance and mutual coupling,
the CNN achieves 97 percent validation accuracy. Then,
using the resulting size and switch states, the patterns are
simulated with and without mutual coupling using the
pattern multiplication model and FEM, respectively. The
mean beam steering and 3-dB beamwidth errors without
mutual coupling are less than 5.5 degrees and up to 12.3
degrees with mutual coupling.

Index Terms – convolutional neural network, machine
learning, pattern multiplication, reconfigurable array.

I. INTRODUCTION

Multichannel arrays are commonly used as multiple-
input multiple-output (MIMO) antennas in communica-
tions [1–3] These antennas are essential for multi-beam
forming [4], fast angle-of-arrival estimation [5], interfer-
ence suppression [3], and array calibration [6–7]. The
reconfigurable antenna has gained much attention for
MIMO arrays because it can facilitate smart antenna
technology in which the system senses the environmen-
tal conditions and automatically changes the antenna ele-
ments and circuitry to operate at different frequencies
[2], with different polarization states [8], and with dif-
ferent radiation patterns [1, 9], or a combination thereof
[10].

Typical switch methods [3] for the reconfig-
urable antenna include radio-frequency (RF) micro-
electromechanical machines (MEMS), PIN diodes, and
varactors, but emerging methods include liquid metals
[12], plasma tubes [13], and laser-controlled optical win-

dows [14]. Regardless of the type of switch, the recon-
figurable array also requires careful treatment to mini-
mize switch redundancy and to meet beam shape objec-
tives [3]. The machine learning methods such as deep
and convolutional neural networks [15–20] have gained
much attention for such solutions.

For example, in [17], a 2D PIN-diode reconfigurable
intelligent surface (RIS) is used to maximize bit rate in
a MIMO system where a CNN is trained to learn the
beamforming phases of the RIS for an arbitrary receiver
direction. In [18], sidelobe level is controlled by par-
ticle swarm and bacteria foraging optimization and is
shown to be effective even when individual elements fail.
In [19], a CNN is used to design the required complex
weights for an 8× 8 planar array so that it can be steered
in a desired direction. In a similar example, a multi-
layer perceptron network is trained in [20] to produce
the complex beam steering weights for a uniform linear
array of square patches. The recent work of [21] intro-
duced a dual-CNN concept where the CNN estimates
the required active elements and steering weights when
given an arbitrary radiation pattern.

Prior to the recent popularity of CNNs, a great deal
of research was done on using genetic algorithms to
design array layouts. In [22], several genetics-inspired
algorithms are presented to optimize widely-spaced,
wideband arrays with a focus on minimizing sidelobe
levels. Another article [23] explores the use of genetic
algorithms to design highly directional and rotationally
symmetric arrays. However, genetic algorithms require
a large time commitment. In one example presented in
[23], a single array design took over 270 hours to com-
plete. This makes CNNs particularly attractive due to
their ability to solve complex optimization problems in
a matter of minutes rather than hours. However, array
size selection for reconfigurable arrays have yet to be
reported in the literature.

Most CNNs for arrays consider simple radiating ele-
ments such as patches, or are limited to a fixed and
small array size. Here, we present a novel CNN that pre-
dicts the required number of active elements as well as
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antenna state of a large uniform reconfigurable rectan-
gular array when given an arbitrary desired specification
of beam direction and shape. The array element in this
work consists of frequency and pattern reconfigurable
spirals designed with the PIN diode single-turn square
spiral antenna (PSSA) [24–25].

As it is well known how the CNN training relies
on thousands of observations, the pattern multiplication
model is used to generate radiation pattern images. The
CNN is designed to select the array size and PIN diode
ON/OFF states. Training with the images allows the
CNN to learn the control parameters that meet a fully
specified beam shape, i.e. main beam shape, sidelobe
level, and null placement.

The paper is organized as follows: Section II
describes the unit cell and array design of [24]. Section
III presents the pattern multiplication model and the
method to create training images. Section IV describes
the CNN and its training. Results and conclusions are
presented in Sections V and VI, respectively.

126 mm

46 mm

42 mm

138 mm

23 mm

5 mm

21 mm 3 mm

X

Y

Fig. 1. Layout of the unit cell of [24] but with a larger
finite ground plane.

II. ANTENNA ARRAY
A. Reconfigurable element

For the communications array, we considered differ-
ent reconfigurable antennas that operate at discrete fre-
quencies, could be easily scaled and easily implemented.
Hence, the printed square spiral, being in the class of fre-
quency independent antennas, offers both wideband tun-
ing and would easily scale during fabrication. The work
of [25] presented a PSSA that used two PIN diodes: one
series diode to change the frequency of operation from

3.75 GHz to above 6.0 GHz, and one shunt diode to
change the radiation pattern from a boresight pattern to
a squinted beam. Thus, the array could operate in two
discrete bands (S and C). Also, the radiation pattern was
considered for its potential to add an additional degree
of freedom in digital beam shaping of the array, but was
ultimately left unused. Lastly, the planar form of the
PSSA could be arranged in a multichannel planar array
where each unit cell has a dedicated transceiver for digi-
tal beamforming.

B. Unit cell and array

The planar array design of [24] defines the unit cell
as a 2 × 2 rectangular arrangement of identical PSSA
elements with elemental spacings dx = 42.0 mm, and dy =
46.0 mm as shown in Fig. 1. Using a five-layer layout for
the model, based on two sheets of Roger’s Duroid 5880,
the unit cells and feed network are on the top and bottom
copper layers, respectively. Conductive vias connect the
bias lines to the PIN diodes through the middle copper
shielding layer.

2 3 4 5 6 7 8
Frequency [GHz]

-20

-15

-10

-5

0
S1

1 
[d

B]

GO
GS
NO
NS

Fig. 2. S11 of the unit cell for each switch state.

The design was modeled with Cadence AWR [24]
software using a five-layer stack representing the dielec-
tric laminates. The diode model uses ideal ON and OFF
states as in [25] where the microstrip trace is continu-
ous for the ON state and a gap is placed at the loca-
tion of the diode for the OFF state. The gap length is
equal to the physical size of the diode. As an alterna-
tive model, the diodes could have been replaced with
microstrip transmission lines of equivalent S-parameters
[2], or with a series resistor and capacitor [8]. We also
note how the model lacks a DC blocking capacitor and
RF choke which would affect the final antenna pattern.
Differences with the simulated unit cell’s radiation pat-
tern with and without the added components and lines
are independent of the neural network training method-
ology and would only require an updated set of simulated
radiation pattern images during training.
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Table 1: Frequency, 10-dB bandwidth, and half-power
beam width of the unit cell for each switch state

NS NO GS GO
Frequency (GHz) 3.10 5.80 6.30 5.23
10-dB bandwidth

(MHz)
60.0 150.0 80.0 190.0

Az-HPBW (deg) 180.0 180.0 76.0 64.0
El-HPBW (deg) 76.0 56.0 56.0 56.0

In the following, the switch state descriptions follow
[25] as GO, GS, NO, and NS where O and S denote open
(OFF) and short (ON) for the series diode, and G and N
denote grounded (ON) and not grounded (OFF) for the
shunt diode. The design in [24] also considered various
rotations and reflections of the individual PSSA elements
but found that the 2 × 2 uniform placement provided the
best uniformity of the radiation patterns of the different
states and was deemed most appropriate for a large array.
The arrangement also made the layout simpler for the
control lines and corporate feed line. Each PSSA element
of the unit cell has one series and one shunt diode, both
of which are enabled/disabled at the same time during
operation. However, unlike [21], the ground plane for the
unit cell used here is sized for a 3 × 3 array to provide
better backlobe characterization.

The unit cell has subtle differences in frequency of
operation and radiation pattern when compared to those
of the single PSSA element with the same switch state.
Figure 2 shows the S11 responses from 2.0 to 8.0 GHz.
Table 1 lists the resonant frequencies used in this work
along with the 10-dB bandwidths, and half-power beam
widths for the radiation patterns shown in Fig. 3.

III. PATTERN MULTIPLICATION MODEL
A. Array pattern model

The pattern multiplication model is a well-known
approximation of the array pattern and assumes the
antenna elements have the same current distribution. The
factored array pattern is

F (θ ,φ) = fc (θ ,φ)AF (θ ,φ) , (1)
where fc is the unit cell’s radiation pattern and AF is
the array factor. The model ignores mutual coupling and
effects of a finitely sized array. However, it allows effi-
cient calculation of the array pattern and study of the
antenna performance in digital beamforming applica-
tions.

The unit cell of each reconfiguration state is first
modeled with Cadence AWR software in the x-y plane,
and the radiation pattern is simulated over the set of
discrete spherical angles φ ∈ [−180, 180] , θ ∈ [0, 180]
in degrees. However, the digital beamforming model is
defined in the y-z plane with the azimuth and elevation
angular coordinates shown in Fig. 4. Hence, the unit cell

Fig. 3. Gain pattern cuts in dBi of the unit cell for each
switch state. Cuts along θ at φ = 0 deg. (solid line) and
φ = 90 deg. (dashed line). (a) NS at 3.13 GHz. (b) NO at
5.78 GHz. (c) GS at 6.30 GHz. (d) GO at 5.24 GHz.

pattern is resampled using spline interpolation from the
AWR reference frame to the array’s reference frame at
aspects φ ∈ [−90, 90] , θ ∈ [−90, 90] in degrees. This
approach avoids beam wrapping in the radiation pat-
tern image and the need to cast images in sine space
coordinates [19].

(a) (b)

Fig. 4. (a) Array reference frame. (b) Four unit cells
showing the reference element.

Each unit cell has position dnp = −ŷ ndy − ẑ pdz
where n = 0, . . . ,Ny−1, p = 0, . . . ,Nz−1 and dy and dz
are the elemental spacing. For the signal direction
û(θ ,φ) = x̂cosφ cosθ + ŷsinφ cosθ + ẑsinθ , (2)
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the np-th cell has phase:
Ψnp (û) = kûT d̂np, (3)

which is relative to the reference element. In equation
(3), k = 2π/λ is the wave number and the superscript T
denotes vector transpose.

For efficient calculation, the weighted array factor
AF (û) = ∑

n
∑
p

snpexp( jΨnp (û)), (4)

is recast from the matrix-vector product in (4) to the
steering vector product AF (û) = vH (û)s using:

v(û) = e(û)⊗a(û) , (5)
where ⊗ denotes the Kronecker vector product and:

a(û) =
[
1, e jkdyû

T ŷ, · · · ,e jkdy(Ny−1)ûT ŷ
]T

, (6a)

e(û) =
[
1, e jkdzû

T ẑ, · · · ,e jkdz(Nz−1)ûT ẑ
]T

. (6b)
In equation (5), the azimuth (a) and elevation (e)

steering vectors represent the incremental phase progres-
sion across each dimension of the array. In equation (4),
snp is the complex weight used to electronically control
the beam direction and shape upon transmission. In a
receive mode, it represents the signal from an arbitrary
direction û0.

The weighted steering vector for beam steering in
the direction û0 = û(θ0,φ0) with controlled sidelobes is:

s(û0) = [we� e(û0)]⊗ [wa�a(û0)] , (7)
where � denotes the Hadamard vector product. The
azimuth (wa) and elevation (we) weight vectors control
sidelobe levels with windowing functions such as Taylor
and Hanning, etc. Therefore, the array’s radiation pattern
in the direction û is:

Fa (û) = fc (û) [v(û)]
H
s , (8)

where the superscript H denotes the Hermitian transpose.

B. Training data generation

Figure 5 shows the normalized intensity patterns
for the different states of the unit cell for an 8 × 8
array. Each pixel in the image corresponds to a direc-
tion û(θ ,φ) and the pixel value is calculated with equa-
tion (8). The weights of equation (7) are selected as−35-
dB Taylor weights, and the beam is steered to boresight
(θ0 = 0 deg.,φ0 = 0 deg.). Figure 6 shows the pattern
when the beam is steered to elevation θ0 = 30 deg. and
azimuth φ0 = 30 deg.

The images of Figs. 5 and 6 are normalized inten-
sity with units of decibels. In Section IV, equation (8)
is used to create a single channel image representing
linear gain scaled to [-1,1]. It is noted how an alter-
native approach and possibly a better approach is to
use three-channel images where channel 1 is the nor-
malized intensity image on a decibel scale with 60-
dB dynamic range, channel 2 is a linear-scale image,
and channel 3 is a quarter-power linear-scale image.
Finally, each image channel would also be scaled to the
interval [-1,1].

C. Consideration of mutual coupling

The analysis of [24] considered effects of mutual
coupling and concluded that the effect on the pattern
multiplication model was negligible for arrays larger
than 3 × 3. However, the GO and GS patterns showed
a greater impact of mutual coupling than the NS and
NO patterns. When the shunt diode is off, the current
flow remains in the spiral winding and exhibits an overall
symmetry about the unit cell. However, when the shunt
diodes are on (GO,GS), a portion of the current flows to
the ground plane and disturbs the symmetry. As reported
in [25], the lack of symmetry changes the radiation pat-
tern but also causes an increased contribution to mutual
coupling.

Hence, the unit-cell pattern of equation (8) was sim-
ulated as an isolated 2 × 2 array of PSSA elements and
designated as f iso

c to distinguish it from the embedded
unit cell pattern f emb

c . The embedded pattern was simu-
lated in AWR as a 3 × 3 array of unit cells with the cen-
ter cell active and all others inactive. Both array patterns
Fiso and Femb are considered during the CNN training.

IV. ARRAY CONFIGURATIONWITH CNN
A. Machine learning approach

The general theories of CNN and machine learn-
ing are beyond the scope of this paper, but [26], [27]
give the theory of the CNN, and for antenna array appli-
cations. The objective of the machine learning con-
troller is to predict the length of each dimension of the
array (dyNy,dzNz) and to predict the PIN diode switch
states (NS,NO,GS,GO) that meet a desired array pat-
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Fig. 5. Normalized 3D gain patterns in dB for the 8× 8
array. The signal arrives from aspect (θ0 = 0 deg., φ0 =
0 deg.). (a) NS. (b) NO. (c) GS. (d) GO.
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Fig. 6. Normalized 3D gain patterns in dB for the 8× 8
array. The signal arrives from aspect (θ0 = 30 deg., φ0 =
30 deg.). (a) NS. (b) NO. (c) GS. (d) GO.
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Fig. 7. CNN architecture: the first stage comprises three
convolution layers and the second stage consists of three
fully connected input, hidden, and output layers.

tern. We assume that the unit cells are adjacent and
have fixed spacing (dy,dz). Then, we define the pre-
dicted array state vector as p = [S, Ny,Nz], which is
cast as the binary number p for convenience during
CNN training.

Unlike [15] that uses a self-organizing map neural
network to learn the PIN diode switch states from 1D
S11 data, we use a CNN to learn the relationship between
the array pattern and p. Our approach is similar to [19]
where a CNN is trained to learn the phase control of an
8 × 8 planar array from 2D images of radiation patterns.

Using equation (8), we generate a large sample of images
for different array sizes and switch states and train a
CNN to learn the relationship between the array pattern
and the switch state when the beam is steered in an arbi-
trary direction. When simulating patterns with equation
(8), the array is assumed to have ideal phase and gain
calibration and ideal compensation for mutual coupling.
Then, we use the trained CNN to predict the array state
vector from an intensity image of the desired array pat-
tern; that is, a mask of the pattern we want to radiate with
the array.

There are two main challenges for using a CNN.
First, training the CNN requires a large amount of
data. Full-wave simulations would take an untenable
amount of time so we use the pattern multiplication
technique. Second, the neural network architecture is an
art and requires substantial trial and error. Neural net-
works can have many different layers which all per-
form different tasks. Some layers work well together,
and some do not. Next, we describe the training and test-
ing data and the CNN architecture. We present results in
Section V.

B. Training data

The input data consists of 46 × 46-pixel grayscale
images that represent the magnitude of the radiation pat-
terns in the forward hemisphere of the array. The set of
images are generated with equations (6) and (8) using
a variable array shape, reconfigurable switch state, and
steering direction, which are represented in the label p.
We also scaled the pixel values to the interval [-1,1]. The
length of the array in each dimension is allowed to be
within [2, 4, 6, 8], and the steering direction û0 is con-
strained to a 45-degree cone relative to boresight. Also, a
−35-dB Taylor window is used to reduce sidelobes. Each
image has dimensions corresponding to the azimuth
and elevation angles of the forward hemisphere of
the array.

For each combination of array size and switch state
the array is steered to 1,000 uniformly sampled direc-
tions, and the total data set comprises 64,000 unique
images. Lastly, 10 percent of the training data is ran-
domly selected for use during CNN validation. This val-
idation set comprises 6,400 images randomly selected
before training. These images are not included in the
training set but are used to estimate CNN accuracy after
training. Validation accuracy during training is calcu-
lated as root mean square error (RMSE) from the known
and predicted values of p during training. In addition, the
validation set was tested by calculating he percentage of
correctly predicted state vectors.

C. CNN architecture

Figure 7 shows the CNN design that consists of a
three-layer convolution stage followed by a three-layer
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neural network. In the first stage, each image is down-
sampled and then processed with eight 3 × 3 convolu-
tion kernels. The subsequent convolution layers use 5
× 5 and 7 × 7 kernels. Then, the images are flattened
(vectorized) as input to the neural network. Three hid-
den layers are used. The output of the CNN is quantized
as 0 or 1 in order to create a binary number that rep-
resents the array state. Table 2 lists the specific layers,
convolution window sizes, and number of nodes. Table 3
lists the final set of hyperparameters that control batch-
ing, dropout, learning rate and loss metric. The output
layer represents regression-based prediction of the array
state but in a binary form. The specific CNN architecture
was learned by trial and error [21]. Training the CNN
on a Windows 10 machine with MATLAB 2021b took
approximately 25 minutes on a single CPU (Intel i5 with
16 GB RAM), and 3 minutes on an Intel i7 with 32 GB
with a single GPU (Nvidia RTX A3000 with 6GB).
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Fig. 8. Root mean square error (RMSE) calculated
with the known and predicted values of p during CNN
training.

V. RESULTS

After experimenting with several architectures and
training schemes, the network achieved an accuracy of
97% on the validation data. This high level of accuracy
indicates that the network learned the general relation-
ship between the radiation patterns and the array config-
urations. However, we set up testing data to observe how
well the network performs when given a radiation mask
that was produced by a different method.

Hence, test data consists of arbitrary and novel
radiation patterns (masks) that were unobserved by the
CNN during training. We first generated masks with a
2D Gaussian pulse to approximate the main beam of
the array for a desired beam direction and beamwidth.

Table 2: CNN layers characterized according to their
function; e.g. convolution, batching, normalization, acti-
vation function, and connectedness

Layer Type Options

Layer 1 2D Convolution 25 2×2 Filters,
Stride = 2

Layer 2 Batch
normalization

n/a

Layer 3 ReLU n/a
Layer 4 2D Convolution 25 4×4 Filters,

Stride = 2
Layer 5 Batch

normalization
n/a

Layer 6 ReLU n/a
Layer 7 2D Convolution 25 6×6 Filters,

Stride = 2
Layer 8 Batch

normalization
n/a

Layer 9 ReLU n/a
Layer 10 Fully connected 32 Nodes
Layer 11 Fully connected 16 Nodes
Layer 12 Fully connected 6 Nodes
Layer 13 Sigmoid n/a
Layer 14 Regression n/a

Table 3: CNN training options and hyperparameters that
control the learning accuracy

Hyperparameter Setting

Optimization method adam
Epochs 100

Mini batch size 160
Learning rate 0.001

L2 regularization 0.001
Gradient threshold Inf

The network struggled to predict the correct array state
for this mask type. Instead, we used Taylor-windowed
isotropic array patterns using equations (5) and (6) and
saw a noticeable improvement in validation accuracy. We
considered how the sidelobe structure contributes to the
CNN learning, and we confirmed it by observing how
the respective neurons became active when null features
were detected in the convolution layers.

In order to test the effectiveness of the CNN, 1,000
arbitrary radiation pattern masks were simulated for
array sizes Ny,Nz in [2, 4, 6, 8] and main beam direc-
tions [-45 ≤ θ , φ ≤ 45] deg. The operating frequency
was randomly assigned to one of the four unit cell fre-
quencies listed in Table 1.

As the CNN returns a discrete array state p (size
and switch configuration), we tested the effectiveness
of the network’s prediction by comparing the pattern
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G(p) calculated with equation (8) to the input mask. For
each test and mask pair we compared the mainlobe’s
steering angles (θ 0,φ 0) and half-power beamwidths
(θ 3dB,φ 3dB) and calculated the mean differences (Δθ 0,
Δφ 0, Δθ 3dB,Δφ 3dB) listed in Table 4. Except for the ele-
vation steering angle which has a mean error of 5.5 deg.,
the mean error is less than 4 deg. and suggests the CNN
has successfully learned the relationship between the pat-
tern features and the array configuration. The increased
error in the elevation steering angle is likely a result
of the specific pattern of the unit cell. We also noticed
how the beamwidth and steering angles were less than 2
degrees when the size of the array exceeded 3×3 and the
steering angle was within a 30-deg. cone.
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Fig. 9. Desired and predicted patterns for beam steered
to φ = 17 deg. and θ = 11 deg. Azimuth and elevation,
respectively. (a) Desired pattern and CNN predictions
using (b) G(p) and (c) H(p).

The pattern when calculated with G assumes ideal
phase and gain calibration for the individual transmit
and receive channels and ideal compensation for mutual
coupling. To check the effects of mutual coupling, we
selected several predicted array states where G(p) had
errors less than 5 deg. and simulated the array pat-
tern with AWR as H(p). Thus, H assumes ideal phase
and gain calibration of the individual channels but no
compensation for mutual coupling (MC). For comput-
ing time and memory limitations, only six array con-
figurations were selected and the number of unit cells
was limited to nine or less. Figures 9 shows an exam-
ple with p = [NS,4,2] and steering angles of 17 deg.
in elevation and 11 deg. in azimuth. Figures 9 (a)
shows the test mask (windowed, isotropic array factor),

Table 4: Mean steering angle and half-power beamwidth
errors in degrees for pattern multiplication (G) and FEM
(H) test images

Test Method Δθ0 Δφ0 Δθ3dB Δφ3dB
G(p) −5.5 3.7 −2.9 −2.7
H (p) −9.3 12.3 12.3 2.3

Figs. 9 (b) shows G(p) (windowed, pattern multiplica-
tion model with ideal phase/gain calibration and MC-
compensation), and Figs. 9 (c) shows H(p) (windowed,
calibrated phase/gain, MC-uncompensated). The mean
errors for H(p) are listed in Table 4, and are larger than
the errors of G(p).

We effectively trained the CNN with patterns of
a calibrated and MC-compensated array, but we tested
with MC-uncompensated array patterns. The increase
in error is reasonable given the well-known degrading
effects of mutual coupling on the array pattern.

VI. CONCLUSION

A convolutional neural network has been presented
for predicting the array state from an arbitrary beam
shape. The network was trained with images of differ-
ent radiation patterns and learned the number of elements
needed to achieve the mask. Using a recently studied uni-
form rectangular array of reconfigurable planar square
spiral antennas, the network achieved a 97% training
accuracy. When tested with masks of different distribu-
tions than those used during training, the desired mask
and the pattern multiplication model had good agreement
between the beamwidths (less than 3 deg.) and steering
direction (less than 6 deg.). However, when the mask was
compared to the array pattern when mutual coupling was
present, the errors increased by up to 12.3 degrees.

The CNN was trained using patterns representing
the ideal case where there is no mutual coupling, and
with balanced gain and phase. Future work will train
CNNs with gain and phase imbalances as well as pattern
distortions from mutual coupling in order to compensate
for these limitations in real arrays.
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Abstract – This paper proposes a method to add an
additional phase compensation to conventional phased
arrays to achieve flat-topped beam forming, which can
convert the spherical waves emitted by common conical
horn antennas into cylindrical flat-topped beams, at the
same time, there is also a certain power enhancement.
A centrosymmetric unit composed of four layers of
F4B and metal patches is designed. By changing the
value of the parameters, a 360◦ phase change can be
achieved, and it has the advantages of small size and
low-profile. To validate the design concept, a prototype
of the transmitarray (TA) was designed, fabricated, and
measured by calculating the phase distribution of the
front. The measurement results show that the designed
TA can achieve flat-topped beams at 5.2GHz, the
maximum gain is 1.15dB higher than that of the horn
antenna, and the flat-topped range is about ±10◦. The
results are in good agreement with the simulation within
the test range.

Index Terms – beam forming, flat-topped beams, horn
antenna, low-profile, meta-surface, transmitarray.

I. INTRODUCTION

With fifth generation (5G) mobile communication
technology developing rapidly, our lives have changed
considerably. Beamforming (BF) plays an important
role in this because BF can artificially control the
direction and shape of the radiation wave to achieve
high-efficiency energy propagation and reduce the
propagation loss between the transmitting and receiving
devices. It is becoming more and more widely applied
in wireless communication systems. Commonly used
BF target beams include differential beams, cosecant
square beams, multi-beams and flat-topped beams.

They are often used in surveillance radar systems
[1], broadcast and communication satellites [2], radio
frequency circuits, wireless charging and drones [3].

Recently, various types of antennas with flat-topped
beam radiation patterns have been attracting attention,
and the advantage is that their radiated power is
completely equal over a wide range of space. If the
electromagnetic waves received by the receiving antenna
are not uniform in density, the corresponding rectifier
circuit design will become very complicated, because
the internal diode is highly sensitive to power changes,
resulting in a significant reduction in overall reliability
and efficiency [4]. For the realization method of the flat-
topped beams, many articles have been studied, such
as directly feeding different antenna elements in the
array to change the amplitude and phase in [5] or by
designing a special feed network that is combined with
a radiating antenna array [6]. In order to reduce the
complexity of feeding the antenna array, planar arrays
can be loaded with waveguides to control reactive loads
around active radiating elements in the center [7] or
sub-array topology optimization [8] to form flat-topped
beams. In addition, the methods of synthesizing flat-
topped beams using advanced optimization algorithms
are also gradually maturing [9-11]. In contrast, antennas
using a single feed are more suitable for the energy
transmission environment in terms of complexity and
practicability. Under the excitation of the microstrip
slot antenna, a double-shell dielectric lens antenna [12]
and a dielectric resonant antenna [13] based on the
principle of combining eigenmodes have achieved good
flat-topped performance. Combining the principle of
metasurface, [14] designed an ultrathin linear graded
index metasurface and a radial graded index metasurface
lens, and realized a large-angle flat-topped beam by

Submitted On: September 9, 2022
Accepted On: May 9, 2023

https://doi.org/10.13052/2023.ACES.J.380605
1054-4887 © ACES



ZHANG, LAN, ZHAO, HE, LI: FLAT-TOPPED BEAMS USING PHASE COMPENSATION BASED ON LOW-PROFILE TRANSMITARRAY 410

controlling the microstrip patch antenna. To sum up,
although these methods have completed the formation
of flat-topped beams, they are more complicated to
implement and generally larger in size. We hope to create
a simple and fast method for realizing flat-topped beams.

A horn antenna, as a basic element of the antenna
system, has the advantages of high gain, wide frequency
band, low side lobes, etc. It is very suitable for wireless
power transmission, but its maximum power is not flat-
topped. TA can change the direction, shape and other
characteristics of the received electromagnetic wave by
controlling the phase of the elements and radiating it out.
It also has the characteristics of no feeding resistance and
low cost. Therefore, we aim to transform the spherical
wave of the corresponding horn antenna into a flat-
topped beam by changing the phase distribution of the
TA without weakening the transmission gain of the
horn antenna.

This paper is organized as follows. Section II
details the principle of flat-topped BF and proposes a
new 360◦ phase-shift unit for verification. Section III
introduces the design of the TA, as well as the simulation
and measurement results of the prototype. Section IV
concludes the paper.

II. PRINCIPLE ANALYSIS
A. Flat-topped beamforming

In this section, the use of phase divergence for
planar transmission arrays to generate flat-topped beams
is discussed. The entire antenna system consists of a
horn antenna placed along the z-axis with its focus at
z=-F and a flat square transmissive array placed along
the xoy plane and centered at the origin. Assuming
that the electromagnetic waves are radiated from the
feed antenna located in the far field and all waves start
from the center of the feed, in order to form a pencil
beam along the +z direction, the array theory [15] points
that a plane composed of N×N elements, the phase
compensation ϕa,b of the elements (a,b) in row a and
column b on the array should be

ϕa,b = kc

[√
F2 +

(
pRa,b

)2−F
]
, (1)

where kc is the wavenumber of free space at the target
frequency, p is the side length of each element in the
transmission array, Ra,b is the relative distances from the
center of the element (a,b) on the array to the origin,
which can be determined by the following equation

Ra,b =

√(
a− N +1

2

)2

+

(
b− N +1

2

)2

. (2)

Here, the phase compensation required by the
entire unit is approximately replaced by the phase
compensation at the center of each unit, and the phase

difference caused by the different spacing between the
unit and the feed is balanced by assigning different
phases to each unit. In this way the spherical waves
emitted by the feed antenna can be transformed into
plane waves. It can be seen that the phase compensation
of the center unit of the array is 0◦. Besides, as the value
Ra,b of the unit to the origin increases, the required phase
compensation ϕa,b also increases. In order to shape the
radiation wave into a flat-topped beam, we add an extra
phase ϕ’a,b to each element, which is also related to the
element’s position Ra,b, and its determination method is

ϕ
′
a,b = kc

[√
F2 +

[
F tan

(
θ0Ra,b

)]2−F
]
, (3)

where θ 0 is a fixed constant, which means that each unit
can obtain different divergence degrees according to its
own position. Finally, the phase Φa,b required for each
unit is obtained by adding ϕa,b and ϕ’a,b as

Φa,b = ϕa,b +ϕ
′
a,b. (4)

B. Unit cell design and validation

The two basic requirements that the TA unit needs
to have are a high transmission coefficient and 360◦
transmission phase coverage [16–17]. In this part, we
propose a basic TA unit shown in Fig. 1, which has a sub-
wavelength structure and ultra-thin three-dimensional
size, and the overall structure is simple. The cell has
a side length of p = 18 mm (about λ /3 at 5.2GHz),
four layers of dielectric substrates are closely stacked,
its material is F4B (εr=2.65 and tanδ=0.01), and the
outer surface of each layer is printed with square metal
patches with a side length of s. As phase delay units, the
metal patches can achieve 360◦ phase range by changing
the size of its side length. The middle patch layer is a
combination of a cross slot and a circular slot. Here,
adding a circular slot on the cross slot can increase the
transmission coefficient and reduce the reflection loss.

The unit cell was analyzed with the finite
element method (FEM) employed by the full-wave
simulation software CST Microwave Studio under
periodic boundary conditions at sub-6GHz frequencies
from 4.8-6 GHz. The incident wave was along the +z
direction at normal incidence. Then, the value of s is
changed from 2 to 8 mm. The simulation results of
the amplitude and phase of the transmission coefficient
changing with frequency are shown in Fig. 2. At the
target frequency of 5.2 GHz, the amplitude and phase
change diagram of the transmission coefficient is shown
in Fig. 3 (a). The unit transmission coefficients are all
greater than -3 dB, and the phase coverage can reach
more than 360◦.

When the units are arranged in a transmission array,
most of the units receive electromagnetic waves that are
at an oblique incident angle from the feed horn antenna,



411 ACES JOURNAL, Vol. 38, No. 6, June 2023

so the influence of oblique incidence should also be
considered. Figure 3 (b) shows that the change of the
incident angle has little effect on the unit performance,
which is within an acceptable range.
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Fig. 1. Geometry of unit cell for TA: (a) perspective
view and (b) schematic diagram of details. The specific
structural parameters are set as h = 1.5mm, w = 4mm, r
= 7mm, l = 16mm.
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Fig. 2. Simulated transmission magnitude and phase of
the unit cell under different frequencies: (a) magnitude
and (b) phase.
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Fig. 3. Transmission magnitude and phase against s at
5.2GHz when: (a) vertical incidence and (b) oblique
incidence.

C. Array design

In order to achieve flat-topped BF, 13×13 elements
are selected to form a transmission array in our case,
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there are 169 elements in total, and its overall size is
234 mm×234 mm×6 mm (about 4.05λ×4.05λ×0.1λ
at 5.2GHz), which is reduced as much as possible while
ensuring the performance, and the TA is excited by a
linear polarized horn antenna.

Next, it is necessary to determine the position of
the feed antenna, that is, to find the appropriate value
of F/D. If its value is too large or too small, it will
affect the spillover efficiency and illumination efficiency
and reduce the efficiency of the antenna system [18]. In
addition, if combined with the radiation pattern of the
horn antenna when its maximum power drops by 10 dB,
the radiation angle deviates from the maximum radiation
direction θ , and F/D=cot(θ )/2 can be obtained. Here, we
simulated the gain of the antenna system for different
F/D values, and it can be seen from Fig. 4 (a) that the
maximum gain is near 0.55. After further simulation,
we finally choose the focal length F=125mm, and the
corresponding F/D is about 0.53.

Using the theory described in Section II.A, the unit
model proposed in Section II.B, and the position of the
feed horn that has been determined, the phase Φa,b of
each unit can be calculated by equation (4), and then
the phase distribution of the entire array can be obtained.
They are plotted in Fig. 4 (b).

Then, we need to determine the unit cell’s size
corresponding to the zero-phase point. When forming
an array, in order to minimize the reflection loss, it is
necessary to concentrate the cells with good transmission
performance in the central part. At the same time,
according to the description in [19], on the premise of
hardly changing the cell phase, the sidelobe levels can
be reduced by adjusting the unit cell’s amplitude. First,
according to the amplitude and phase variation diagram
shown in Fig. 3 (a), s = 6.7 mm is selected as the phase
zero point through calculation. Then we try to adjust
the unit amplitude, that is, change the size of r in the
unit, and the obtained amplitude and phase vary with
s is shown in Fig. 5, and there is only a slight phase
change between different units. Ultimately, we chose r
= 5 mm elements for the middlemost section, r = 8
mm elements for the surrounding sections, and r = 7
mm elements for the edge sections. In this way, the
transmission coefficient of the middle and surrounding
parts is less than -1.5dB.

In order to further study the flat-topped beam
pattern, the far-field 3D radiation patterns of the
simulated horn antenna and the entire antenna system at
5.2 GHz are shown in Figs. 6 (a) and (b). Meanwhile, the
electric field distribution on xz-plane and yz-plane are
illustrated in Fig. 6 (c). Figure 6 (d) is the power-flow
distribution on the corresponding xz- and yz-reference
planes, respectively. The results show that after TA, the
beam is focused from the original spherical shape to
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Fig. 4. (a) Simulated gain when changing the value of
F/D and (b) required phase shift (in degrees) for the flat-
topped beam forming when F/D = 0.53.
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Fig. 5. Transmission magnitude and phase against s at
5.2GHz when varying r.

a columnar shape, and the gain is increased by about
1.15 dB. To make it more intuitive, Fig. 6 (c) and
Fig. 6 (d) show that in the propagation direction of +z,
electromagnetic waves radiate in the form of flat-topped
beams, and the maximum transmission distance is about
300 mm (about 5.3λ at 5.2 GHz). The 2D pattern will be
further analyzed in the next section.

D. Fabricated and measured

As shown in Fig. 7, a TA prototype was fabricated
using PCB technology. The four-layer plate is fixed by
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Fig. 6. 3-D simulated far-field radiation pattern for (a)
feed horn and (b) antenna system. (c) Simulated electric
field distribution on xz-plane and yz-plane. (d) Power-
flow distribution on xz-plane (left) and yz-plane (right).

a washer and nylon screws. The TA antenna’s radiation
characteristics were performed in an anechoic chamber
using the far-field measurement system. The chamber
contains a probe and a feed horn. Its placement sequence
and overall structure are shown in Fig. 7. The simulated
and measured radiation patterns of the flat-topped beam
in both principal planes (xz and yz) at 5.2 GHz are shown
in Figs. 8 (a) and (b). The simulation and measurement
results show good agreement. The incomplete match
between them is caused by the measurement and the
environment. It can be seen that the beam emitted by
the feed horn is focused on the main beam direction
after passing through the array, and at the same time,
the maximum gain change does not exceed 1% within
the range of ±10◦. The maximum gain of the feed horn
selected for actual measurement is 12.95 dB, and the

g

  

Feed horn
TA

Probe
F

 

Fig. 7. Fabricated TA prototype and measurement setup
in the anechoic chamber.
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Fig. 8. Simulated and measured radiation patterns on (a)
xz-plane and (b) yz-plane.

maximum gain of the system obtained by simulation and
measurement is 14.07 dB and 14.05 dB, respectively.
The simulated and measured sidelobe levels are -15.3 dB
/-11.97 dB for the xz-plane and -8.37 dB/-9.25 dB for
the yz-plane. This difference is related to the radiation
pattern of the horn antenna, which can be clearly seen in
the Fig. 8.

To illustrate the flat-topped effect, we refer to the
shape factor (SF) of the bandpass filter, which is defined
here as [3]:

SF =
BW3dB

BW1dB
. (5)

Among it, BW3dB and BW1dB represent the 3 dB
gain bandwidth to the 1 dB gain bandwidth of the
antenna radiation pattern, respectively. The closer the
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ratio is to 1, the better the flat-topped effect. For the
selected horn antenna, the SFs of the xz-plane and yz-
plane are 1.80 and 1.77, respectively. After passing
through the antenna array, their sizes are 1.20 and 1.24,
respectively, which indicates that the flat-topped beam
forming effect is good.

The comparison between this work and previous
flat-topped BF research are shown in Table 1. It can be
seen from the table that compared with the published
designs, this paper uses the form of TA to realize the flat-
topped beams while maintaining a high gain, and the TA
has the advantages of small size and simple structure.

III. CONCLUSION

In this paper, a new method for flat-topped BF is
proposed. The whole antenna system consists of a horn
antenna and a TA. By adding an extra phase gradient
on the basis of the original phase compensation of the
transmission array to change its refractive power, a flat-
topped radiation pattern is realized in the direction of
the main beam. For verification, a four-layer simple
antenna element with 360◦ phase change is designed.
We fabricated and measured a prototype of this antenna
array after forming the array using the proposed theory.
The experimental results show that at the operating
frequency of 5.2 GHz, power enhancement to the
corresponding horn antenna and a flat-topped pattern
with a wide angle can be achieved. This method
has a certain application value in wireless energy
transmission. The array as a whole has the characteristics
of miniaturization, low profile, simple structure, low
cost, center symmetry, and can also be applied to other
TA designs.
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Abstract – A perfect metamaterial absorber (MMA) is
designed and evaluated numerically for solar energy
harvesting applications. A dielectric layer separates the
top structured metallic plane and the bottom ground
metallic plane that make up the MMA. The MMA
structure is primarily presented in the range of 100-
1000 THz, which corresponds to 3000-300 nm in wave-
length, for the efficient utilization of solar energy. The
results obtained in the band 441-998 THz correspond
to a visible and ultraviolet wavelength range of 680-
300 nm. It has achieved a maximum absorption rate
of 99.9% at 700 THz and 99% between 500 and 800
THz, respectively. In the desired frequency bands, the
structure has achieved polarization and angle-resolved
behavior. The MMA-based absorber has a high absorp-
tion rate of over 90% in the broadest visible (400-700
nm) and UV (100-300 nm) spectra. Also shown are the
absorption characteristics of the MMA-based solar cell
in the infrared (IR) region. The band 345-440 THz, cor-
responding to 870-690 nm, has 75% absorption. The
other IR band (240-345 THz), which corresponds to
1250-880 nm, has achieved absorption of nearly 50%.
So it can be utilized for the entire visible solar spec-
trum, including infrared to ultraviolet. If the proposed
MMA structure were equipped with the appropriate elec-
trical circuitry, it could be utilized for solar energy
harvesting.

Index Terms – absorber, energy harvesting, metamate-
rial, solar.

I. INTRODUCTION

The distinction between renewable and
nonrenewable energy sources is made. Included in
fossil fuels are coal, oil, and petroleum. Excessive
use depletes resources. Natural gas will last 60 years,
petroleum 40 years, and coal 200 years [1]. The com-
bustion of these fuels in automobiles and power plants
produces greenhouse gases that contribute to global
warming. Renewable energies such as geothermal,
tidal, hydroelectric, solar, and wind are all free. These
resources are plentiful, non-perishable, and environ-
ment friendly. Energy demand has increased due to
technological advancements, rising populations, and
industrial expansion. Available fossil fuels cannot
meet energy demands [2]. Solar energy is a renewable
substitute for fossil fuels Solar can be divided into
three major regions: infrared (52%), visible (39%),
and ultraviolet (9%), approximately. In one hour, solar
emissions can meet the world’s annual energy needs
[3–4]. However, this source is difficult to harvest. Solar
cells convert incident solar energy into electricity, but
their low conversion efficiency presents a challenge for
scientists. The material’s bandgap corresponds to the
absorption of incident photon energy. Solar cells convert
absorbed electrons into electric current. The correspond-
ing frequency band is in the range of 100-1000THz
[7]. To improve absorption, scientists are researching
nanomaterials and nanostructure-based absorbers, solar
cell concentrators, embedded solar cell systems, etc.
Solar trackers enhance absorption in accordance with
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environmental conditions. A device with improved
absorption characteristics is required to absorb incident
energy regardless of polarization or angle. These issues
must be addressed by solar cells. Non-natural metama-
terials possess extraordinary properties, such as negative
refraction and cloaking [8–9]. Metamaterials are used
to construct electromagnetic (EM) energy absorbers
that are more efficient. Metamaterials are synthetic
materials with peculiar properties and benefits, such as
evanescent wave amplification, invisibility cloaking,
superlenses, electromagnetic filters, sensors, antennas,
high-frequency polarization rotators, a negative refrac-
tive index, and negative permeability [10–15]. This is
not normal. Recently, there has been increased interest
in metamaterials as absorbers [16–20]. A metamaterial
absorber (MMA) can collect sunlight to increase the effi-
ciency of solar cells. In the THz and microwave regions,
MMA was developed for shielding, sensing, etc. Perfect
index sensing based on MMA is also described [21]. The
resonance of MMA is governed by geometric parameters
and material properties [22]. Exotic, high-frequency
MMA is created between the visible and ultraviolet
regimes [23–30]. Similar outcomes are observed in the
infrared [31–34]. These are narrowband designs. Many
MMA competitors used low-frequency techniques.
Therefore, the design of solar MMA must have broad
absorption. Solar energy harvesting will require a broad-
band metamaterial absorber. In this paper, a new MMA
structure with broadband absorption characteristics is
designed. Variations in the geometric parameters of the
structure produce different absorption characteristics. It
absorbs infrared, visible, and ultraviolet radiation. The
engineered structure possesses pseudo-plasmon frequen-
cies. By optimizing the model’s geometric parameters
and dielectric substrate, its resonance is modified. 90%
of visible light is absorbed, with a peak absorption of
99% in the 500-800THz band. As a reflector, the bottom
metal plate increases absorption.

II. MATERIALS AND STRUCTURE

The perspective view of the proposed MMA and the
boundary conditions are shown in Figs. 1 (a) and (b),
respectively. The numerical simulation of the designed
structure is carried out using CST Microwave Studio
software in a high-frequency finite element analysis
approach. The structure has three layers: a structured
top metallic patch, a bottom metallic ground plane, and
an intermediate dielectric substrate. The metal is tung-
sten (W), and the substrate is silicon dioxide (SiO2). The
properties of these materials at the desired frequencies
are used as given by Ghosh (1999) and Palik (1997).
The advantages of using tungsten are that it has a higher
melting point and better solar absorption characteris-
tics than the other metals. Furthermore, SiO2 allows

for greater flexibility in solar cell integration, which
improves absorption even further. This eases the fabri-
cation process as well.

(a)

(b)

Fig. 1. (a) Geometry of the unit cell of the proposed
MMA, perspective view. [Geometrical parameters: L1 =
W1 = 500 nm, W = 80 nm, L = 450 nm, r = 80 nm, tp =
15 nm, td = 60 nm, tg = 100 nm], (b) Boundary condi-
tions.

III. ABSORPTION AND SIMULATION
STUDIES

In simulation, unit cell periodic boundary conditions
in the x and y directions and open space in the z-direction
are utilized. The wave is incident on the top metallic
patch using the floquet port, and the output is measured
at the backside of the bottom ground plane. This kind of
setup avoids any near-field problems. By using paramet-
ric analysis, the best dimensions for the proposed MMA
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can be found and are shown in Fig. 1 (a). The elec-
tromagnetic spectrum is divided into different regions,
but the majority of solar energy that reaches the earth
belongs to the visible, infrared, and ultraviolet (UV)
regions. So this region, i.e., 100-1000 THz, is chosen
for the analysis, and the MMA is designed. The incident
solar EM radiation may be either absorbed, reflected, or
transmitted. The absorption value is calculated indirectly
by obtaining the reflection and transmission values. For
better absorption, reflection and transmission should be
kept to a minimum. The thickness of the bottom ground
plane is kept higher to avoid any transmission through
it, i.e., a thinner layer transmits more. The transmitted
wave power is considered to be zero due to the pres-
ence of a metallic ground plane that reflects the incident
EM radiation. So the objective is to minimize the reflec-
tion. The following will be used for the calculation of the
absorption:

A(ω)= 1−R(ω) . (1)
From equation (1) it is evident that for obtain-

ing maximum absorption A(ω), the reflection R(ω) in
the structure should be kept minimum. This can be
achieved by proper impedance matching where the free
space impedance matches with the structure impedance
(Zin = Zo). Therefore, the transmission and reflection
should be negligible for obtaining better absorption
characteristics.

IV. RESULTS AND DISCUSSION

The obtained absorption, reflection, and transmis-
sion characteristics of the proposed structure for the
desired geometrical parameters are shown in Fig. 2. The
proposed MMA has obtained near-perfect absorption of
about 99.9% at the frequency of 700 THz, with broad-
band absorption behavior of about 90% in the entire solar
spectrum. The amount of light that is absorbed is more
than 90% across the entire range of visible and ultravio-
let (UV) light. The bottom metallic layer acts as a good
reflector, and in addition, the lossy nature of the dielec-
tric supports perfect absorption. The dielectric substrate
and unit cell dimensions will determine the resonance.
The structured top metallic patch determines the resonant
characteristic of the MMA. As a result, all of these must
be carefully chosen in order to achieve perfect absorption
in the desired band.

From the wavelength vs. absorption spectrum, the
respective frequency is extracted. The absorption char-
acteristics of the proposed MMA are also observed for
wider frequency ranges, including infrared (IR), visible
light, and UV regions, which are shown in Fig. 3.

It is obvious that absorption of more than 70% is
seen even in the infrared region between 300 and 430
THz, which is an indicator that the proposed structure
can also be utilized for IR photodetector applications.

Fig. 2. Wavelength versus characteristics of the designed
MMA.

Fig. 3. The absorption rate of the proposed structure in
the solar light regime (100-1000 THz).

Likewise, it is clear that the absorption value of the
proposed MMA in the UV region is also above 90% in
the frequency range between 770 and 1000 THz. Based
on these features, it can be said that the proposed MMA
can be used not only for solar energy harvesting but also
as a photodetector.

Figures 4 (a) and 4 (b) show the absorption charac-
teristics of the designed structure for different modes at
various angles of incidence. This is evidence for the pro-
posed structure’s absorption characteristics, independent
of the incidence angles varying from 0◦ to 90◦. There-
fore, the proposed structure could be utilized for absorb-
ing the incident solar energy even at different incidence
angles for all polarizations. Since most research only
looks at transverse electric (TE) and transverse magnetic
(TM) polarization, this adds importance to the proposed
structure for analysis.
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(a)

(b)

Fig. 4. (a) The absorption spectra TEM mode various
incident angles for TE mode. (b) The absorption spec-
tra TEM mode for various incident angles for TM mode.

V. PARAMETRIC ANALYSIS

The geometrical parameters of the proposed struc-
ture are depicted in Fig. 1. The parametric study can be
used to find out how the size of a part affects the fre-
quency at which it works. The study is done for three
geometric parameters, each of which is changed one at a
time, and their absorption properties are found.

The effects of changing the inner radius (r), rect-
angle width (W), and rectangle length (L) of the patch
on the absorption spectra are as follows. By changing r
from 60 to 100 nm (keeping W at 80 nm, L at 450 nm),
W from 40 to 80 nm (keeping L at 450 nm, r at 80 nm),
and L from 410 to 470 nm (keeping W at 80 nm, r at 80
nm), the resonance modes drift to lower frequencies, as
shown in Figs. 5 (a), (b), and (c), respectively. From this
analysis, the parameters r = 80 nm, W = 80 nm, and L
= 450 nm are chosen as the desired parameters for the
designed structure for better absorption.

(a)

(b)

(c)

Fig. 5. (a) absorption rate changes with respect to radius,
(b) absorption rate changes with respect to rectangle
width, and (c) absorption rate changes with respect to
rectangle length.
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VI. FIELD DISTRIBUTIONS AND ANALYSIS

For understanding the primary physical mechanism
of the proposed MMA, the distributions of the elec-
tric field at the three resonant frequencies are shown
in Figs. 6 (a-c). A similar star-shaped resonator with-
out any aperture was presented [22]. But it was focused
only on the visible region and obtained a bandwidth of
around 300 THz. In considering three bands (IR, visible,
and UV), three peak resonant frequencies (441 THz, 700
THz, and 998 THz) are chosen for analysis. The electric
field distribution confirms that only vertical and diago-
nal elements are contributing at 441 THz, but all ele-
ments are participating at 700 THz. It is noted that in
addition to the resonating elements, the circular aperture
and the substrate also contribute to the third resonance,
i.e., 998 THz. This is how the proposed design is differ-
entiated to absorb different regions of the solar spectrum
[22]. The corresponding y-component of the magnetic
field distributions is also depicted in Figs. 6 (d-f). For
the resonances at 441 THz and 700 THz, the mag-
netic field is high throughout the whole patch struc-
ture and in the dielectric substrate layer as well. Also
observed is the excitation of quad polar, octa polar, and
other higher resonances in the magnetic field distribution
analysis.

Fig. 6. (a-c) Electric field; (d-f) magnetic field; (g-i) surface current distributions for the three resonances 441 THz,
700 THz, and 998 THz, respectively.

The current distributions through the surface of
the metamaterial are also observed and shown in
Figs. 6 (g-i). At 441 THz, vertical and diagonal resonat-
ing elements are responsible. Similarly, at 700 THz and
998 THz, the circular aperture and the entire resonator
are contributing to the respective resonances.

In order to validate the importance of this work, the
results are compared with the recent literatures related to
this work and shown in Table 1.

Table 1: Comparison between the earlier studies in the
literature and proposed absorber

Ref. Band (THz) Obtained Bandwidth

(GHz)
(Absorption > 90%)

[17] 69-72 5
[19] 75-85 10
[31] 40-70 30
[29] 60-115 55
[30] 175-300 125
[22] 430-770 340
[6] 450-700 250

[34] 500-800 300
[7] 300-500 200

This work 441-998 557
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The absorption value and the bandwidth determine
the performance of the structure. The absorption rate of
a minimum of 90% is considered for the analysis. A
comparison with the literature is presented in Table 1
given above. The important point to note is that the pro-
posed structure achieved broadband operation with better
absorption characteristics than the previously reported
works. It is evident that the structure is simple and
obtained a broadband absorption of 557 GHz band-
width, which is 2-3 times better than the earlier reported
works.

The structure’s thickness is 175 nm, indicating that
it is thinner and more flexible. This absorption capability
and size makes it efficient for capturing solar radiation.
Independently, it can work as an energy harvesting mod-
ule with proper electrical circuits, or it can be integrated
with the solar cell as an absorbing medium.

Fabrication Feasibility and Real-time Character-
ization:

The proposed structure has two materials: a dielec-
tric substrate and the conducting patch/ground plane.
The conducting material, copper, can be deposited using
the sputtering technique, which can yield the nm thick-
ness easily. The major advantage of this proposed struc-
ture is that the dimensions are in the order of 100 nm with
a minimum feature of 80 nm. Using a lithography pro-
cess like E-beam or etching techniques like reactive ion
etching, the minimum feature with high resolution could
be achieved. Overall, the proposed structure is simple
to fabricate with the mentioned facilities. The real-time
measurements can be done with UV-visible spectroscopy
for the absorption characteristics.

VII. CONCLUSION

A three-layered ultra-broadband MMA is designed
and evaluated numerically. The structure absorbs 99.9%
of 700 THz and 99% of 500-800 THz. It absorbs over
90% of visible (400-700) nm and UV (100-200) nm
light. The MMA-based solar cell for the infrared absorp-
tion is also studied, i.e., 345-440 THz, or 870-680 nm
in wavelength which is having around 75% absorption.
The other IR band (1250-870 nm/240-345 THz) absorbs
nearly 50% of the incident radiation. The structure has
polarisation and angle-resolved behaviour in the desired
bands. Resonance electric and magnetic field distribu-
tion analysis investigates broadband absorption. By inte-
grating proper electrical circuits to the MMA, incident
energy can be directly converted into electrical energy.
This W-SiO2 absorber could be used for detector appli-
cation also.
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Abstract – In this paper, a circularly polarized printed
monopole antenna (CPPMA) is proposed for medical
microwave imaging and health monitoring applications.
The proposed CPPMA is optimized to operate at the
Industrial, Scientific and Medical (ISM) band. A proto-
type of the designed antenna is fabricated and printed
on the low-cost FR-4 substrate that has a compact size
of 34 × 28 × 1.5 mm3. The simulated results indicate
that the designed CPPMA operates between 2.425 GHz
and 2.475 GHz while the measured results range between
2.32 GHz and 2.515 GHz. The designed CPPMA also
reveals a circular polarization performance at 2.45 GHz
(2.4386 GHz - 2.4633 GHz). The suitability of CPPMA
for microwave imaging is confirmed by checking its
aptitudes to detect the presence of breast tumors and
brain strokes. A great detection capability is achieved for
breast tumors and brain strokes of various sizes inserted
at different positions with a high sensitivity to changes or
anomalies in the dielectric properties of human tissues.
In addition, the usefulness of the proposed CPPMA for
wearable application is justified experimentally. Excel-
lent agreement is achieved between the simulated results
and the measured ones.

Index Terms – Breast tumor and brain stroke detec-
tion, circularly polarized printed monopole antenna
(CPPMA), industrial scientific and medical (ISM) band,
medical microwave imaging and health monitoring,
phantom models, wearable antenna.

I. INTRODUCTION

The most commonly used medical imaging modali-
ties for image reconstructions of human anatomy, tissues
or organs include X-ray computed tomography, mam-
mography, magnetic-resonance imaging, single photon

emission computed tomography-computerized tomogra-
phy (SPECT-CT) and ultrasound. However, each one of
these screening approaches are quite costly, painful and
ionized [1].

To overcome the drawback of these methods,
microwave imaging has gained the interest of many
biomedical researchers because of its attractive features
that include low-cost, safety, simplicity, high image res-
olution of the scanned body tissues, non-ionizing radi-
ations and being non-invasive [2]. It is based on mono-
static or multi-static radar-type measurements, and ben-
efits from the marked dielectric contrast between healthy
and diseased tissues. The mono-static radar imaging
system that uses a single antenna to scan the body
with mechanical movement is faster and more effi-
cient. Whereas the multi-static radar imaging system that
uses an antenna array is complex, expensive and time
consuming [3].

Circularly polarized (CP) antennas enhance the per-
formances of medical microwave imaging radar systems
since they reduce indoor multi-path effects and body
postures, reduce polarization mismatch losses, penetrate
lossy dielectric materials of the human body tissues, and
provide a robust detection of the tumors irrespective to
the antenna orientation constraints [4]. Several antennas
have been reported for biomedical applications such as
those presented in [5–17], however, these antennas are
linearly polarized and have only one use whether for
cancer screening, stroke screening, or health monitoring.
Thus, novel high-performance antennas are needed for
several biomedical applications.

In this paper, a mono-static CPPMA of size 34
× 28 × 1.5 mm3 is proposed at Industrial, Scientific
and Medical (ISM) band for medical microwave imag-
ing applications and health monitoring wearable appli-
cations. The proposed CPPMA is capable of detecting
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breast tumors and brain strokes of various sizes inserted
at different positions. This CPPMA may also be uti-
lized for remote health monitoring systems because of its
operation in the ISM band and circular polarization prop-
erties. This remote health monitoring system can keep
track of a patient’s medical information while they are
at home, making it easier to diagnose and treat them
as well as forecast when they will get sick and regu-
late their condition. Additional contributions presented
in this work include: 1) the design and the fabrication
of a simple and low-cost antenna for several biomedical
applications: breast cancer detection, brain stroke detec-
tion and for health monitoring and wearable applications;
2) the introduction and the evaluation of the circular
polarization performance for the detection of tumors;
3) the ability to detect very small breast tumors and
strokes is validated through the use of phantom models;
4) the usefulness of the fabricated prototype for wear-
able health applications is justified experimentally; 5) the
detection of strokes in the human head through the anal-
ysis of E-field, H-field and current density; 6) the evalua-
tion of specific absorption rate (SAR) parameters on the
breast, head and arm of the human body phantom.

All the simulations presented in this work are carried
out using CST Microwave Studio software.

II. ANTENNA AND BODY PHANTOM
MODEL DESIGN

A. Antenna design and evolution analysis

Figure 1 presents the geometry of the designed
CPPMA. Its optimized dimensions are given in Table 1.

Fig. 1. Geometry of the designed CPPMA: (a) front view, (b) back view.

Figure 2 shows the evolution of the CPPMA design dur-
ing the design process, whereas Fig. 3 describes the cor-
responding reflection coefficient and the axial ratio (AR)
of the different designs.

The two slots and a stub inserted on the ground plane
are responsible for generation of the circular polariza-
tion (AR = 0.98 dB < 3 dB at 2.45 GHz, AR bandwidth
ranges from 2.4386 GHz to 2.4633 GHz). This circular
polarization performance can also be observed from the
surface current direction as the phase augments in time.
Figure 4 shows the current distributions on the surface
of the proposed CPPMA at 2.45 GHz for four differ-
ent phases (0◦, 90◦, 180◦ and 270◦). It can be seen from
the results that the main current direction for 0◦ is in the
-X direction, whereas the main current direction for 90◦
is in the +Y direction. Besides, the main current direc-
tion at 180◦ and 270◦ are reverse to those of 0◦ and 90◦,
respectively. Accordingly, the main surface current turns
in a clockwise trend. It signifies that a left-hand circular
polarization (LHCP) is acquired in the direction of prop-
agation with the designed CPPMA.

Figure 5 shows the simulated right-hand circularly
polarized (RHCP) and LHCP far-field radiation pat-
terns of the antenna in xz-plane (H-plane) and yz-plane
(E-plane) at 2.45 GHz. It confirms that the proposed
CPPMA radiates LHCP in the direction of the propaga-
tion and RHCP in the reverse direction. The minor incli-
nations of the radiation patterns in xz-plane (H-plane) are
due to asymmetric geometry of the designed CPPMA.
Comparable results are obtained in [18–19].
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Table 1: Optimized dimensions of the proposed CPPMA
Parameter W1 L1 W2 W3 W4 W5 W6 W7 W8 L2 L3 L4
Value (mm) 28 34 3 10 8 2 1 2 1 21.3 13 8.5
Parameter L5 L6 L7 G1 G2 G3 G4 G5 G6 G7 G8
Value (mm) 7 8.7 5 28 9 12 8 5 1.25 1.6 1.2

Fig. 2. The evolution of the proposed CPPMA during the design process: (a) Antenna 1, (b) Antenna 2, (c) Antenna
3, (d) Antenna 4, and (e) Proposed CPPMA.

Fig. 3. (a) Reflection coefficient and (b) AR of the proposed CPPMA compared with the initial reference antennas.

A 3.01 dBi maximum directivity is achieved while a
radiation efficiency of 92.49 % is attained at 2.45 GHz.

Figure 6 shows the fabricated prototype of the pro-
posed CPPMA printed on FR4-Epoxy of size 34 ×
28 × 1.5 mm3. The prototype was fabricated using
the PCB prototyping machine LPKF Proto Mat E44.
Figure 7 presents the reflection coefficient setup mea-

surement using the R&S�ZNB Vector Network Ana-
lyzer. Figure 8 shows that the simulated and mea-
sured reflection coefficients of the CPPMA are in
good agreement. The measured impedance bandwidth
ranges between 2.32 GHz and 2.515 GHz while
the simulated one varies between 2.425 GHz and
2.475 GHz.
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Fig. 4. Surface current distribution on the proposed CPPMA at 2.45 GHz for four different phases: 0◦, 90◦, 180◦
and 270◦.

(a) (b)

Fig. 5. Radiation patterns of the proposed CPPMA at 2.45 GHz: (a) LHCP and (b) RHCP.
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(a) (b)

Fig. 6. Fabricated prototype of the proposed CPPMA: (a) front view and (b) back view.

Fig. 7. Reflection coefficient setup measurement of the
proposed CPPMA.

Fig. 8. Simulated and measured reflection coefficient of
the proposed CPPMA.

B. Human body phantom models

Various breast, head and arm phantoms have been
proposed in the literature. Because various tissues have
different electrical properties and absorb different quan-
tities of microwaves, changes in the frequency spectrum
have a large influence on the dielectric characteristics of
biological tissues [20, 21].

The dielectric properties are reconstructed in quan-
titative microwave imaging based on the difference in
the complex permittivity. Due to the complexity of the
structure and composition of biological tissues, Gabriel,
et al. [22, 23] used the 4-Cole-Cole model which exhibits
a parametric description of four types of dispersion in
biological tissue. This model describes the frequency-
dependent permittivity and conductivity of several bio-
logical tissues in the frequency range from Hz to GHz,
which is defined as:

ε (ω) = ε ′ (ω)+ jε” (ω)

=
4

∑
n=1

ε∞ +
Δ εn

1+( jωτn)
1−αn

+
σi

jωε0
, (1)

where the ability to absorb microwave energy is indi-
cated by the loss factor, whereas the ability to store
microwave energy is indicated by the real part. The mag-
nitude of the dispersion is described as Δ εn = εs−ε∞, ε∞
is the permittivity at high frequency, εs is the static per-
mittivity, ω is the angular frequency (rad/s), τ is the
relaxation time constant (s), σi is the static ionic con-
ductivity (S/m), α is a distribution parameter and ε0 is
the permittivity of free space.

The basic principle of the use of microwaves in
breast imaging for detecting malignant cells is based on
the significant divergence between the dielectric prop-
erties of pathological tissues and healthy tissues. In the
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breast cancer detection, a mono-static radar imaging sys-
tem uses one antenna that acts as a transceiver to detect
and locate the tumor in the breast with an easier and
clearer manner. The antenna transmits microwave pulses
toward the breast to scan several locations inside the
breast phantom.

The antenna then receives signals from the breast in
terms of reflected or scattered signals. It is used to high-
light that the changes in the back-scattered signal divulge
disparities in the electrical properties of tissues. Thus, the
back-scattered signal can be used to find out tumor cells
in the breast, which exhibit higher dielectric constants
than normal breast tissues [24, 25].

B.1. Human breast phantom model

A hemispherical shaped breast model has been sim-
ulated in the present paper. It is composed of 3 layers i.e.
skin, fat and fibro-glandular as depicted in Fig. 9. The
properties of human breast phantom model [22, 26] and
of the tumor model [27, 28] are given in the Table 2.

Table 2: Parameters of the 3-layer human breast phantom
model and tumor model at 2.45 GHz

Tissues

ε
(F/m)

σ
(S/m)

ρ
(kg/

m3)

R

(mm)

Skin 38.0067 1.46407 1100 50
Fat 5.14667 0.137039 900 48

Fibro-
Glandular

20.1 0.5 1040 38

Tumor 55.2566 2.7015 1050 /
ε = permittivity, σ = electrical conductance,
ρ = density, R = radius

Fig. 9. Hemispherical human breast phantom model.

B.2. Human head phantom model

A spherical-shaped head model was considered in
this paper. As depicted in Fig. 10, it is composed of 7 lay-
ers, i.e. skin (dry), fat, muscle, skull, dura, cerebrospinal
fluid and brain. The properties of the considered human
head phantom model and of the stroke model (blood clot)
are given in Table 3.

Fig. 10. Spherical human head phantom model.

Table 3: Parameters of the 7-layer human head phantom
model and brain stroke model (blood clot) at 2.45 GHz
[22, 29]

Tissues
ε
(F/m)

σ
(S/m)

ρ
(kg/ m3)

R

(mm)

Skin 38.0067 1.46407 1100 50
Fat 5.14667 0.137039 900 48

Muscle 53.573540 1.810395 1040.0 46
Skull 14.965101 0.599694 1850.0 42
Dura 42.035004 1.668706 1130 32

Cerebro-
spinal
Fluid

66.243279 3.457850 1006 31

Brain 42.538925 1.511336 1030.0 29
Stroke
(Blood
Clot)

58.263756 2.544997 / /

B.3. Human arm phantom model

A portion of a human arm phantom model has been
designed. It is composed of 4 layers, i.e. skin, fat, mus-
cle and bone, as depicted in Fig. 11. The properties of

Fig. 11. Portion of a human arm phantom model.
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the considered human arm phantom model are given in
Table 4 [30].

Table 4: Parameters of the 4-layer human arm phantom
model at 2.45 GHz [30]

Tissues
ε
(F/m)

σ
(S/m)

ρ
(kg/m3)

T

(mm)

Skin 37.95 1.49 1001 2
Fat 5.27 0.11 900 5

Muscle 52.67 1.77 1006 20
Bone 18.49 0.82 1008 13

T = thickness

III. SIMULATION AND RESULTS
A. Breast cancer detection

The effect of radiation on the human breast model
is examined in this section. First, the proposed CPPMA
was positioned at a safe distance of 10 mm from a
healthy human breast phantom model as depicted in
Fig. 12 (a). Then, a spherical tumor of radius 2.5 mm
was inserted at four different positions inside the healthy
human breast phantom as depicted in Fig. 12 (b).
The reflection coefficient of the designed CPPMA
with the human breast model having a tumor (R =
2.5 mm) at four different positions (0, 0, 15), (20,
15, 30), (0, 0, 40), (30, −30, 50) and without the
tumor, is shown in Fig. 13. It is clear that the shift-
ing level of the resonant frequency is inversely pro-
portional to the distance between the CPPMA and
the tumor.

Fig. 12. CPPMA placed at a distance of 10 mm from the
human breast phantom model: (a) without tumor and (b)
with tumor.

Then, three different sizes (R = 4 mm, 7 mm
and 9 mm) of tumors were placed at a fixed position
inside the healthy human breast phantom as depicted in
Fig. 12 (b). The reflection coefficient of the set CPPMA
and human breast model with and without a tumor is pre-
sented in Fig. 14. It reveals that the shift in the resonance

Fig. 13. Simulated reflection coefficient for human breast
phantom model in the presence of a tumor of radius =
2.5 mm at 4 different positions.

Fig. 14. Simulated reflection coefficient for detecting
three different sizes of breast tumor at the same location.

frequency and in the adaptation level is more noticeable
for large tumor sizes. Thus, as the tumor size increases,
its detection becomes easier.

B. Brain stroke detection

In this section, the effect of radiation on the human
head model is discussed. First, the designed CPPMA was
positioned at a safe distance of 5 mm from the healthy
human head phantom model as depicted in Fig. 15 (a).
Then, a brain stroke (blood clot) of two different radiuses
5 and 13 mm, with the dielectric properties depicted in
Table 3, was placed inside the healthy brain as depicted
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Fig. 15. CPPMA positioned at a distance of 5 mm from
the human head phantom model: (a) without brain stroke,
and (b) with brain stroke (blood clot).

(a)

(b)

Fig. 16. (a) Simulated reflection coefficient with and
without human head phantom model, (b) simulated
reflection coefficient for detecting two different sizes of
stroke (blood clot).

in Fig. 15 (b). The reflection coefficient of the set
CPPMA and human head model with and without stroke
(blood clot) is shown in Fig. 16. A shift in the resonance
frequency of the CPPMA in the cases of normal and
brain stroke is clear. The reflected wave increases with
the increase in the size of the blood clots which agree
with expectation.

Figures 17–19 show the simulated E-field, H-field
and current density of the set CPPMA and human head
model with and without stroke at 2.45 GHz. Table 5
indicates that the current density, E-field and H-field val-
ues decrease in the presence of brain stroke which predict
its existence in the human head.

Table 5: Comparison of the simulated results with and
without brain stroke model at 2.45 GHz

Without

Brain

Stroke

With Brain

Stroke

R = 5 mm

With Brain

Stroke

R = 13 mm

Resonance
Frequency

(GHz)

2.464 2.455 2.452

Reflection
Coeffi-

cient (dB)

−12.142075 −12.207286 −11.97995

Current
Density
A/m2

683.562 639.836 636.324

E Field
V/m

71078.5 59542.3 62530

H Field
A/m

770.724 545.151 505.475

The linearly-polarized antenna shown in Fig. 2 (b)
has been simulated without and with a brain stroke model
(R = 5 mm and 13 mm) to show the advantages of the
circular polarization for the detection of the brain stroke.
Slight adjustments have been introduced in the dimen-
sions of the antenna to shift the resonant frequency to
2.45 GHz.

The reflection coefficient of the simulated linearly
polarized printed monopole antenna (LPPMA) is pre-
sented in Fig. 20. The reflection coefficient of the set
LPPMA and human head model with and without the
stroke model is shown in Fig. 22.

It reveals that there is no shift in the resonance fre-
quency compared to the results obtained with the pro-
posed CPPMA (Fig. 16 (b)). Table 6 indicates that the
CPPMA is more effective than the LPPMA in detecting
brain stroke because the circularly polarized waves pen-
etrate the body more deeply.
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(a) (b) (c)

Fig. 17. Electric field: (a) without brain stroke, (b) with stroke R = 5mm, and (c) with stroke R = 13mm.

(a) (b) (c)

Fig. 18. Magnetic field: (a) without brain stroke, (b) with stroke R = 5mm, and (c) with stroke R = 13mm.

(a) (b) (c)

Fig. 19. Current density: (a) without brain stroke, (b) with stroke R = 5mm, and (c) with stroke R = 13mm.

Table 6: Comparison of the simulated results of the two antennas CPPMA and LPPMA with and without brain stroke
model

Without Brain

Stroke

With Brain Stroke

R = 5 mm

With Brain Stroke

R = 13 mm

CPPMA
Resonance Frequency (GHz) 2.464 2.455 2.452
Reflection Coefficient (dB) −12.14207 −12.207286 −11.97995

LPPMA
Resonance Frequency (GHz) 2.467 2.467 2.467
Reflection Coefficient (dB) −13.50134 −13.485089 −13.45988
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Fig. 20. Reflection coefficient of the designed LPPMA.

(a) (b)

(c)

Fig. 21. LPPMA placed at a distance of 5 mm from the
human head phantom model: (a) without brain stroke, (b)
with brain stroke R = 5 mm, and (c) with brain stroke R
= 13 mm.

IV. WEARABLE APPLICATION

In this section, the CPPMA performance has been
simulated on a human arm phantom model and on a
human arm to check its usefulness for health monitoring
and wearable application. First, the designed CPPMA
was positioned at a safe distance of 10 mm from a
human arm phantom model as depicted in Fig. 23 (a).
Figure 23 (b) indicates that the resonant frequency of
the CPPMA positioned on a human arm phantom model
has a small shifting compared to the antenna without a
human arm phantom due to the high dielectric proprieties
of body tissues. Nonetheless, the designed CPPMA in
the presence of a human arm phantom has an impedance
bandwidth extending from 2.438 GHz to 2.489 GHz with
a reflection coefficient level of −13.28 dB which covers
the desired ISM band.

Fig. 22. Simulated reflection coefficient of the LPPMA
for detecting two different sizes of brain stroke model.

(a)

(b)

Fig. 23. (a) CPPMA placed at a distance of 10 mm from
the portion of a human arm phantom model and (b) sim-
ulated reflection coefficient with and without human arm
phantom.
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The usefulness of the proposed CPPMA for wear-
able health-monitoring applications was checked experi-
mentally by placing the fabricated prototype on a human
arm as shown in Fig. 24. The simulated and measured
reflection coefficient results of the proposed CPPMA
placed on a human arm are compared in Fig. 25.

The volume of the human arm, the gap between the
CPPMA and the human arm, and SMA losses were the
causes of the mismatch between the on-arm simulated
and measured values. We conclude from the results that

Fig. 24. Reflection coefficient measurement of the fabri-
cated prototype on a human arm.

Fig. 25. Reflection coefficient of the proposed CPPMA
on a human arm.

the proposed CPPMA is suitable for wearable health-
monitoring applications.

V. SPECIFIC ABSORPTION RATE (SAR)
CALCULATIONS

SAR describes how much power is absorbed per
kilogram of human body tissue. Hence, its unit is Watts
per Kilogram (W/Kg). Typically the SAR is averaged
across a small volume (1 g or 10 g) of tissue. Its value
is calculated using the following equation [31]:

SAR=
σ
ρ
|E|2= J2

ρσ
, (2)

where, E is the electric field intensity in V/m, J is the
current density in A/m, σ is the electric conductivity of
the tissue in S/m, and ρ is mass density of the tissue in
Kg/m3.

In this section, the SAR parameter of the proposed
CPPMA was analyzed on the breast, head and arm of the
human body phantom.

The SAR values refer to power averaged over 10 g of
tissue. In order to satisfy the most restrictive SAR regu-
lation (i.e. SAR10g < 2 W/kg), the input powers must be
limited according to Table 7.

Table 7: Input power limits that give acceptable SAR10g
values at 2.45 GHz

Distance

(mm)

Input Power

(mW)

SAR10g
(W/Kg)

Breast 10 110 1.84
Head 5 68 1.9
Arm 10 170 1.92

The simulated SAR10g on the breast, head and por-
tion of a human arm is shown in Fig. 26.

(a)

Fig. 26. Continued.
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(b)

(c)

Fig. 26. Simulated specific absorption rate (SAR10g) at
2.45 GHz: (a) breast, (b) head, and (c) portion of a human
arm phantom model.

Table 8: Comparison of the proposed CPPMA with several recently reported antennas
Ref. Application Technique Used

for Pathological

Tissue Detection

Substrate and

Dimensions

(mm3)

Circular

Polar

Frequency

Band (GHz)

SAR

Evaluation

[32] Body-centric
communications

- RO4003
42 × 30 × 0.813

No 2.4 - 12 Not reported

[33] Breast tumor
detection

Scattering imaging Air-gap
40 × 25 × 10.5

No 1.67 - 1.74 Not reported

[34] Breast tumor
detection

Resonance
frequency shift

RO4003C
40 × 40 × 1.54

No 0.49 - 0.56 Not reported

[35] Wireless body
area network

- RT-Duroid 5880
34.4 × 34.4 × 4

Yes 5.27 - 6.37 SAR
evaluated on
human body

[36] Head imaging Scattering
parameters and

near field
directivity

RO4350B
50 × 44 × 1.524

No 1.70 - 3.71 SAR
evaluated on

head

[37] Wireless body
area network

- Denim
50 × 44 × 0.7

No 2.27 - 3.42 SAR
evaluated on
human body

arm
This work Tumor

detection, brain

stroke detection

and remote

health

monitoring

Resonance

frequency shift,

current density,

E-Field and

H-Field

distribution

FR-4

34 × 28 × 1.5
Yes 2.425 - 2.475 SAR

evaluated on

breast, head

and human

body arm

VI. CONCLUSIONS

This paper presented a mono-static narrow band
CPPMA for medical microwave imaging and health
monitoring applications. A prototype of the designed
CPPMA of size 34 × 28 × 1.5 mm3 has been
fabricated and printed on the low-cost FR-4 substrate.
The measured results indicate that the fabricated pro-
totype operates in a narrow bandwidth of 195 MHz
(2.32 - 2.515 GHz). Moreover, the designed CPPMA
exhibits a circular polarization in the range of 2.4386 -
2.4633 GHz. The capability of the detection of breast
tumor and brain stroke for the proposed CPPMA was
validated using different phantom models.

Furthermore, the practicality of the proposed
CPPMA for wearable health-monitoring applica-
tions was confirmed experimentally. The overall
obtained results confirm the effectiveness and useful-
ness of the proposed CPPMA for several biomedical
applications.
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d’Opale, France, in 2010 at the Lab-
oratory of Materials and Compo-
nents for Electronics (LEMCEL). In
2011, he joined the Telecommuni-
cations Laboratory at the University

8 Mai 1945 Guelma, Algeria where he is an Assistant
Professor. His research interests are design and process-
ing of radio-frequency integrated circuits, tunable ferro-
electric devices, and their applications in microwaves.
Since 2020, his research has been on antennas, multi-
band antennas, and ground-penetrating radar antennas.

Hussein Attia received a Ph.D. in
Electrical and Computer Engineer-
ing from the University of Water-
loo, Ontario, Canada, in 2011. He
worked as a Research Engineer with
the Coding and Signal Transmis-
sion Laboratory at the University of
Waterloo from March 2011 to July

2013. He was granted a Postdoctoral Fellowship at Con-
cordia University, Montreal, Canada, from August 2014
to July 2015. He was also a Visiting Scholar at the Uni-
versity of Quebec (INRS), from August 2015 to Decem-
ber 2015 and from June 2017 to August 2017. He is
currently an Associate Professor and the Director of the
Applied Electromagnetics Laboratory at King Fahd Uni-
versity of Petroleum and Minerals (KFUPM). He is cur-
rently an Associate Editor for IEEE Antennas and Wire-
less Propagation Letters and IEEE ACCESS. He has
published about 100 journaln and conference papers.
His research interests include biomedical engineering,
microwave sensors, millimeter-wave antennas, analyti-
cal techniques for electromagnetic modeling, and meta-
materials. Dr. Attia has received several awards, includ-
ing a full Ph.D. scholarship from the Ministry of Higher
Education, Egypt (2007-2011), the University of Water-
loo Graduate Scholarship for excellence in research
and coursework in 2009, and a certificate in University
Teaching from the University of Waterloo in 2010. He
was a finalist in the Best Paper Competition of the 2011
IEEE AP-S International Symposium on Antennas and
Propagation. In 1999 he was ranked first among all B.Sc.
electronics and communication engineering students at
Zagazig University, Egypt.



439 ACES JOURNAL, Vol. 38, No. 6, June 2023

Low-profile Circularly Polarized Conformal Antenna Array with Side Lobe
Suppression for Vehicular SATCOM Applications

Ebenezer Abishek1, Ramesh Subramaniam2, Parthasarathy Ramanujam3, and

Manikandan Esakkimuthu4

1Department of Electronics and Communication Engineering
Vel Tech Multi Tech Dr.Rangarajan Dr.Sakunthala Engineering College, Chennai, 600062, India

ebenezerabishek@gmail.com

2Department of Electronics and Communication Engineering
SRM Valliammai Engineering College, Chennai, 603203, India

3Department of Electronics and Communication Engineering
National Institute of Technology, Tiruchirappalli, 620015, India

4Centre for Innovation and Product Development
Vellore Institute of Technology, Chennai, 600127, India

Abstract – A circularly polarized microstrip antenna
array with low side lobe levels is proposed for Vehicular
Satellite Communication. The suppression of side lobe
levels is accomplished by the non-uniform power
distribution utilized to feed the individual patch ele-
ments. Impedance matching is ensured by the incorpo-
ration of a quarter-wave transformer via a microstrip
line fed to the edge of the patch. When the pro-
posed amplitude-weighted feed is compared to the
conventional corporate feed, simulation results indicate
a reduction in side lobe levels of 8.9 dB. The proposed
antenna is constructed out of RT/DUROID 5880 mate-
rial, which is lighter, more flexible, and less expensive
than ceramic materials. The radiation characteristics of
the proposed antenna are compared when the antenna is
planar versus when it is made to conform to the roof
of the vehicle. The measured results indicate a reflec-
tion coefficient at the resonant frequency of -31.5 dB
and -27.7 dB when conformal, an impedance band-
width of 410 MHz and 180 MHz when conformal, an
axial ratio bandwidth of 140 MHz and 170 MHz when
conformal, and a peak gain of 15.719 dB and 14.335
dB when conformal. The measured results validate the
simulation results that this proposed antenna is appropri-
ate for a variety of Vehicular Satellite Communication
applications.

Index Terms – amplitude tapering ratio, circular polar-
ization, microstrip array, side lobe level, vehicular satel-
lite communication.

I. INTRODUCTION

The vehicle-based SATCOM technology is known
as Vehicular Satellite Communication. Satellites are uti-
lized to establish and maintain communication between
moving vehicles and immobile infrastructures such as
hospitals, police stations, etc. Compared to vehicle-to-
vehicle communication, the satellite provides a larger
coverage area in vehicular satellite communication [1].
Important issues that must be addressed in Vehicu-
lar Satellite Communication include interference with
nearby satellites [2], [3] and the need for increased power
to provide high-quality services [4], [5]. Due to their
ability to overcome the Faraday rotation that occurs in
the ionosphere, circularly polarized antennas are pre-
ferred for Vehicular Satellite Communications [6], [7].
The radiation characteristics of a microstrip antenna with
a single element can be enhanced by constructing an
array of that antenna.

Microstrip technology is used to develop the pro-
posed antenna as a low-profile alternative to conven-
tional SATCOM antennas. IEEE has established Wire-
less Access in Vehicular Environment as the standard
for vehicular networks [8], [9]. This standard is a part
of the IEEE 802.11p protocol for mobile ad hoc net-
works. Vehicular Satellite Communication necessitates
the installation of antennas on moving vehicles. More
than 50% of earth-orbiting satellites are used for com-
munication [10], [11]. Among these satellites there
are satellites used exclusively for Vehicular Satellite
Communication to connect moving vehicles and also to
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stationary infrastructures [12], [13]. There are numerous
civilian applications, including the use of laptops or
mobile devices with high-speed internet connectivity in
moving vehicles, rapid rescue of passengers in moving
vehicles in the event of an accident, tracking of thieves
travelling in moving vehicles in the event of a theft, etc.
[14]. Vehicular Satellite Communication antennas are
also required for military vehicles to maintain commu-
nication with the satellite even when traversing difficult
terrain [15], [16]. There is a need for low-profile alterna-
tives to high-profile vehicular antennas because a greater
number of antennas must be integrated into vehicles as
the number of applications increases [17].

Power is a crucial factor for providing high-quality
services in moving vehicles. Therefore, it is undesirable
for the side lobes to waste energy. Various techniques
can be used to suppress side lobes [18]. To address this
issue, it is proposed to implement a feed structure that
suppresses the side lobes, thereby reducing the battery’s
power consumption. This feed structure is incorporated
into the proposed planar antenna array alongside circu-
larly polarized patches. The radiation characteristics of
this proposed planar antenna array are examined and dis-
cussed.

II. ANTENNA DESIGN METHODOLOGY

The antenna proposed was developed in three
stages. In the initial phase of the work, a single ele-
ment microstrip antenna with circular polarization and
improved cross polarization isolation is developed. This
preliminary phase of the project has been completed and
published [19]. A proposed feed structure is designed
to suppress the side lobes in the second stage. Using
the single element circularly polarized microstrip patch
antenna developed in the first stage and the proposed
feed structure, a proposed 1∗8 element antenna array
is constructed. The third stage entails adapting the pro-
posed planar antenna array to the shape of the vehicle’s
roof. The antenna’s dimensions are optimized to com-
pensate for changes in the desired performance caused
by the conformal placement of the proposed antenna on
the roof of the vehicle. The proposed antenna’s radia-
tion characteristics are analyzed using both simulated
and measured data.

The proposed feed structure uses unequal T-junction
power dividers to distribute power with tapered ampli-
tude. Taylor, Chebyshev, and Binomial arrays are
frequently employed amplitude tapered or amplitude
weighted arrays, each with their own benefits and draw-
backs. Although Binary arrays completely eliminate side
lobes, the amplitude coefficients of the array’s individ-
ual elements vary greatly. If the Taylor array achieves a
radiation pattern with complete suppression of inner side
lobes and all side lobes at the same level, directivity will
decrease. Chebyshev arrays are also used to obtain opti-

Fig. 1. T-junction unequal power divider.

mal main lobe and suppressed side lobe radiation pat-
terns. The T-junction used for unequal power distribution
is shown in Fig. 1.

Assuming lossless transmission, the relation
between input and output power of the T-junction power
divider for unequal power distribution can be written as

Po = Pa +Pb = Pi, (1)

where Pi = V2
o/2Zo,

Pa = V2
o/2Za and (2)

Pb = V2
o/2Zb. (3)

Pa = aPi. (4)
Pb = (1− a)Pi, (5)

where a value lies between 0 and 1.
The output port impedances derived from the above

equations can be written as
Za = Zo/a, and (6)
Zb = Zo/(1− a). (7)

Equation (1) describes the simplest case of unequal
power division. The impedance is varied at the output
ports because of the different widths of the feed at the
output ports. The relation between the impedance at
ports and the amount of power division is described in
equations (2) and (3). Equations (4) to (7) describe the
unequal power division and its relation to impedance.
Given that port 1 is matched, the formula for calculat-
ing the input time average power is Pi=Vo

2/Zo, where
Vo is the junction’s phasor (total) voltage. Since both
ports are assumed to be matched, the output powers
can be computed similarly and are given in equations
(2) and (3). To achieve the desired distribution of inci-
dent power between the two output ports, the character-
istic impedances of the two transmission lines are mod-
ified. The modified values of characteristic impedances
are given in equations (6) and (7). The modified char-
acteristic impedances result in unequal power divi-
sion, and the ratio of unequal power division is given
in equations (4) and (5). If output power is known,
the impedance of the T-junction output ports can be
determined. Using the above equations, the quarter wave
transformer transforms impedance in order to perform
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Fig. 2. Design of the proposed planar microstrip array.

power division and determine the physical dimensions
of the proposed feed structure [20].

The proposed 1*8 element planar array is con-
structed using this feed structure and the single element
circularly polarized patch antenna array as depicted in
Fig. 2. and the optimal physical dimensions of the pro-
posed antenna are given in Table 1.

Table 1: Physical dimensions of the proposed planar
microstrip array

Parameters Values

Lg ×Wg 39.23mm × 157.83mm
Lp ×Wp 8mm × 8mm

Dc 1.2
Dx 0.69

Lf ×Wf 4mm × 2mm
L1 ×W1 0.4mm × 60mm
L2 ×W2 1.2mm × 4.8mm
L3 ×W3 2.4mm × 2mm
L4 ×W4 1.1mm × 10.8mm
L5 ×W5 1.7mm × 4.9mm
L6 ×W6 2.5mm × 2mm
L7 ×W7 0.5mm × 5.5mm
L8 ×W8 1.4mm × 4.9mm
L9 ×W9 7.8mm × 2mm

L10 ×W10 5.6mm × 0.4mm
L11 ×W11 0.15mm × 11mm
L12 ×W12 0.85mm × 4.9
L13 ×W13 2.4mm × 1.8mm
L15 ×W15 1.6mm × 4.8mm

A 0.25mm × 1.6mm
B 1mm × 1.75mm
C 0.8mm × 4.8mm
D 2mm × 0.5mm
E 2mm × 0.5mm
F 2mm × 0.5mm
G 2mm × 0.5mm
H 2mm × 0.5mm
P 45o

The unequal power distribution to the individual
patch elements is proportional to the 0.5:1:2:2:2:2:1:0.5
amplitude tapering ratio. The power divider at the T-
junction is designed for this amplitude tapering ratio.
The material chosen for antenna construction is 0.78 mm
thick RT Duroid 5880. This substrate material’s permit-
tivity measures 2.2. For the construction of the proposed
1*8 element planar antenna array, the circularly polar-
ized single element antenna and the proposed feed struc-
ture are combined. This proposed antenna is mounted
conformally to the vehicle’s roof, as depicted in Figs. 3
and 4, shown below.

Fig. 3. Proposed conformal microstrip antenna array–top
view.

Fig. 4. Magnified top view of conformal microstrip
antenna array.
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The conformal placement of the proposed antenna
reduces its visibility to human eyes and improves its
mechanical properties, such as the reduction of aerody-
namic drag. The rise in the number of antennas mounted
on civilian vehicles makes the conformal antenna an
attractive option for vehicle manufacturers.

III. RESULTS AND DISCUSSION
A. Planar microstrip antenna array proposed for
vehicular SATCOM applications

Simulating the proposed antenna utilizes both the
HFSS and CST suite tools. The reflection coefficient ver-
sus frequency graph is depicted in Fig. 5. The impedance
bandwidth at -10 dB is measured using this graph, which
is the industry standard. At a resonant frequency of 11.2
GHz, simulation results indicate an impedance band-
width of 410 MHz, or 3.66% of the resonant frequency.
The axial ratio of practically circularly polarized anten-
nas should be less than 3. The axial ratio versus fre-
quency graph is depicted in Fig. 6. This graph is used to
evaluate the bandwidth of the axial ratio at 3 dB. Simu-
lated results reveal an axial ratio bandwidth of 150 MHz
at a resonant frequency of 11.2 GHz, which is 1.34% of
the resonant frequency.

Fig. 5. Return loss versus frequency plot of proposed pla-
nar microstrip antenna array.

Fig. 6. Axial ratio versus frequency plot of proposed pla-
nar microstrip antenna array.

Figure 7 shown below depicts the linear gain ver-
sus theta relationship. The graph displays a maximum
gain of 14 dB, and the difference in gain between
co-polarization and cross-polarization is consistently
greater than 15 dB. Figure 8 depicts the polar gain ver-
sus theta plot. Maximum gain is 13.54 dB, and the differ-
ence between co-polarization and cross-polarization gain
is greater than 15 dB throughout the entire plot. Figure 9

Fig. 7. Polarization gain versus theta linear plot of pro-
posed planar microstrip antenna array.

Fig. 8. Polar plot of polarization gain versus theta for
proposed planar microstrip antenna.

Fig. 9. 3D gain representation of the proposed planar
microstrip antenna array.



443 ACES JOURNAL, Vol. 38, No. 6, June 2023

illustrates the 3D gain versus frequency graph. The graph
displays a maximum gain of 15.71 dB.

B. Conformal microstrip antenna array proposed for
automotive SATCOM applications

Simulating the proposed antenna utilizes both the
HFSS and CST suite tools. Figure 10 depicts a reflection
coefficient versus frequency graph. The impedance band-
width at -10 dB is measured using this graph, which is
the industry standard. At the resonant frequency of 11.2
GHz, simulation results indicate an impedance band-
width of 180 MHz, or 1.6% of the resonant frequency.
The axial ratio of practically circularly polarized anten-
nas should be less than 3. The axial ratio versus fre-
quency graph is depicted in Fig. 11. This graph is utilized
to assess the axial ratio bandwidth at 3 dB. Simulated

Fig. 10. Conformal microstrip antenna array return loss
versus frequency plot.

Fig. 11. Conformal microstrip antenna array axial ratio
versus frequency plot.

results reveal an axial ratio bandwidth of 180 MHz at a
resonant frequency of 11.2 GHz, which is 1.6% of the
resonant frequency. Figure 12 depicts the graph of 3D
gain versus frequency. The graph indicates a peak gain
of 14.39 dB.

Fig. 12. 3D pattern of proposed conformal microstrip
antenna array’s far field.

C. Reduced side lobe levels

Figures 13 and 14 depict the far field directivity ver-
sus theta plot of the circularly polarized planar array with
the existing feed and the proposed feed, respectively. The
results demonstrate that the proposed feed’s side lobe
levels are 8.9 dB lower than the corporate feed.

Fig. 13. Side lobe levels of a conventional-feed confor-
mal antenna–directivity in Cartesian plot.
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Fig. 14. Side lobe levels of conformal antenna with pro-
posed feed–directivity in Cartesian plot.

D. Fabrication and testing

Figure 15 depicts the developed planar and confor-
mal circularly polarized microstrip array antenna with a
single element. These antennas were evaluated by mea-
suring the various parameters of radiation characteristics
using a test setup comprised of a transmitting Verdant
JR12 horn antenna, Vector Network Analyzer, and ane-
choic chamber. Figure 16 depicts the proposed antenna

Fig. 15. Single-element proposed planar microstrip
antenna array and conformal microstrip antenna array
fabrication.

Fig. 16. Testing the proposed conformal microstrip
antenna array in the anechoic chamber.

placed in the anechoic chamber for testing. The pro-
posed antenna was measured with the transmitting Ver-
dant JR12 horn antenna positioned at 2 metres distance
apart. Figures 17, 18 and 19 depict simulation versus
comparison plots for the various radiation characteristic
parameters.

The proposed conformal microstrip antenna array is
compared with similar antennas in recent research and
is shown in Table 3 given above. At the resonant fre-
quency, Figs. 18, 19, and 20 demonstrate good agreement
between the simulated and measured values. Although
the gain could not be measured directly using the test
setup, it was calculated using the Friss transmission for-
mula. Comparing the measured gain to the gain obtained
through simulation, connector losses caused a slight
decrease in gain. Table 2 provides a comparison between
the measured radiation characteristic parameters of sin-
gle element antenna, proposed planar array and proposed
conformal array.

Fig. 17. Simulated versus measured return loss of pro-
posed conformal microstrip antenna array.

Fig. 18. Radiation pattern in the far field of the proposed
conformal microstrip antenna array in the Y-Z plane (E-
Plane).
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Fig. 19. Radiation pattern in the far field of the proposed
conformal microstrip antenna array in the X-Z plane (H-
Plane).

Table 2: Comparison of the measured results of single
element antenna, proposed planar and proposed confor-
mal microstrip antenna array
Parameter Single

Element

Antenna

Proposed

Planar Array

Proposed

Conformal

Array

Impedance
Bandwidth

(MHz)

490 400 170

Axial Ratio
Bandwidth

(MHz)

170 140 160

Gain (dB) 5.6 14 13.33

Table 3: Comparison of performance metrics of the pro-
posed antenna with recent related works
Ref. Resonant

Frequency

(GHz)

Gain

(dBi)

Side Lobe

Levels (dB)

[19] 11.2 5.6 −14.9
[21] 13 19.4 −16
[22] 12.2 25.3 <−26.5
[23] 4.3-7.4 5-6.5 around −15
[24] 9.3 11.39 −20
[25] 9.37 28 −25
This
work

11.2 14.335 −15.5

IV. CONCLUSION

The proposed microstrip conformal circularly polar-
ized antenna array has been designed, simulated, devel-
oped, tested, and measured for vehicular applications.
RT 5880 material with a thickness of 0.78 mm was uti-
lized as the substrate. The characteristics of the radia-
tion were analyzed using both simulated and measured

data. The proposed feed structure reduces side lobe lev-
els by 8.9 dB compared to the current feed structure.
The measured results reveal 1 dB reduction in gain when
compared to the simulation findings; however, the mea-
sured values are consistent with the simulation findings.
According to the measured data, the proposed antenna
has a gain of 13.33 dB, an impedance bandwidth of
1.6%, and an axial ratio bandwidth of 1.6%. The pro-
posed antenna’s enhanced axial ratio bandwidth and
reduced side lobe levels make it the optimal low-profile
antenna for vehicular SATCOM applications.

REFERENCES

[1] Z. Zhao, G. Xu, N. Zhang, and Q. Zhang, “Per-
formance analysis of the hybrid satellite-terrestrial
relay network with opportunistic scheduling over
generalized fading channels,” IEEE Transactions
on Vehicular Technology, vol. 71, no. 3, pp. 2914-
2924, Mar. 2022.

[2] H. K. Kim, Y. Cho and, H. S. Jo, “Adjacent chan-
nel compatibility evaluation and interference mit-
igation technique between earth station in motion
and IMT-2020,” IEEE Access, vol. 8, pp. 213185-
213205, Nov. 2020.

[3] A. D. Panagopoulos, M. P. Anastasopoulos, and
P. G. Cottis, “Error performance of satellite links
interfered by two adjacent satellites,” IEEE Anten-
nas and Wireless Propagation Letters, vol. 6, pp.
364-367, Oct. 2007.

[4] W. Li, Q. Zhang, Y. Luo, Q. Zhang, and F. Jiang,
“Development of a new multifunctional induced
polarization instrument based on remote wireless
communication technology,” IEEE Access, vol. 8,
pp. 100415-100425, May 2020.

[5] L. Liu, Y. Yi, J.-F. Chamberland, and J. Zhang,
“Energy-efficient power allocation for delay-
sensitive multimedia traffic over wireless systems,”
IEEE Transactions on Vehicular Technology, vol.
63, no. 5, pp. 2038-2047, June 2014.

[6] L. Zhang, S. Gao, Q. Luo, P. R. Young, W. Li, and
Q. Li, “Inverted-S antenna with wideband circu-
lar polarization and wide axial ratio beamwidth,”
IEEE Transactions on Antennas and Propagation,
vol. 65, no. 4, pp. 1740-1748, Apr. 2017.

[7] Y. Yao, F. Shu, Z. Li, X. Cheng, and L. Wu,
“Secure transmission scheme based on joint radar
and communication in mobile vehicular networks,”
IEEE Transactions on Intelligent Transportation
Systems, pp. 1-11, May 2023.

[8] S. A. M. Ahmed, S. H. S. Ariffin, N. Fisal, and
S. Com, “Overview of wireless access in vehicu-
lar environment (WAVE) protocols and standards,”
Indian Journal of Science and Technology, vol. 6,
no. 7, pp. 4994-5001, July 2013.



ABISHEK, SUBRAMANIAM, RAMANUJAM, ESAKKIMUTHU: LOW-PROFILE CIRCULARLY POLARIZED CONFORMAL ANTENNA ARRAY 446

[9] M. M. Bilgic and K Yegin, “Low-profile wideband
antenna array with hybrid microstrip and waveg-
uide feed network for Ku band satellite reception
systems,” IEEE Trans. Antennas Propag., vol. 62,
no. 4, pp. 2258-2263, Jan. 2014.

[10] F. Ananasso and F. D. Priscoli, “The role of satel-
lites in personal communication services,” IEEE
Journal on Selected Areas in Communications, vol.
13, no. 2, pp. 180-196, Feb. 1995.

[11] A. I. Zaghloul, R. K. Gupta, E. C. Kohls, L. Q.
Sun, and R. M. Allnutt, “Low cost flat anten-
nas for commercial and military SATCOM termi-
nals,” MILCOM Proceedings Communications for
Network-Centric Operations: Creating the Infor-
mation Force (Cat. No.01CH37277), vol. 2, pp.
795-799, Oct. 2001.

[12] G. Comparetto and R. Ramirez, “Trends in mobile
satellite technology,” Computer, vol. 30, no. 2, pp.
44-52, Feb. 1997.

[13] B. Cao, J. Zhang, X. Liu, Z. Sun, W. Cao, R.
M. Nowak, and Z. Lvet, “Edge-cloud resource
scheduling in space-air-ground-integrated net-
works for internet of vehicles,” IEEE Internet of
Things Journal, vol. 9, no. 8, pp. 5765-5772, Apr.
2022.

[14] S. Jiang, C. Zhao, Y. Zhu, C. Wang, and Y. Du,
“A practical and economical ultra-wideband base
station placement approach for indoor autonomous
driving systems,” Journal of Advanced Transporta-
tion, vol. 2022, pp. 1-12, Mar. 2022.

[15] Y. Li, K. An, T. Liang, and X. Yan, “Secrecy
performance of land mobile satellite systems
with imperfect channel estimation and multiple
eavesdroppers,” IEEE Access, vol. 7, pp. 31751-
31761, Mar. 2019.

[16] C. Chen, S. Wang, L. Li, S. Ke, C. Wang, and X.
Bu, “Intelligent covert satellite communication for
military robot swarm,” IEEE Access, vol. 8, pp.
5363-5382, Dec. 2019.

[17] S. Pan, M. Lin, M. Xu, S. Zhu, L.-A. Bian, and
G. Li, “A low-profile programmable beam scanning
holographic array antenna without phase shifters,”
IEEE Internet of Things Journal, vol. 9, no. 11, pp.
8838-8851, June 2022.

[18] R. Masood and S. A. Mohsin, “No side-lobe con-
dition for linear uniform broadside and end-fire
antenna arrays,” IEEE 15th International Sympo-
sium on Antenna Technology and Applied Electro-
magnetics, Toulouse, France, pp. 1-6, June 2012.

[19] E. Abishek, A. Raaza, S. Ramesh, S. Jerritta, and V.
Rajendran, “Circularly polarized circular slit pla-
nar antenna for vehicular satellite applications,”
Applied Computational Electromagnetics Society
(ACES) Journal, vol. 34, no. 9, pp. 1340-1345, Sep.
2019.

[20] D. M. Pozar and D. H. Schaubert, “Microstrip
antenna array design,” Microstrip Antennas: The
Analysis and Design of Microstrip Antennas and
Arrays, Wiley-IEEE Press, pp. 267-308, 1995.

[21] U. Beaskoetxea, A. E. Torres-Garcı́a, M. Beruete,
“Ku-band low-profile asymmetric bull’s-eye
antenna with reduced sidelobes and monopole
feeding,” IEEE Antennas and Wireless Propa-
gation Letters, vol. 17, no. 3, pp. 401-404, Mar.
2018.

[22] L.-X. Wu, N. Zhang, K. Qu, K. Chen, T. Jiang, J.
Zhao, and Y. Feng, “Transmissive metasurface with
independent amplitude/phase control and its appli-
cation to low-side-lobe metalens antenna,” IEEE
Transactions on Antennas and Propagation, vol.
70, no. 8, pp. 6526-6536, Aug. 2022.

[23] F. Z. Abushakra, A. S. Al-Zoubi, and D. F. Hawat-
meh, “Design and measurements of rectangular
dielectric resonator antenna linear arrays,” Applied
Computational Electromagnetics Society (ACES)
Journal, vol. 33, no. 4, pp. 380-387, July 2021.

[24] Y. P. Saputra, F. Oktafiani, Y. Wahyu, and A.
Munir, “Side lobe suppression for X-band array
antenna using Dolph-Chebyshev power distribu-
tion,” 22nd Asia-Pacific Conference on Communi-
cations (APCC), Yogyakarta, Indonesia, pp. 86-89,
Aug. 2016.

[25] L. Lu, L. Shu, W. Jun, L. Shoulan, Y. Caitian,
and A. Denisov, “Simulation and analysis of an X-
band low sidelobe and high gain microstrip antenna
array,” International Symposium on Antennas and
Propagation (ISAP), Phuket, Thailand, pp. 1-2,
Oct. 2017.

Ebenezer Abishek is an Asso-
ciate Professor at Vel Tech Multi
Tech. Dr. Rangarajan Dr. Sakunthala
Engineering College, Chennai. His
research interests include antennas
and electromagnetism.. He has ten
years’ teaching and 7 years’ research
experience. His ORCID is 0000-

0003-2908-7069.

S. Ramesh is a Professor with 19
years’ teaching experience at SRM
Valliammai Engineering College in
Chennai. He is a senior member
of the IEEE Antennas & Propa-
gation Society (S’10-M’17-SM’18)
His research interests include anten-
nas, propagation. His ORCID is

0000-0002-2946-5296.



447 ACES JOURNAL, Vol. 38, No. 6, June 2023

Parthasarathy Ramanujam is an
Assistant Professor at the National
Institute of Technology, Tiruchirap-
palli. His research interests include
microwave components and circuits
His ORCID is 0000-0003-3179-
0036.

E. Manikandan is a Senior Assis-
tant Professor at the Centre for
Innovation and Product Develop-
ment and School of Electronics
Engineering at Vellore Institute of
Technology, Chennai. His research
interests include antennas, microma-
chining and sensors. His ORCID is

0000-0002-0381-6406.



ACES JOURNAL, Vol. 38, No. 6, June 2023 448

Unified Formulation for Evaluation and Visualization of Electric and
Magnetic Fields Inside Waveguides and Cavities

Zahid Hasan and Atef Elsherbeni

Department of Electrical Engineering
Colorado School of Mines, Golden, CO 80401, USA

aelsherb@mines.edu

Abstract – The output of this research is an interactive
software package developed to enhance and expedite the
design of waveguides and cavity resonators through the
computation and visualization of the electric and mag-
netic field distribution. The software features a user-
friendly interface through which users can select one
of seven different configurations and specify parameters
of their design, such as structure dimensions, transverse
electric or magnetic mode, mode numbers, operating fre-
quency, number of points of any of the field components
along the x, y, and z axis for rectangular structures, and
any 2D plane angles between 0◦ to 360◦ for cylindrical
structures. Both transverse and longitudinal field compo-
nents can be visualized in vector, color contour or both.
The software makes it easy for users to see how the
changes of physical dimensions and operating frequency
affect the field distribution. Moreover, the user interface
allows users to select how visualizations of the field dis-
tribution are generated and displayed. Field distributions
can be displayed as static images or video animations
using appropriate sequencing of computed field values at
different plane cuts. The software provides all necessary
warning messages for invalid input parameters. Mathe-
matical expressions of the field components used in this
software were derived from the classical solution of the
wave equations using the separation of variables tech-
nique in cartesian coordinates for rectangular configura-
tions and cylindrical coordinates for all other configura-
tions. Results obtained using this software were validated
against values found in the literature for similar types of
problems, and results show perfect agreement.

Index Terms –Cavity Resonators, Educational Software,
EM Fields, Waveguides.

I. INTRODUCTION

The history of the development of waveguides is
more than 100 years old. It was first discovered by
George C. Southworth who played an important role in
radar system design [1]. An electromagnetic field can-

not be seen directly [2], only its effects can be observed.
Nowadays, technology is growing faster, and millimeter
and sub-millimeter waves applications require a combi-
nation of active and passive devices. Usually, waveguide-
based transmission lines are preferred in the design of
low-loss filters, hybrid couplers, power dividers, anten-
nas, etc. [3]. These applications require microwave
devices to operate at higher frequencies (above 100
GHz). For operating at these frequency bands, waveg-
uide size needs to be smaller and tolerance requirements
need to be tightened. In medical applications, there is a
growing need for wireless sensing systems [4]. Passive
wireless sensors such as those used in harsh environ-
mental conditions are generally composed of resonant
circuits [5]. Cavity resonators are the most used compo-
nent in passive wireless sensors. For cavity resonators,
EM waves bounce back and forth between the cavity
walls which produce field oscillations. Evanescent-mode
cavity resonators inherently fulfill the need for high
frequency passive wireless sensor applications because
the size can be greatly reduced. But, with the growing
demand for high speed, smaller size devices that con-
sume less power, conventional manufacturing is becom-
ing more and more challenging every day [6]. To the
demands for small size and low-power consumption,
microwave engineers must fully understand electromag-
netic wave propagation inside waveguides and cavity res-
onators.

WGC (version 2.1) was developed in 1994 to com-
pute and visualize EM field distribution inside waveg-
uides and cavity resonators using an interactive BASIC
language for a personal computer running DOS oper-
ating system [7]. The executable code of the software
was available for the IBM-PC computer family, but it is
no longer useable due to recent changes and advance-
ments in computing technology and operating systems.
Several software packages for designing and simulat-
ing microwave devices and transmission lines, such as
Ansys HFSS, CST, and ADS are being used nowadays.
For example, the design and simulation of a coplanar and
air-gap waveguide transmission line using ADS has been
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introduced in [8, 9]. CST studio suite has been used for
similar design problem [10–12] and similarly HFSS as
in [13–15]. These software packages are not only expen-
sive, but they also require substantial memory and com-
putational resources to compute and visualize field com-
ponents inside such configurations of waveguides and
cavities. Other software packages like COCAFIL [16]
and XFDTD [17] are available, but they require sub-
stantial memory and computational resources. A web
application to visualize the field pattern inside waveguide
has been recently introduced in [18], but it is limited to
waveguides with rectangular and circular cross-sections.
The software package introduced here WGC (version
3) aims to overcome those challenges. It allows users
to visualize the electric and magnetic field distribution
inside several types of waveguides and cavity resonators
(rectangular, circular, coaxial, baffle, sectoral, sectoral-
coaxial, and baffle-coaxial) almost instantaneously on
current PC platform. Advantages of using this software
include the ability to model a wide variety of waveg-
uide and cavity resonators, less memory requirements
and computation time. WGC (version 3) features a user-
friendly interface that makes easy for users to quickly
model, compute and generate figures and video anima-
tions (using appropriate sequencing of computed field
values at different plane cuts) of the EM field distribution
within their design structure to assess the performance of
their design.

WGC (version 3) allows user to observe the change
of electric and magnetic fields distribution for different
dimensions of the physical or electrical parameters of the
cross-sections at different plane cuts. Also, users do not
need to limit their interest in any specific mode of oper-
ation or order. They have a lot of flexibility in choosing
among shapes, dimensions, mode numbers, plane views
(x-y, x-z and y-z). Moreover, this software is capable
of generating video animations of field distribution as
the view angle and position changes. The code is exe-
cutable on all modern computer families with installed
MATLAB version 2021a and later versions. No internet
connectivity is needed to run this software. The package
can be downloaded from ACES site, software section.

II. MATHEMATICAL DERIVATION OF
FIELD EQUATIONS

The objective of this section is to introduce different
configurations of waveguide and cavity resonators used
in WGC (version 3). The mathematical expressions of
the field components are derived from the classical solu-
tion of the wave equation using the separation of vari-
ables technique.

Seven different cross-sections are considered in this
software. These are rectangular, circular, sectoral, baffle,
coaxial, sectoral coaxial, and baffle coaxial (see Fig. 1).

The electromagnetic wave is propagating along the z-
axis and the boundary walls are assumed to be per-
fectly conductive. The waveguides and the cavity res-
onators are filled with homogeneous, isotropic, and loss-
less material with permeability denoted by μ and permit-
tivity denoted by ε . The field equations for TE and TM
modes are obtained after solving the Helmholtz wave
equation inside the guide using the separation of vari-
ables technique. For rectangular geometry, the Cartesian
coordinates system is considered and for the circular,
sectoral, baffle, coax, sectoral coax, and baffle coax, the
cylindrical coordinates system is used [19].

Fig. 1. Different cross-sections of waveguides and cavity
resonators.

Rectangular Cross-Section: The fields in a rectangular
waveguide and cavity resonator consist of several propa-
gating modes which depend on the electrical dimensions,
the type, and the position of excitation. Assuming the
inner dimensions of the rectangular waveguide are a and
b and d along the x, y, and z axes as shown in Fig. 2.
A rectangular waveguide supports TM or TE mode but
not TEM mode because a hollow rectangular waveguide
does not have any inner conductor.

Circular and Coaxial Cross-Section: For the cross-
section of circular waveguide and cavity, the radius is
denoted by a and for the coaxial cross-section, a is the
inner radius and b is the outer radius. The parameter d is
the dimension along the propagation of waves as shown
in Fig. 3.

Sectoral and Sectoral-Coaxial Cross-Section: The
geometry of sectoral and sectoral-coaxial cross-section
are shown in Fig. 4. The only difference is the value of m.
For sectoral and sectoral-coaxial cross-section subscript
m is a rational number.
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Fig. 2. Dimensional parameters of a rectangular waveg-
uide or a cavity.

Fig. 3. Dimensional parameters of a waveguide or a cav-
ity: (a) circular; (b) coaxial.

Fig. 4. Dimensional parameters of a sectoral and a
sectoral-coaxial waveguide or a cavity.

Baffle and Baffle-Coaxial Cross-Section:When a con-
ducting plate is inserted into a hollow cylindrical waveg-
uide or cavity resonator, then the baffle configuration is
created (see Fig. 5). The field equations for these config-
urations are similar to the circular except for the value of
φ0. For baffle and baffle-coaxial waveguides and cavity
resonators φ0 = 2π .

Fig. 5. Dimensional parameters of a circular baffle and a
baffle-coaxial waveguide or a cavity.

III. SOFTWARE DESIGN

This section provides the design configuration of
the software which will visually represent the electric
and magnetic field distribution inside waveguides and
cavity resonators for different modes of operation. The
full software package is designed in the MATLAB App
designer platform. First, field equations in this document
have been verified with existing figures documented in
[21, 22]. Then in MATLAB App designer, two win-
dows are created to access the cross-sections of different
waveguides and cavity resonators and later seven differ-
ent windows are designed for seven different configura-
tions of waveguides and cavity resonators.

MATLAB App Designer Platform: App designer helps
to design professional apps. Simple drag and drop visual
components in the app designer window help to lay-
out the design of the graphical user interface (GUI)
and to use the integrated editor to quickly program its
behaviour. App designer has two view options, one is
design view and another one is code view. In the design
view window, one can easily layout the visual compo-
nents from the component library. Each component has
callback options that allow commanding individual com-
ponents separately. Callback functions allow working in
the code view window. Also, the code view window
has property, functions, and app input arguments options
which give the freedom to work in multiple app window
settings. App Designer can automatically check for cod-
ing problems using the Code Analyzer. Standalone appli-
cations can be created by using MATLAB Compiler and
Simulink Compiler to share them royalty-free with other
users [20].

Graphical User Interface Development: Our software
has nine different windows. The first window is called
the main menu which will guide users to the next option
menu. There a user can select which cross-section of a
waveguide or a cavity they want to select. After that, the
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user will be able to generate figures or create movies for
different modes of operation in a waveguide or a cavity.

Layout and Operation of the Software: The layout of
the software is mainly categorized into four main win-
dows. Those are Main Window, Geometry Selection, and
Parameters Screen and Output Screen (Figure and Video
Creation). Each of them is described below.

Main Window: The window that will appear when a
user starts the software is called the main window (shown
in Fig. 6). In this window at the top of the left corner,
there is a button called help. If the user selects this but-
ton, he/she will find two options there. One is about the
app and the other will help the user find the contact
details of the authors. In the main window, there is a
big button called “Get Started”. When the user presses
that button, it will lead to the next geometry selection
window.

Fig. 6. Main window of WGC software.

Geometry Selection: The geometry selection (Options
Menu) window is shown in Fig. 7. Seven different cross-
sections are included. Those are rectangular, circular,
sectoral, baffle, coaxial, sectoral-coaxial, baffle-coaxial
cross-sections. When the user clicks any button beside a
picture, the next window will open the parameters win-
dow of this picture geometry, and this geometry selection
window will close automatically.

Parameters Screen: The parameters screen window is
different for different geometry selections. Each of them
has a waveguide or a cavity selection button, mode
choice option, input for waveguide and cavity dimen-
sions, operation frequency, and plane cut option. Also,
there are cut-off, resonant frequency calculator option
which depends on the dimensions of the cross-sections

Fig. 7. Geometry selection window.

of waveguides and cavity resonators. The waveguide
and cavity selection button will enable or disable some
options (which are not needed) in the parameter screens.
In the waveguide and cavity dimension box, three dif-
ferent units (cm, mm, and inch) are added in the drop-
down menu. There is also an input for the number of
points along the x, y, and z-axis. It will give the users
the flexibility to see the propagation of electromagnetic
waves as to how they want to see them. In the bottom
of the left corner, there are two options for figure or
video creation. Users can save their works as a picture
as well as a video. The drop-down menu of the figure
or video creation buttons, contains 5 different options.
These are vector plot, E-field strength, H-field strength,
E-field strength with vector, and H-field strength with
vector. At the end of the right corner of the window there
are three buttons called “Check”, “Run”, and “Return”
buttons. The “Check” button checks all the input param-
eters. If there is an error in the input parameters, this
“Check” button will show warning messages. Also, if
the user puts some wrong inputs while trying to find
the cut-off and resonance frequency for waveguides or
cavity resonators, this “calculate” button will also show
some warning messages. Initially, the “Run” button is
kept deactivated so that users can easily understand the
mistakes if they do any by pressing the “Check” button.
If there is no error, the “Run” button will be activated,
and the user will be able to see the picture or the video
according to his/her options selection. Right below the
Create figure and Video box, there is a text area where
the user can see the message about the current figure
or video creation status. The “Return” button will get
the user return back to the geometry selection window
to work further with the app. The parameters screen for
rectangular cross-section is shown in Fig. 8.
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Fig. 8. Parameters screen window for rectangular waveg-
uides and cavities.

Figures of EM Fields: When the user selects the “Cre-
ate Figure” button, initially, it is selected for the vec-
tor plot. But the user can change the view option by
pressing the drop-down menu just beside the button.
After creating one figure the user does not need to exit
the figure window to see another configuration of input
parameters. This will help the user to compare figures by
placing them side by side. And after that, the user can
save those images in whichever directory they want to
select.

Video Animations of EM Fields: The video creation
option is pretty much like the figure creation option.
The animation is created using an appropriate sequenc-
ing of computed field values at different plane cuts. For
creating a video, more time is needed than figure cre-
ation. So, at that time a progress bar and successful bar
are included so that the user can understand that the
video is being created, and it will take some time. When
the video creation is completed, a success message will
appear and telling the user that the movie creation is
successful.

IV. ILLUSTRATED EXAMPLES

This section provides illustrated examples of soft-
ware functionality. Each parameters screen has the
option to switch between waveguide and cavity. The
default position of the switch is for waveguide. When
a user slides the switch to cavity, the red light next to
it turns green and the green light next to the waveguide
turns red. When the user changes the switch position
back to waveguide, the light color will change again.
This way, a user receives feedback from the software
confirming which of the two configurations is active.
Figure 9 shows different options and dropdown menus

Fig. 9. Different options in parameters screen window.

in the parameters screen widow. Initially the “Run” but-
ton is disabled. If all inputs are valid, then after clicking
the “Check” button no error is shown and that enables the
“Run” button. The “Return” button will take users back
to the geometry selection window. For invalid inputs,
users will be warned by showing error messages. While
checking the error, the software automatically disables
the “Run” button, and this makes the user understand
that some corrections need to be done. Figure 10 shows
a warning message for invalid input in the mode number.

Figures for Waveguide: For valid inputs, some figures
of the coaxial and sectoral-coaxial waveguide for differ-
ent views are shown here in Figs. 11–14.

Fig. 10. Checking the error message for invalid mode
number.
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 Mode 
Inner radius,  = 1 cm 
Outer radius,  = 4 cm 

 = 25.43 GHz 
 = 26 GHz 

Fig. 11. Vector and field strength of E-Field or H-Field
for T M12 mode of a coaxial waveguide.

 

Fig. 12. Vectors and field strength for T M12 mode in the
60

◦
plane cut of a coaxial waveguide.

Figures for Cavity: Switching to cavity mode, acti-
vates some input parameters in the parameters screen.
Those input parameters have no function in the waveg-
uide mode and that is why those are inactive in
the waveguide mode. Illustrated examples have been

 mode 
sectoral-coaxial 

Inner radius,  = 1 cm 
Outer radius,  = 4 cm 

 = 24.5 GHz 
 = 26 GHz 

Fig. 13. Cross-sectional vector fields for the T M11 mode
of a 90

◦
sectoral coaxial waveguide.

Fig. 14. E-Field and H-Field strength at the cross-section
of a 90

◦
sectoral coaxial waveguide for T M11 mode.

given for baffle and baffle-coaxial cavity as shown in
Figs. 15–18.

This section provided illustrated examples
(Figs. 11–18) for various cross-sections of waveg-
uide and cavity resonator configurations. For rectangular
cross-section, users can view the field pattern in x-y, x-z
and y-z axis. For cylindrical cross-sections, users can

Fig. 15. Cross-sectional vector fields for the T M122 mode
of a baffle cavity.
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Fig. 16. E-Field and H-Field strength at the cross-section
of a baffle cavity for T M122 mode.

 Mode 
Inner radius,  = 1 cm 
Outer radius,  = 4 cm 
Length,  = 9 cm 

 = 9.39 GHz 
 = 9 GHz 

Fig. 17. Cross-sectional vector fields for the T E212 mode
of a baffle-coaxial cavity.

Fig. 18. E-Field and H-Field strength at the cross-section
of a baffle-coaxial cavity for T E212 mode.

view field distribution in x-y axis and in any arbitrary
angle between 0

◦
and 360

◦
. However, since the sectoral

cross-sections limits the geometry structure with the
angle φ0, users can observe field pattern between 0

◦

and φ0 degrees. If users input in the view angle is
greater than the sectoral angle φ0, for sectoral and
sectoral-coaxial cross-sections, WGC will show warning
messages.

V. CONCLUSION

Coding languages used to build WGC (version 2.1)
are no longer available and the major advanced in com-
puter technology, rendered the software unusable. This
research is the rework and major update of the waveg-
uide and cavity software (WGC version 2.1). The revival
of the software was essential to compute and visualize
the electric and magnetic fields inside waveguides and
cavity resonators on current computing platforms. Sev-
eral enhancements were made to make the software more
powerful and user-friendly.

The software package presented in this paper WGC
(version 3) has been developed in the MATLAB App
designer platform. WGC’s graphical user interface (GUI)
is easy to use and self-explanatory. The main window
provides information about the software and the contact
info of the authors. Users are able to select one of the
seven cross-sections listed by names along with graph-
ical representation. Based on selected cross-section, the
appropriate parameters screen is displayed to allow the
user to enter physical dimensions, operating frequency
and select how to visualize the results. Warning messages
are generated for invalid input parameters. WGC allows
users to save the computed field values for comparison
and validation against theoretical calculations and mea-
surements.

Performance evaluation of WGC through compar-
isons with HFSS and CST’s computational time and
memory requirements for similar waveguides and cav-
ity resonators problem, may be conducted for bench-
marking purposes. Future work also includes research
on the development of mathematical expressions for
dielectric, partially filled, and rigid waveguides and cav-
ity resonators for inclusion as modelling options in the
software.
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Abstract – This paper describes a low power, low phase
noise CMOS voltage controlled oscillator (VCO) with
a cascoded cross-coupled pair (XCP) configuration for
high data rate 5G New Radio (5G-NR) applications. The
core consists of a primary auxiliary VCO built as a neg-
ative conductance circuit to improve phase noise and a
secondary core with a cascoded formation to increase
output voltage swing. A switched varactor array (SVA)
wideband tuner is integrated for a wide bandwidth appli-
cation in a low power implementation. The dual-core
VCO was designed in CMOS 130 nm technology and
occupies only 1.05 mm2 of space. With a supply voltage
of 1.2 V, the VCO achieved a tuning range of 32.43%
from 3.45 GHz to 4.47 GHz. At 3.96 GHz carrier center
frequency with 1 MHz offset, the total power consump-
tion is 0.7 mW with a corresponding phase noise (PN) of
−121.25 dBc/Hz and a Figure of Merit (FoM) of 193.25
dBc/Hz. The results are validated using Cadence Spectra
RF simulations.

Index Terms – cascode, CMOS, cross-coupled pair, 5G,
New Radio, Q enhancement, switched varactor array
(SVA), Voltage Controlled Oscillator.

I. INTRODUCTION

The 5th generation radio system is entirely depen-
dent on fast data rates and low latency. This raises the
bar for improved front-end system performance, particu-
larly in the transceiver system. In general, any transceiver
system requires a stable oscillator that provides low

noise performance while also consuming little power.
The power consumption should be low enough to avoid
exorbitant maintenance costs, such as frequent battery
replacement and higher manufacturing costs. It is still
a challenge today, as many oscillators with low power
consumption have difficulty achieving low phase noise
and wide bandwidth applications. Wideband applications
have made extensive use of switched active cores [1–
2]. The switched inductor array, which greatly increased
the chip’s area is the most widely used for bandwidth
extension. Many digital switches experience a variety
of issues, which contribute to the complexity of tuning
voltages as well as the risk of tuning range gaps [3–
5]. However, a novel varactor [6] has been proposed to
broaden the tuning range using a single varactor with-
out the need for digital control signal tuning achieving
a tuning range of 40.3%. Some work encounters a dis-
advantage in improving phase noise at the expense of
increased die area and a low quality factor (Q). Work
[7] implements a Q enhancement and filtering technique
without affecting the tank circuit’s inductor component.
To reduce the noise, a narrow band filter with a capacitor
is placed on the current source [8].

Another method is to bias the capacitor placed
between the gate and drain of the tail current source at
twice the oscillation frequency of the resonant tank in
order to suppress the flicker noise cause by the active
devices. The transistor has been cleverly designed to be
cycled between strong inversion and accumulation mode
operation to reduce flicker noise contribution [9]. Aside
from that, another technique has been implemented that
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involves operating the transistor in the weak inversion
(WI) region to achieve low power performance at the
expense of poor process, voltage and temperature (PVT)
variation [10]. The current reuse technique has been pro-
posed to reduce power consumption, but the drawback is
that it causes some asymmetrical output in the amplitude
of the oscillation swing, which triggers flicker noise up-
conversion and degrades the performance of the VCO’s
phase noise [11–15]. Another approach, on the other
hand, has been taken to properly model the varactor noise
in order to reduce an avalanche phenomenon that can
cause controllable phase noise [16].

However, extreme action is required at the varactor
device to avoid device degradation caused by enormous
high breakdown when VCO output swing is large. As a
low phase noise VCO, being unaware of the effect of var-
actor breakdown noise may result in difficult simulation
results. In this work a dual-core VCO is implemented,
with the primary core acting as a Q enhancement circuit
without affecting the structure of the tank inductor and
the secondary core acting as a high swing trigger. Both
cores have an adequate biasing scheme and have attained
a suitable biasing point for better phase noise under low
power consumption. The remainder of the paper is struc-
tured as follows. The principle of operation and its design
concept are explained in detail in section II. Section III
presents the performance reliability results and section
IV concludes.

II. PRINCIPLE OF OPERATION AND
DESIGN CONCEPT

A. Dual core VCO circuit design

Figure 1 illustrates the design flow chart that
describes the top-down approach which starts with math-
ematical analysis on determining the Q factor for the

Start

Mathematical derivation of 
the total Q factor

Schematic Level Design 
Simulation

- Cross-couple transistor Design
 - Wideband resonant tank Design

System verification using 
Cadence software 

platform

NO

YES

Physical Layout Design

Schematic and Layout 
Optimisation

YES

Reasonable
Solution?

YES

Meeting 
Specification

VCO Design Concluded

End

YESNO

NO

Fig. 1. Flow chart of the design flow for the proposed
VCO

proposed circuit. Predetermined simulations and system
verification were performed under the Cadence environ-
ment. Here, the schematic to the layout process flow
is achieved with further optimization until the proposed
specifications are met. With this, the proposed wideband,
low power, dual core VCO is shown in Fig. 2. The archi-
tecture of the VCO consists of two sets of cores: the pri-
mary auxiliary core and the secondary core. The auxil-
iary structure comprises of the cross-coupled pairs N1
and N2 stacked on top of the cross-coupled pairs, N3 and
N4, which function as a gain booster and contributes to
an increase of the Q factor via the bias voltage, VP. The
secondary core, consisting of a cascode pseudo differ-
ential pair comprised of N5 to N8, is gate driven using a
single biasing voltage, VS. The transistors are sized sym-
metrically and merged with the primary core in order to
improve the VCO’s swing and start-up. The resistors and
capacitor, R1C2 and R2C1, are dynamically biased to per-
mit a wider output swing at the nodes of the Vout+ and
Vout−, which is sufficient to meet an oscillator’s start-up
condition. The VCO is equipped with a wideband tuner
consisting of an inductor, L1 and a switched varactor
array, SVA which are arranged in parallel and consist of
the multiple tuner voltage VTUNE1 through VTUNE4. For
wideband operation, the capacitor values of the varactor
capacitors are sized differently.

VDD=1.2 V

C1 C2

N6N5

L1

VS

Cvar1 Cvar1VTUNE1

Cvar2 Cvar2VTUNE2

Cvar3 Cvar3VTUNE3

Cvar4 Cvar4VTUNE4

Vout- Vout+

Switched Varactor 
Array, SVA

N1 N2

N3 N4

N7 N8

R3 R4

Vout- Vout+

Primary Core Secondary Core

VP
R1 R2

VTUNE1,..4 CvCv

SVA

 

Fig. 2. Proposed LC-VCO with dual core VCO.

B. Theory of operation of primary core

As observed in Fig. 3 which shows the circuit oper-
ation of the primary core where Fig. 3 (a) shows the
detail representation of the primary core of a cross cou-
ple structure (XCP) whereas Fig. 3 (b) shows a model of
the cross-couple structure’s small signal equivalent. Two
feedback-biased cross-coupled devices which linked to
the feedback-biased voltage, VP provide the drain cur-
rent flows of I1,3 and I2,4 respectively. When oscillation
begins, the differential oscillator signal, Vout+ and Vout−
determine the conduction mode of the stacked transistor
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Fig. 3. Primary core (a) circuit and (b) small signal equivalent model.
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Fig. 4. Simulated MOS current waveform for the dual
core conduction.

N1-N4. Figure 4 shows the drain current of transistors
N1 and N4 become zero when the local oscillator (LO)
switches to Φ1. The conduction period of the LO signal
is shown in Fig. 5.

Hence, when the LO switches during the Φ2 inter-
val, N3 and N2 are both fully on while N1 and N4 are
both fully off. The current flowing to the output has been
inverted since the pair of transistors have been switched
alternately. In this repeated process, the cross-coupled
switches encounter a sync up session with the push pull
mechanism, which changed the polarity of the VCO out-
put signal. According to the small signal equivalent cir-
cuit shown in Fig. 3 (b), the transconductance of the cross
coupling stage, gm influences and contributes linearly to
the circuit’s Q factor. The Q factor’s large output swing
significantly improves phase noise performance. In the
cascode construction of the primary core, transconduc-
tance is determined as follows:

Gm,N2,N4(cascode) =−
gm4r04(r02(gmb2 +gm2)+1)

r02 + r04 + r02r04(gmb2 +gm2)
. (1)

where gm2 and gm4 refers to the small signal

Fig. 5. Simulated drain current waveform for the dual
core VCO.

trans-conductance of N2 and N4 respectively. The gmb2
is the bulk transconductance of N2. The intrinsic output
resistance, Ro form at the node V2 is denoted as:

RO = r02 + r04 + r02r04(gmb2 +gm2). (2)

R02 and r04 refer to the output resistance of N2 and
N4 respectively. The equivalent parallel conductance of
the inductor, GL is expressed as:

GL =− 1
Rs
(
Q2

IN +1
) ≈− Rs

ω2
(

L1
2

)2 . (3)

where QIN and Rs represents the internal quality factor of
the inductor, L1 and series equivalent resistance respec-
tively. In the primary core, especially under wide band-
width operation, the output of the node of V2 is affected



SHASIDHARAN, RAJENDRAN, MARIAPPAN, KUMAR, OTHMAN: CMOS HIGH SWING AND Q BOOSTED DUAL CORE VOLTAGE 460

by the total parasitic capacitance, CT computed as:

CT =− jω3(Cgs1Cgd2)

ω2(Cgs1(Cgd2 +Cgs3)+Cgd2
. (4)

The negative transconductance, GP then can be
expressed as:

GTOT =−GL +GP. (5)
Hence in its full form expressed as:

GTOT =− gm4ro4(ro2(gm2 +gmb2)+1
2(1+(gm2 +gmb2)ro2 +2ro4

+
jω3Cgs1Cgd2

2ω2L1(Cgs1(Cgsd2 +Cgsd3)+Cgsd2))
. (6)

Therefore the overall Q factor of the VCO can be
evaluated as:

QTOT =
1

GTOT

√√√√ CT√
RS
GL

. (7)

In equation (7), the total Q factor, QTOT expressed
and increased with a lower total transconductance, GTOT .
Figure 6 shows the comparison of the Q factor in
schematic and post layout. The Q factor in the post
layout simulation (post.sim) result appears higher than
the schematic simulation (sch.sim) due to the slight
increase contribution of the parasitic capacitance. How-
ever, under a sweet spot VP bias, the Q factor can be
maintained without impacting the phase noise. There-
fore, the phase noise improved proportionally affecting
towards a higher voltage amplitude under a high Q factor
environment.

Fig. 6. Simulated Q factor comparison between
schematic (sch.sim) and post layout (post.sim).

C. Theory of operation of secondary core

Figure 7 (a) exhibits the secondary core of the cir-
cuit sharing the gate bias for the four transistors N5-N8

(a) (b)

Fig. 7. Secondary core (a) circuit and (b) small signal
equivalent model.

in a cascode configuration. In the half signal analysis
depicted in Fig. 7 (b), the gain of each circuit is denoted
as follows:

AVS = gm7rds7[(gm5 +gmb5)rds5 +1)]. (8)

The high gain allows the auxiliary core to increase
the signal’s amplitude, preserving the transistor’s satura-
tion mode condition. Figure 8 depicts a balanced ampli-
tude as opposed to the mismatched amplitude of a con-
ventional class-C VCO.
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Fig. 8. Simulated drain output voltage.
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III. PERFORMANCE RELIABILITY
RESULTS

Figure 9 depicts the layout of the proposed VCO.
The VCO occupies an active silicon area of 1.05 mm2

and consumes only 0.7 mW with supply voltage 1.2 V
supply headroom.

Primary Core Secondary Core

SVASVA

Fig. 9. Layout of proposed VCO.

Figure 10 shows the simulated dual core in which
Fig. 10 (a) shows the performance of the FoM and
Fig. 10 (b) depicts the PN across the tuning voltages
(VTUNE1 - VTUNE4) where at under a suitable tuned bias
of Vp and Vs at 647 mV and 600 mV respectively. The
highest FoM obtained is at 193.79 dBc/Hz whereas the
lowest PN is −122 dBc/Hz at frequency of 3.45 GHz
under the tuning voltage of VTUNE1. The relationship
is further illustrated in Fig. 11. This 3D diagram shows
the highest region of the phase noise, represented as
blue, comprised the lowest phase noise level achieved,
contributing to the highest FoM reading, while the red
region comprised the higher phase noise reading reflect-
ing towards a lower FoM level. With this tuned vari-
able bias, it would be a degree of freedom to obtain
for the best PN and FoM performance. Figure 12 shows
the result of the PN and frequency across temperatures
−40 to 125 ◦C. At room temperature of 25 ◦C, the
phase noise achieved is in the range of −122 dBc/Hz
to −122.5 dBc/Hz, however at the highest temperature

(a)

(b)

Fig. 10. Simulated performance of the dual core VCO (a)
FoM and (b) PN performance across the varactor tuning
voltages VTUNE1- VTTUNE4.

Fig. 11. Relationship of Phase Noise (PN) with fre-
quency and Figure of Merit (FoM).
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Table 1: Performance comparison of the dual core VCO with other recent related works
Performance Parameters This Work [16] [17] [18] [19] [20]

Frequency Range (GHz) 3.45−4.47 2.05−2.75 3.7−4.2 6.80− 3.8−5.6
8.86−
13.4

Tuning Range (%) 32.43 29 13 12 42 41
VDD(V) 1.2 1.8 1.5 0.55 1.2 1.1

CMOS Tech (nm) 130 180 55 65 130 40
Power Consumption (mW) 0.7 18 6.3 5.0 5 6

Vneakk-to-peak (V) 2.3 - 2.1 1 - -
PN (dBc/Hz)@1MHz −121.25 −119.5 −121 −117.5 −119.21 −112.63
FoM(dBc/Hz)@1MHz 193.25 174.6 185.05 187.2 184.9 185

FoM =−PN+20log(fo/Δf)−10log(PDC/1 mW) [21]

of 125 ◦C, the PN achieved is around −120.2 dBc/Hz.
Nevertheless, for the frequency, the variation is only 300
MHz of difference across the temperatures. This shows
that the performance of the PN and frequency are less
impacted during the change in temperature, clearly prov-
ing its reliability. Figures 13 (a) and 13 (b) represent
the frequency and the output power across the tuning
voltages (VTUNE1 - VTUNE4) respectively. The frequency
bandwidth acquired results from 3.45 GHz to 4.47 GHz,
whereas the boosted signal output power results from 5.7
dBm to 7.5 dBm. In this simulation, freedom is given to
have multiple desired frequency and output power.

Table 1 tabulates the performance comparison of
the dual core VCO with other recent reported works.
The proposed architecture leads other VCO perfor-
mances by attaining high output swing and better
phase noise reading performance using minimal power
consumption.

Fig. 12. Simulated PN and frequency across temperature
from −40 ◦C to 125 ◦C.

(a)

(b)

Fig. 13. Performance of the dual core VCO (a) frequency
(GHz) and (b) output power (dBm) across the varactor
tuning voltages VTUNE1- VTUNE4.
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IV. CONCLUSION

In this simulation work, a dual core VCO’s design
has been demonstrated. Low phase noise performance is
achieved by employing a Q enhancement technique in
a cascoded structure in the primary auxiliary core. The
VCO output swing is also improved by the secondary
core merger. The proposed dual core VCO exhibits an
output voltage swing of more than 2.0 V with a mini-
mal supply voltage headroom of 1.2 V without signifi-
cantly worsening its VCO phase noise across the operat-
ing bandwidth of 3.45 GHz to 4.47 GHz, as confirmed by
both schematic and post layout simulation, which agrees
well. Therefore, the presented architecture qualifies for
use in 5G New Radio operations due to its low phase
noise and low power consumption characteristics.
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