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Abstract ─ Recently, the FDTD method was used 
to investigate the optical functional response of 
retinal photoreceptors. Light scattering patterns of 
the cells were simulated under various 
hypothetical states to determine the physiological 
processes that are most likely responsible for the 
experimentally observed signals. An FDTD model 
of a photoreceptor cell spans several wavelengths, 
therefore, the numerical dispersion, inherent in 
FDTD algorithms, will introduce significant phase 
errors in the simulation results. These phase errors 
can lead to erroneous predictions, especially for 
narrow band light stimulus. Currently, the 
qualitative and quantitive effects of numerical 
dispersion on light scattering computations are still 
unknown. In this paper, an analysis of the 
numerical dispersion errors in the near and far 
scattered fields is performed. The analysis 
provides decision guidelines for selecting enough 
computational resources to obtain the light 
scattering patterns with acceptable margin of 
errors. 
  
Index Terms ─ Finite-difference time-domain, 
biomedical applications, scattering, numerical 
simulation, time-domain analysis. 
 

I. INTRODUCTION 
A large number of diseases can cause various 

changes in the structural and physiological 
properties of biological tissues. Previous research 
studies [1-2] have shown that such changes can 
affect light scattering patterns of the infected cells. 

Therefore, the interest in numerical simulations of 
light scattering from biological tissue has 
increased significantly in the past years [3-5], 
especially with the advent of parallel processing 
and the increase in available computational 
resources. In most cases, the finite-difference 
time-domain (FDTD) method was the preferred 
numerical technique due to its simplicity in 
modeling large and complex structures such as the 
biological cells. Recently, we have used the FDTD 
method in investigating the causes of the optical 
functional response of retinal photoreceptors cells 
[6, 7]. The goal was to understand which of the 
physiological processes that can affect the power 
of the backscattered light. 

When compared to the exact analytical 
solution, the FDTD results suffer from phase 
errors that originate from the discrete nature of the 
FDTD algorithms. For second-order accurate 
finite-difference algoirthms, the phase errors 
strongly depend on the ratio of wavelength to the 
grid meshing size [8]. Therefore, the effect of the 
errors on a propagating signal is similar to the 
effect of propagation in a dispersive material, and 
consequently, the term ``numerical dispersion'' 
was coined for this class of errors. In general, 
reducing the effect of numerical dispersion is 
constrained by the computational resources and 
the size of the problem since halving the phase 
errors requires the doubling of the resolution (i.e., 
doubling the mesh size in all directions). The main 
trade-off is between computational resources and 
accuracy. Moreover, numerical dispersion is more 
severe in electrically large structures which spans 
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several wavelengths since the error in phase can 
accumulate up to a 180  phase reversal during the 
propagation in the space-time coordinate system. 
Currently, there are no studies that quantify the 
error introduced by the numerical dispersion in the 
scattering profiles. Therefore, the meshing step is 
usually set to the minimum possible value. This 
approach consumes large computational resources 
in terms of memory, processing units, storage and 
it will increase the waiting time for simple 
profiling first round simulations. 

In this paper, in light of the increasing interest 
in the use of the FDTD method to simulate wave 
interaction with biological media, we study the 
critical effect of numerical dispersion in light 
scattering simulations. The nature and magnitude 
of errors introduced in the scattering profiles for a 
given mesh size are investigated while making a 
distinction between results calculated for the near 
field vs. those calculated for the far field. While 
the focus here is related to our work on light 
scattering from retinal photoreceptors, the results 
obtained have direct implication to the general 
problem of scattering from electrically-long 
biological tissues. The results and conclusions 
reached here will help to optimize computational 
resources when applying FDTD for scattering 
related problems. 
 

II. PHYSICAL VS. NUMERICAL 
DISPERSION 

Numerical dispersion is manifested by the 
modification of the real wavenumber k to a 
numerical wavenumber k~ . Eq. 1 shows how the 
wave dispersion equation in FDTD depends on the 
time step t and the mesh step z [8]. The stability 
of the FDTD algorithm constrains the Courant 
factor C=t/z to be less than 1/dim1/2 (less than 
1/31/2 for 3D simulations). Setting the Courant 
factor to 0.5, k~  can be simply expressed as a 
function of the relative mesh size z/ (eq. 2) and 
the solution will be stable up to the coarse 
meshing of z=10. In the case of sinusoidal 
waves, the numerical phase velocity can be 
calculated using eq. 3 [8]. Figure 1 presents a plot 
of the ratio of the numerical phase velocity to 
theoretical one versus the relative mesh size. The 
maximum phase error introduced in a structure 
spanning m number of wavelengths can be 

calculated using eq. 4 [8]. Fig. 2 shows the phase 
error introduced in a sinusoidal wave after 
propagating a distance of 10 (i.e. m=10). From 
these results we observe that for a structure of 
several wavelengths, a small change in the relative 
mesh size can lead to a phase error of several 
degrees (see Fig. 2).  
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In an ideal world where computational 
resources are infinite, one would like to have the 
lowest relative mesh size ratio as it yields the 
lowest phase error. The FDTD method, while 
extremely robust, flexible and having the ability to 
model a wide range of problems, demands 
excessive computational resources. In the coming 
sections, we show that optimal simulation does not 
necessarily imply lower relative mesh size. The 
reason is that not only the computational efficiency 
of the simulation has to be taken into account but 
also the target of the simulation (viz., fixed field 
point, distributed field, near-field monitor point vs. 
far-field monitor point, etc.). 

 
III. NUMERICAL METHODS 

A. Overview 
In light scattering computations using the 

FDTD method, there are two processing steps: The 
first step consists of the FDTD solution of the 
interaction of an incident wave with a scattering 
object. At the end of the first step, the near-fields 
over a surface enclosing the object are stored. The 
second step consists of the near-to-far field 
transformation which integrates the contribution of 
all near-fields at the far zone. Numerical 
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dispersion is introduced in the first step and it has 
been suggested in [9] that the integration aspect of 
the near-to-far field transform can mitigate the 
phase errors, therefore, reducing the weight of the 
numerical dispersion on the scattering profiles. In 
investigating the effect of numerical dispersion on 
light scattering, separate analyses were made for 
the near- and far-fields results.  

 

 
Fig. 1. Relative numerical phase velocity vs. 
relative mesh size. The numerical phase velocity is 
taken relative to the theoretical one. 
      

 
Fig. 2. Numerical phase error (in degrees) vs. 
relative mesh size. The error is introduced in the 
phase of a sinusoidal signal which propagated a 
distance of 10.   
 

 

B. Model 
Since we are interested in quantifying the 

errors in the simulations of light scattering patterns 
of the photoreceptors, the scattering object was 
selected to match the basic photoreceptor model, 
shown by the solid cylinder in fig. 3. The 
refractive index for the host medium is n0=1.34 
and for the cylinder is n1=1.41. The effect of 
numerical dispersion on the model was simulated 
by increasing progressively the mesh size in the 
axial direction since the incident wave travels for 
the longest distance and duration in this direction. 
The incident plane wave pulse has 100nm 
bandwidth around a central wavelength of cen = 
1m. The simulations were performed for three 
cylinders of different diameters (0.1m, 1m and 
5m. These different apertures are meant to be 
representative of the three distinct scattering 
regimes: In the first regime, , the wavelength of 
the excitation is greater than  where = d2/4 
is the scattering cross section area and d the 
diameter of the cylinder. In the second regime,  is 
comparable to and in the third regime,  is 
smaller than . 

 
C. Near-Fields Analysis Method 

The analysis of the near-fields consists of 
determining the error in phase introduced during 
the propagation of the plane wave from its 
insertion point at the Total-Field Scattered-Field 
(TF-SF) boundary to the opposite boundary, going 
through the solid cylinder representing the 
photorecyptor. Two time-domain point monitors 
were positioned along the main axis of the 
cylinder to record the time signals that will be 
used in the processing (see Fig. 3). The first time-
monitor records the incident plane wave entering 
the TF region whereas the second time-monitor 
records the signals reaching the other end of the 
TF region. The incident signal recorded by the 
first time-domain monitor was used to create the 
propagated incident signal as it should be 
theoretically at the location of the second time-
domain monitor.  

Figure 4 presents the processing flow used to 
implement the ideal propagation of the incident 
signal. A Discrete-Fourier-Transform (DFT) 
transforms the incident pulse into the frequency 
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Fig.  3. The setup of the FDTD simulations for 
numerical dispersion. The stars show the locations 
of the time-domain monitors used. The refractive 
index for the host medium is n0=1.34 and for the 
cylinder is n1=1.41. 
 
domain, then each frequency component is 
selected and inverse transformed back to the time-
domain using Inverse-Discrete-Fourier-Transform 
(IDFT). The harmonical signal obtained in the 
previous step is multiplied by the phase factor e-

kxwhere k is the wavenumber corresponding to the 
frequency f and to the medium of propagation with 
length L and refractive index n (c is light 
celerity). Finally, all time sub-signals are 
integrated to generate the ideally propagated signal 
Stheoretical. Ideally, Stheoretical has zero phase error and 
therefore, the difference in phase when compared 
to the FDTD signals recorded by the second time-
domain monitor approximates the phase error 
introduced by the numerical dispersion. It is 
important to note that the wave number k   used in 
the phase translation e-kx takes into account the 
different media encountered along the path of 
propagation (viz., the media n0 and n1, see Fig. 3.) 

 Figure 5 presents the processing diagram for 
the computation of phase errors in the near fields 
point signals. First, the DFT signals of both 
reference (i.e. theoretical) and target (i.e. 
simulated) signals were computed to determine the 
spectrum of interest. Then each frequency 

component is selected and inverse transformed 
back to the time-domain using IDFT. The time-
domain sub-signals are inputted to the hilbert 
analyzer which computes the phase difference. 
The phase difference are reported per each 
frequency of the source signal spectrum.  

 

 
Fig.  4. Processing flow showing the generation of 
the theoretical signal Stheoretical with ideally zero 
phase error. Stheoretical was obtained from an ideal 
propagation of the incident signal recorded by the 
first time-domain monitor toward the location of 
the second time-domain monitor. 
 

 
Fig.  5. Diagram of processing to determine 
numerical dispersion. 
 

IV. NUMERICAL SIMULATION 
RESULTS 

A. Near-Fields Results 
Figure 6 shows the phase error introduced in 

the near-fields data after propagating through the 
TF region. The figure shows that, as the mesh size 
increases, the phase error at the smaller 
wavelengths starts to increase at a faster rate 
compared with the errors at the longer 
wavelengths. For relative mesh sizes /z > 0.02, 
this difference in phase error can pass the 200%. 
Fig. 7 presents the phase error occurring at the  
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Fig. 6. Phase error plotted vs. signal wavelength 
spectrum for various mesh sizes (/z=0.01, 0.02, 
0.05 and 0.1). 

 
Fig. 7. Phase error at median spectrum wavelength 
(with highest power) plotted vs. mesh sizes 
(z=0.01, 0.02, 0.05 and 0.1). 
 
median wavelength with peak power nm. 
The result compares well with the theoretical 
phase error calculated for the same wavelength 
and presented in fig. 1. Also, it shows that for a 
structure of 10, the error in phase in the near-
fields is less than 180o for most practical meshing 
sizes and less than 90o for mesh size satisfying 
z/ < 0.06. 

 Figure 8 presents the ratio of the average 
phase velocity of the propagated signal. The 
results show significant deviations and faster 
decrease as a function of the mesh size when 
compared with phase velocity values reported by 

 
Fig. 8. Ratio of average phase velocity to the 
theoretical phase velocity plotted vs. mesh sizes 
(/z =0.01, 0.02, 0.05 and 0.1). 

 
Fig. 9. Effect of numerical dispersion on light 
scattering in the case of small scattering cross 
section as compared to the wavelength (case 1). 

 
the theoretical analysis done in Fig. 1. 

The analysis of the effect of numerical 
dispersion on near-fields showed that the phase 
error will not exceed 90o

  for mesh size satisfying 
/z>0.05. Also, over a spectrum of 
100nm=central/10, the variation in phase error will 
not exceed 60o, again for mesh sizes z/ < 0.05. 
Above these thresholds, the variations show a 
deviation from the linear behavior where the phase 
error can change by values up to 180o. In terms of 
phase velocity, the change is less or equal to 5o

 for 
mesh size satisfying z/ < 0.05 and can reach 15o  
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for mesh size satisfying z/ < 0.1. 
 
B. Far-Fields Results 

The far-fields results consist of scattering 
profiles computed for each mesh size. The errors 
can only be reported relative to the case of finest 
grid since there is no analytical solution for light 
scattering from a finite cylinder where the incident 
wave propagates along the axial direction.  

The far-fields results are reported for the three 
regimes of scattering as explained earlier. Fig. 9 
shows the light scattering profile for the first 
regime, where the wavelengths of the signal are 
much greater than the diameter of the cylinder. In 
this case, numerical dispersion has the greater 
effect around the normal scattering directions 
where the sidelobes experience large fluctuations 
in their magnitude. The sidelobes in the forward 
and backscattering directions show a slight shift 
towards lower angles.    

 
Fig. 10. Effect of numerical dispersion on light 
scattering in the case of medium scattering cross 
section as compared to the wavelength (case 2). 
 

Fig. 10 presents the light scattering profile for 
the second regime of scattering where the diameter 
of the cylinder is comparable to the wavelengths 
of the signal. In this regime, the sidelobes around 
the normal directions start to show less magnitude 
fluctuations and more positional fluctuations 
whereas the opposite happens in the normal and 
backscattered directions. Fig. 11 presents the light 
scattering profile for the third regime of scattering 
where the diameter of the cylinder is larger than 
the wavelengths of the signal. In this regime, the 

sidelobes around the normal directions show slight 
variations in magnitude whereas the sidelobes of 
the backscattered and forward regions show a mix 
of large magnitude and positional changes. 

 
Fig. 11. Effect of numerical dispersion on light 
scattering in the case of large scattering cross 
section as compared to the wavelength (case 3). 
 

V. CONCLUSION 
We have investigated the effect of numerical 

dispersion on light scattering profiles obtained 
from simulations of retinal photoreceptors models. 
The near-fields results quantified the maximum 
phase error and the relative phase velocity 
observed versus the meshing size. Far-fields 
results show that the numerical dispersion either 
affects the sidelobes in forward and backscattering 
regions or the sidelobes in the normal scattering 
directions. The normal direction sidelobes are less 
affected as the aperture increases whereas the 
opposite happens for the sidelobes of the forward 
and backscattering regions. The results presented 
show that, depending on the simulation objectives, 
the relative mesh size ratio can be optimally 
selected to achieve sufficient accuracy while 
minimizing the computational requirements of the 
FDTD method. 
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Abstract─ A new algorithm to accelerate the ray-
tracing for computing the radar cross section 
(RCS) of complex targets is presented.  The 
algorithm is based on a combination of the angular 
Z-buffer (AZB), the volumetric space partitioning 
(SVP) and the depth-limited search method.  The 
algorithm is very useful for RCS computing 
techniques based on geometrical optics (GO) and 
physical optics (PO). The targets are represented 
geometrically by a collection of flat patches. The 
approach is extremely efficient for computations 
of the RCS of large and complex bodies modeled 
by a high number of flat surfaces taking into 
account ray paths with multiple bounces. Results 
for representative targets are shown. 
 
Index Terms—Radar cross section, physical 
optics, geometrical optics, ray-tracing. 
 

I. INTRODUCTION 
Computer tools for analyzing the RCS of 

complex objects are very useful for designing 
platforms with a limited radar echo. In addition, 
being capable of analyzing the RCS of an object in 
a particular environment, taking into account the 
mutual interaction between object and 
environment, is crucial for the identification of 
objects on the ground or in the sea. Traditionally, 
complex targets and their surrounding 
environments have been modeled with facets; this 
requires a very large number of facets (tens or 
hundreds of thousands) for a realistic model. A 
suitable method for performing the 
electromagnetic analysis of the reflection of a facet 
is PO, [1-2] with additional calculations based on 

equivalent currents method (ECM) [3] to correct 
the edge effects of the facets. The PO integrals are 
computed using Gordon’s Method for planar 
surfaces [4] and the stationary phase method 
(SPM) [5] for curved surfaces. Fresnel´s reflection 
coefficients are included in the PO approach to 
take into account radar absorbing materials (RAM) 
and other materials [6]. Contributions to the RCS 
from double, triple and higher order reflections 
between flat facets can be computed assuming that 
after any reflection the field is collimated in a 
cylindrical tube and it conserves its plane wave 
nature in the tube [7-8]. The boundary of the 
cylindrical tube is defined by projecting the 
reflection of the silhouette of the facets that have 
experienced the reflection. In this way, a multiple 
bounce contribution to the RCS can be computed 
by a hybrid method that uses GO-GO-….-GO-PO, 
where GO is used for all reflections except the 
last, which is evaluated using PO in a similar way. 
After any bounce the collimated tube is trimmed 
by the silhouette of the corresponding facet. 
Using this approach for RCS analysis with 
complex targets/environments, most of the CPU-
time is spent on determining the facets of the 
environment that either produce reflection or 
diffraction— either event will obstruct a ray path. 
If we consider the problem of finding the RCS of a 
body modeled by N facets from rays that suffer K 
bounces, for the incident and observation 
directions we must identify the sets of K facets 
that can form ray-paths with K bounces. An 
exhaustive way to obtain these sets is by forming a 
search tree [9] (see Fig. 1). In the search tree N 
branches leave from the node-root (R) to the N 
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nodes of the first tree level. Each one of the nodes 
of the first level corresponds to the simple 
reflection contribution of a facet of the target. (N-
1) branches leave from a given  node of the first 
level that correspond with all the double reflection 
contributions that have the first reflection in that 
first level node. The third level of the tree has 
N(N-1)(N-2) nodes, each one of them representing 
a triple reflection. The subsequent tree levels are 
formed similarly so that the Kth level has N(N-
1)(N-2)...(N-K+1) nodes (approximately NK nodes 
if N is much greater than K, as usual), where each 
node of the Kth level corresponds to a set of K 
facets that contribute K reflections. The 
complexity of the search tree for realistic targets 
and high order reflection RCS analyses is very 
high. For instance, a target with 10,000 facets has 
a tree search with about 1016 nodes in the fourth 
level of the tree— this is unmanageable even for 
large computers. Of course, not all of the NK nodes 
need to be stored or tested for several reasons: the 
facets of many sets corresponding to the nodes of 
the Kth level are not properly oriented, the ray 
paths between a pair of facets are obstructed, etc. 
Thus, as only a very small fraction of the nodes of 
that level can potentially contribute to the RCS, 
many tree branches can be pruned at that level or 
at previous levels. It is numerically very expensive 
to rigorously check whether or not a facet will 
suffer a reflection/diffraction. In order to be 
efficient one should avoid such rigorous checking, 
discarding facets as early as possible using a fast 
check. 

 
 
Fig. 1. Search tree for the RCS computation of a 
given direction considering up to three bounces of 
a target modeled by N facets. 
 

Recently, in order to speed up the RCS 
calculation, several ray-tracing acceleration 
techniques— such as space volumetric partitioning 
(SVP), binary space partitioning (BSP),  angular 
Z-buffers (AZB), and shooting and bouncing Rays 
(SBR)—have  been developed and applied [10-
13]. The underlying philosophy in these 
algorithms is a fast exploration of the search tree 

nodes combined with an early pruning of the tree 
branches: as soon as a node in a given level of the 
tree search is found to not contribute to the RCS, 
the node and all its successor nodes are discarded 
from the RCS analysis. The differences in the 
performances of the previously mentioned 
algorithms are due to their different capabilities to 
quickly explore the tree nodes and pruning the 
non-contributing tree branches early in the 
computation. These algorithms have increased the 
computational capacity: complete RCS processing, 
including a detailed RCS for images of targets 
with 50,000 facets and three reflections. The 
analysis of targets with a larger number of facets 
and higher orders of reflection is not affordable 
with the computers available today. 

Most of the algorithms mentioned above are 
based on a non-informed exploration of the search 
tree, which usually follows a “breadth-first search” 
strategy [9-14]. In this strategy, to obtain the RCS 
considering contributions with K bounces, first all 
the nodes of the first tree level are explored, then 
all the nodes of the second level and so on until 
the Kth level of the tree is explored (while 
performing appropriate pruning of the tree 
branches as early as possible). The complexity of 
this strategy is proportional to NK for both the 
CPU-time and memory. The bottleneck of this 
strategy is the memory needed because in order to 
explore the ith level, the information of all the 
nodes of the previous level needs to be stored. It is 
hard to explore more than 3 levels in a complex 
tree search using the “breadth-first search” 
strategy (e.g. the tree of a target with 50,000 
facets). A better way to explore the tree search of 
Fig. 1 is using the “depth-limited-search” method 
[9, 14]. As explained in detail later in this paper, 
this method avoids storing the information of all 
the nodes of the previous level. In this way, the 
memory needed is proportional to only KN, which 
means that in the practice all problems can be 
analyzed using an affordable amount of computer 
memory. The CPU-time required by the “depth-
limited-search” is still proportional to NK. Using 
efficient ray-tracing techniques— such as SVP, 
BSP, and AZB— the branches of the search-tree 
can be pruned early in such a way that the 
effective branching factor Ne of the tree search is 
quite less than the branching factor N of the tree. 
This reduction of the branching factor allows for 
analyses that include high order reflections. 
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Here we propose a new ray-tracing accelerating 
technique.  For that the AZB algorithm is applied 
in a different way than in [13]. In this reference, 
the geometrical model was assumed to be 
composed of only flat facets and the reflections are 
treated using images: an image of the source (the 
primary image) for each visible facet, a secondary 
image for each pair of visible facets for treating 
double reflections, etc. This AZB application is 
source dependent: the images (primary and 
secondary) and their AZB matrices are built and 
stored for a particular source. This approach is 
efficient for treating first and second reflections, 
but efficiency is lost when we need to treat higher 
order reflections for complex models because the 
number of second or higher order images depends 
on NK. In addition, the AZB matrices of the 
algorithm in [13] are source dependent. The new 
AZB algorithm that we propose here is not source 
dependent and the number of AZB matrices is 
limited to the number of facets in the model, N. In 
the new algorithm one AZB matrix is associated 
with each facet of the model. These matrices are 
not source dependent and are used in a recursive 
algorithm to find all the ray-paths independently 
of the number of reflections. 

The new AZB algorithm that we propose here 
has some resemblance to the SBR technique, but it 
is fundamentally different. In SBR, rays are shot in 
each direction of a prefixed set of scanning 
directions. The rays are re-addressed after each 
reflection impact. No new rays are generated on 
any point of the ray paths. This usually implies 
that near the source the space is over-sampled with 
lots of very close rays, but far from the source or 
after several reflections the rays are very scarce 
and the space is sub-sampled. Using the SBR 
technique, the field at a point is computed 
considering some of the rays in close proximity. 
The AZB algorithm that we propose here defines 
an AZB matrix for each facet of the model and 
considers the possible reflections from all of the 
facets visible from the source. For an n-order 
reflection, the algorithm considers all the facets 
visible from the facets that have suffered the n-1 
order reflection. In this way the resolution of the 
technique is maintained for higher order 
reflections. The AZB technique computes the field 
at a point by accurately considering all of the ray 
paths that left the source and suffered a specified-

order reflection; there is no loss in accuracy when 
the reflection order increases. 

The proposed ray-tracing approach has been 
developed in the last years to improve FASCRO, a 
computer code to compute the RCS based on GO-
PO [6] that was not able to analyze the RCS of 
complex bodies considering more than two 
bounces with affordable computational resources.  
First efforts in this improvement were addressed to 
reduce the need of large amount of computer 
memory required by previous versions of the AZB 
algorithm. For that, the AZB was combined with 
the Space Volumetric Partitioning (SVP) 
algorithm for the analysis considering simple 
reflections [15] and diffraction, [16], of the RCS 
of electrically large and complex targets using a 
reduced computer memory.  A very efficient 
approach based on the AZB and SVP algorithms 
combined with the A* heuristic search method, 
[9], was developed to consider multiple iterations 
between different flat surfaces, [17]. However this 
approach presented some fail due to the difficulty 
of finding a reliable way to compute the heuristic 
value for the RCS computations which the A* 
algorithm requires.  In order to avoid this problem 
the depth-limited search strategy was proposed in 
[18]. A new code, called POGCROS, for an 
efficient computation of RCS of complex targets 
was implemented with all these improved 
algorithms and presented in [19].  In this paper we 
present in details the approach outlined in [18-19] 
together with a new version of the AZB-SVP 
algorithm which gives a further reduction of the 
CPU-time and memory resources required for 
analyzing large and complex problems. 

This paper is organized as follows. Section II 
describes the AZB and SVP matrices and gives a 
procedure for obtaining them efficiently. The 
scheme proposed for speeding up the tree 
exploration, using a combination of AZB+SVP 
and the “depth-first search” algorithm is shown in 
Section III.  This approach permits the treatment 
of complex targets, even for high order RCS 
contributions, while keeping the memory 
requirement affordable. The AZB+SVP scheme 
involves a very early pruning of the search tree, 
thereby reducing the search complexity. In Section 
IV, a detailed description of the exploration of the 
tree-search using the depth-limited algorithm is 
included.  Finally, Section V presents some cases 
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showing the robust performance of these new ray-
tracing approaches. 

 
II. DEFINITION OF AZB AND SVP 

MATRICES 
First, let us consider multiple reflections in a 

flat faceted body. We will assume a complex body 
modeled by many flat facets, say thousands of 
facets or even more. Each facet is identified by a 
facet number. In a pre-process we compute the 
AZB matrix associated with each facet. The AZB 
matrix of the facet with number X informs us 
about the visibility of the rest of facets of the 
model from the point of view of the X facet. To 
explain how this matrix is formed, let us start 
reviewing the AZB matrix associated with a point 
[6, 13]. 

The space viewed from a reference point can be 
split in angular regions that we will call anxels (an 
analogy with pixels). Figures 2 and 3 show an 
example of an anxel and space split by anxels, 
respectively. For simplicity, we consider angular 
space division for a 2D case, as shown in Fig. 4; 
the facets of the model are located in the 2D 
anxels space. Sometimes a facet extends over only 
one anxel, but in other cases a facet can span 
several anxels. The AZB technique associates a 
sub-matrix to each of the anxels [13]. The sub 
matrix of an anxel includes a list with the facet 
numbers of all the facets completely or partially 
contained in that anxel. The facet numbers in the 
list are ordered following the painting algorithm in 
an increasing order with the distance of the facet 
from the reference point [13]. The lists do not 
include the facets of the anxel that are not visible 
from the reference point. For example, the list for 
anxel 8 in Fig. 4 is: 10, 3. 

As explained in [13], the AZB matrix reduces 
the order of complexity by searching only the 
facets that can reflect a ray that leaves the 
reference point. This search, with the help of the 
AZB, is performed as follows: we start by 
identifying the anxel corresponding with the ray 
direction, we check the facets whose facet 
numbers appear in the anxel list, and then we 
begin checking where the first facets on the list 
presumably have a high probability of being 
impacted by the ray. 

The AZB matrix of a facet is formed combining 
the AZB matrices of its vertices. An anxel of the 
AZB of facet X contains the list of all the facets  

 
Fig. 2. Example of angular region, or “anxel” as 
seen from a reference point. 

 

 
Fig. 3. The complete space seen from a point is 
split in anxels. The facets of the models extend 
over one or more anxels.  

 

 
Fig. 4. Example of AZB as seen from a reference 
point for a 2D case. 

 
that are seen (fully or partially) in this anxel from 
all the vertices of facet X. In other words, the AZB 
matrix of facet X is built by considering, in each 
anxel, the list resulting of the Boolean union of the 
lists in this anxel of the AZB buffers of all the 
vertices of facet X. The AZB of facet X contains 
information on how the rest of the visible facets 
are seen from facet X.  
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In addition to the AZB matrices of each facet, a 
particular AZB is associated with the whole 
structure. We call this matrix the “normal AZB 
matrix,” which stores all the facets of the structure 
in accordance with the directions of the facets’ 
normal vectors.  Every facet has associated a 
normal vector pointing outward from the structure. 
The angular space of the normal AZB matrix 
extends over the complete angular space: 4π 
steroradians. In each anxel of this space we store 
the facets whose normal vectors are oriented into 
the angular range of the anxel. Only the facets that 
are visible from the infinite surface are considered 
for the normal AZB matrix. 

In order to efficiently obtain the AZB matrices 
of the facets of a complex structure we use an 
adaptive version of SVP [20]. In this technique, 
the space containing the structure is divided into 
small sub-volumes called “voxels.”  Figure 5 
shows a parallelogram containing the structure. 
The parallelogram is divided into smaller 
parallelograms or voxels. This is a first level 
division of the SVP. We obtain the second level 
division of the SVP by subdividing the small 
parallelograms in Fig. 5 into smaller voxels and by 
successively subdividing these voxels for the 
higher subdivision levels of the SVP. Figure 6 
shows a two-level subdivision for a 2D problem, 
while Fig. 7 shows a three-level subdivision for 
the same case. In this last figure, the subdivisions 
are made adaptively, meaning that not all of the 
voxels are subdivided for a given level because if 
a voxel is empty or does not have small 
geometrical features, a subdivision is not required. 

 The information on the facets contained in the 
voxels of the lowest level of subdivision together 
with the relation between the voxels in an adaptive 
SVP subdivision is stored in a relational database 
of matrices. We use Fig. 7 to explain how we can 
take advantage of the SVP method. For instance, if 
we want to know if there is any facet obstructing 
the segment which joins the centers of facets 16 
and 31 in Fig. 7, we only need to check for a 
possible obstruction to the facets contained in 
voxels: (1)-(a)/(1)-(a);  (1)-(b)/(1)-(a); (1)-(b)/(1)-
(b);  (2)-(a)-(i)/(1)-(b)-(j); and (2)-(2). To obtain 
the AZB matrix of facet 31, we shall explore for 
each of the vertices of facet 31 in which angular 
region are the rest of facets of Fig. 7—if they are 
visible from these vertices. 

 
Fig. 5. Example of a first level division of a 
volume into 8 sub-volumes or voxels. 

 

 
 
Fig. 6. Example of a two level, uniform SVP for a 
2D case.  

 
Fig. 7. Application of the adaptive SVP to find the 
facets in the line joining the centers of facets 16 
and 31. Three non uniform levels are considered. 

 
III. APPLICATION OF THE 

RECURSIVE AZB+SVP ALGORITHMS 
FOR RCS COMPUTATIONS 

AZB+SVP can be applied recursively to 
compute the RCS of a complex structure 
composed of flat facets. We assume that the total 
number of facets N is very large. This approach is 
applicable to monostatic or bistatic RCS 
computations. The directions of incidence and 
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observation are defined by the unit vectors ik̂ and 

ok̂ , respectively (where ik̂  = ok̂  for monostatic 
RCS) 
 
A. Computation of the RCS Due to Simple 
Reflections 

The contribution to the RCS from each 
illuminated facet for simple reflection is computed 
using Gordon´s expressions for the evaluation of 
the PO integral that gives the far field radiated by 
currents of constant amplitude and phase with a 
lineal variation [4]. A very rough way to select the 
facets that can potentially be illuminated is by 
applying the Culling’s criterion for the incidence 
and observation directions (the facets of the 
structure that are simultaneously seen in the 
incidence and observation directions) [13]. A facet 
with normal unit vector n̂  is classified as 
potentially illuminated applying this criterion if 
the following expressions of scalar vector products 
are simultaneously satisfied: 

 
0ik̂n̂   (1) 

ˆˆ 0.on°k   (2) 
 
The application of the Culling’s criterion 

reduces the complexity of the problem from order 
N to order N/2. However, we can furthermore 
reduce the complexity of the problem by taking 
into account that the contribution to the bistatic 
RCS of a flat facet vanishes when the directions of 
incidence and observation are far away, following 
Snell’s law for the reflection off this facet (see Fig. 
8): 

 
oi k̂n̂k̂n̂   . (3) 

 
We shall consider facets that are finite in size; 

the PO solution gives a scattered field in a narrow 
beam of widthΔΦ  around the Snell direction of 
reflection. Therefore, given the directions of 
incidence and observation, we shall consider 
facets as potential RCS contributors only if their 
normal vectors follow this relation:   

)cos(
k̂k̂
k̂k̂n̂

oi

oi 
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






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
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We can select all the facets that follow (4) very 
efficiently by considering all of the facets in the 
anxel of the “normal AZB matrix” that include into 
their angular window the direction:  

 

oi

oi
s k̂k̂

k̂k̂n̂



 . (5) 

 
When only the facets in the anxel of sn̂  are 

taken as potential contributors, the complexity of 
the problem is reduced to N/(NθNφ), where Nθ  and 
Nφ are the divisions on the entire angular space 
considered in the “normal AZB matrix” for the θ 
and φ spherical coordinates, respectively. 
Typically, the factor NθNφ is about 400 and, 
therefore, using the “normal AZB matrix” reduces 
much of the complexity for problems involving 
simple reflections. In the case where sn̂  is close to 
the boundaries of its anxel in the “normal AZB 
matrix,” or when the angular range of this anxel is 
less than the width ΔΦ  of the PO reflected beam, 
we select the facets located in this anxel and on its 
neighboring anxels (typically the 8 surrounding 
anxels); we notice that the complexity of this 
problem is also largely reduced.  

 
Fig. 8. Visualization the a case where the 
incidence direction vector ik̂ , observation 
direction vector ok̂  and normal vector 1n̂  follow or 
are close to Snell’s law at surface S1. 
 

Once we have selected the set of facets that 
potentially contribute to the RCS using the fast 
procedure described above, we will determine if 
each facet contributes to the RCS and if we should 
trim its surface before applying Gordon’s law to 
take into account partial occultation to correctly 
compute the PO integral. Some of the facets of this 
set cannot contribute to the RCS because they are 
shadowed by other facets that can occlude the 
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incident ray or the reflected ray in the observation 
direction. To determine which facets shadow the 
incident ray that illuminates facet f, we only 
consider the facets in the anxel that contains the 
incident direction ik̂  of the AZB of facet f. We 
apply rigorous algorithms to these facets [13]; the 
algorithms allow us to discover if facet f is 
completely or partially occluded by other facets 
when it is illuminated in the incident direction ik̂ . 
In the case that facet f is partially occluded, its 
surface fS  shall be trimmed, saving for PO 
evaluation only the illuminated surface area i

fS . 
Figure 9 shows an example of a facet trimming. 

 

 
Fig. 9. An example of trimming the surface of a 
facet when it is partially occluded by another facet 
that intersects the incident rays. 

 
After reflection on facet f we can assume that 

the reflected fields are located in a cylindrical tube 
of collimated rays parallel to the direction of 
reflection. This tube can suffer a total or partial 
occlusion from some of the facets of the structure. 
In the case of a total occlusion, we can state that 
facet f is shadowed in the observation direction 

ok̂ and therefore does not contribute to the RCS. In 
the case of partial occlusion, we will compute the 
trimming of the reflected tube section; after 
trimming the tube will have a surface io

fS .  We 
only employ rigorous algorithms for facet 
occlusion computations to the facets in the anxel 
of the AZB of facet f that contains the observation 
direction ok̂  in order to only select the facets that 
can potentially occlude the tube of rays reflected 
by facet f , as shown in Fig. 10 [13]. 

We note that applying the rigorous algorithms 
for determining if a facet is shadowed completely 
or partially in either the incidence or observation 
directions by other facets, and in this case the 
corresponding trimming, is time consuming and 
shall be applied only to the facets that have a 
chance to occlude facet f. The AZB of facet f 
permits us to select the facets that can potentially 
occlude facet f, lowering the complexity of the 
problem by a factor of N/(N1N2), where N1N2 is 
the number of anxels considered in the AZB of the 
facets. 

 
Fig. 10. Only the facets included in the anxel AZB 
of facet S1 that contain the direction  ok̂  are 
considered for studying of the occultation of the 
tube of rays reflected in S1.  
 
B. Computation of the RCS Due to Double 
Reflections 

The contribution to the RCS by double 
reflection between pairs of facets is computed 
using GO+PO. GO is applied to study the 
reflection on the first facet, while Gordon’s 
expression is used to evaluate the PO integral of 
the current induced in the second facet. The ray-
tracing approach starts by selecting the facets that 
can suffer the first reflection, following the 
procedure described above: facets not visible in 
the incident direction are discarded using the 
Culling’s criterion; the surfaces that shadow a 
potentially illuminated facet are those located in 
the anxel of the AZB of the facet that contains the 
direction of incidence ik̂ ; rigorous checking 
algorithms for shadowing are applied only to the 
facets located in this anxel and the surface of the 
illuminated facets partially occluded is trimmed.  

A reflected cylindrical tube of rays is formed 
for each facet that suffer the first reflection. The 
tube of rays follows the direction given by the 
Snell’s law after the reflection in the illuminated 
facets. The tubes can bounce on some of the facets 
of the structure, and these secondary facets give 
the double reflection. These facets are located in 
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the anxels that contain the direction of reflection 
of the AZB of the facets from which the tube of 
rays emanates. The rigorous checking algorithms 
for shadowing are only applied to the facets of 
these anxels. The facets of these anxels that are 
partially illuminated by the tube of rays are 
trimmed. 

The last step in the computation of double 
reflection is applied only to the set of facets 
completely or partially illuminated by the tubes of 
rays formed after the first reflection. When the 
tubes from this set suffer a second reflection, they 
change their direction of propagation following 
Snell’s law. We note that due to its finite section, 
the tube of rays redirected by a facet becomes a 
narrow beam of widthΔΦ around the direction of 
reflection in the far field. Therefore, if the 
direction of observation ok̂  is outside this beam, 
this facet does not contribute to the RCS in that 
direction of observation. Elsewhere, the facet can 
potentially contribute to the RCS due to double 
reflection. We shall check if the redirected tube is 
partially or totally occluded by the other facets of 
the structure. To efficiently treat this new 
occlusion study, we apply the rigorous checking 
algorithms only to the facets located in the anxel 
that contains the ok̂  direction of the AZB of the 
facet that suffers the second reflection. If the tube 
is partially occluded, we shall trim again the 
section of the tube in the surface of the facet that 
suffers the second reflection. The computation of 
the PO integral is performed only over the surfaces 
of the facets whose redirected tubes of rays have 
not been completely occluded. 

We notice that when using only the Culing’s 
criterion without the AZB algorithm, the 
complexity of the problem for a given incidence 
and reflection directions  is proportional to N2/4 
for finding the pairs of facets that can contribute to 
the double reflection and the complexity is 
proportional to 3N3/4 for finding the potential 
occlusions by other facets in each one of the three 
segments of a ray path that underwent double 
reflection (from the source to the first facet of the 
pair, between the facets of the pair and from the 
second facet of the couple and the observation 
point). Using the AZB algorithm and the Culling’s 
criterion the complexity is reduced to N2/(2(N1N2)) 

for finding the pair of facets that can give a double 
reflection, and the complexity is reduced to 

3N3/(2(N1N)2) for finding the facets that can 
potentially occlude any one of the three segments 
of a double reflection ray-path. 
 
C. Computation of the RCS Due to Triple and 
Higher Order Reflections 

The contribution to RCS due to m-order 
reflections is related to sets of m-facets. In each set 
the field incident in the ik̂  direction is reflected by 
the first facet and its direction of propagation is 
redirected following Snell’s law. The reflected 
field suffers consecutive reflections until it reaches 
the last facet of the set where the field is radiated 
in a beam that contains the direction of 
observation ok̂ . The tube of rays that bounces the 
first facet will likely suffer successive trimming 
due to partial occlusions during its propagation 
along the ray path connecting the facets of the set. 
Finding the sets of m-facets that give m-order 
reflections and computing trimming for the tubes 
of rays after successive occlusions is undoubtedly 
a hard and cumbersome process. Without using a 
ray-tracing algorithm (except for Culing’s 
criterion), the complexity of the problem for 
finding the contributing sets of m-facets is 
proportional to (N/2)m and the complexity of 
finding the occlusion of the tubes of rays 
proportional to (m+1) (N/2)m+1. Using the AZB 
algorithm, the complexity of the problem is 
reduced to (Nm/2)/(N1N2)m-1 for finding the groups 
of m-facets and to (m+1)(Nm+1/2)(N1N)m) for 
finding the occlusions in the (m+1) segments of 
the ray paths. 

Applying AZB for the first and last reflections 
is similar to the case of double reflection. The 
treatment of the reflection ith is as follows: 

- First, we study the facets potentially 
illuminated by the tube of rays reflected by the 
facet i-1. To do so, we consider all the facets in the 
anxel of the AZB of facet i-1 that contains the 
direction of propagation of the tube. We apply  
rigorous algorithms to the facets of this anxel to 
accurately check if the illumination is total or 
partial. The tube of rays is trimmed after the 
occlusion in every facet that suffers total or partial 
occultation in the trajectory from the (i-1)th  
reflection to the ith reflection. 

- A new tube of rays is formed in every facet 
that undergoes the ith reflection. The directions of 
these tubes are given by Snell´s law and their 
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section is formed by trimming the surfaces of 
every one of these facets with the incident tubes of 
rays in order to maintain only the illuminated 
parts. This trimming is performed using rigorous 
algorithms. Using these tubes of rays we can 
proceed to study the (i+1)th reflection. 

 
IV. COMBINING AZB+SVP WITH THE 
DEPTH-LIMITED-SEARCH METHOD 

A procedure for implementing the depth-
limited-search method for exploring the search 
tree in Fig. 1 is summarized in the following 
paragraphs. The scheme permits the computation 
the RCS of a complex-faceted geometry. The 
maximum order or reflection is limited to Norder, 
the number of levels to be considered in the search 
tree. 

Figure 11 is a flow chart of the new algorithm 
based on the combination of SVP+AZB with the 
depth-limited-search method. 

1. The nodes of the first level in the search tree 
of Fig. 1 correspond to those facets that can be the 
first in the pair of facets that gives an n-order 
contribution to the RCS for prefixed incident and 
observation directions and any value of n. The 
facets of the first level are selected among all of 
the facets of the geometry considering back-face 
culling: the facets of the structure that are seen in 
the incidence direction (see appendix 3.b of [13]). 
These facets are considered as “active” surfaces 
and are stored in a list called OPENLIST. The 
facets are sorted in this list in an increasing order 
following the facet index, which is a number in the 
geometry database used for identifying the facets. 
Account number Ilevel is made equal to one and it is 
associated with each of the facets stored in 
OPENLIST.  

2. The surface with the smallest facet order in 
OPENLIST, which is the first facet in that list, is 
selected. This surface is moved to the file 
ACTUAL and then removed from OPENLIST. 
The contribution to the RCS for the first reflection 
in the observation direction is computed using the 
algorithms described above in Section III. 

3. If the Ilevel count of facets in ACTUAL is less 
than Norder, then next step is to update OPENLIST 
by inserting a new set of active surfaces into the 
list, or else the procedure skips to step 4. They are 
selected from the anxel of the AZB matrix of the 
surface in ACTUAL that contains the Snell 
reflection direction of that facet. The surfaces in 

Select candidates surfaces to 
contribute to the first iteration (active 

surfaces):

- back-face culling

Calculate the function cost

Active surfaces are stored in a list 
(OPENLIST)

Preprocessing  Stage:

-AZB matrices

-SVP matrices

OPENLIST is ordered in increasing 
order of the cost function

Select the first surface in OPENLIST

Shadowing test  using SVP matrices

Surface is removed from OPENLIST

Hidden

Contribution is computed using GTD

Maximum number of contributions
or OPENLIST is empty

NO

YES

Finish

YES

Maximum number of contributions
or OPENLIST is empty

NO

NO

YES

Next element of 
OPENLIST is selected

Nº bounces <
prefixed maximum number

AZB matrix of the 
“active” surface (n-1 
order) determine the 

facets, “passive” facets, 
that contribute 

significantly to the 
following iteration (n 

order)

YES

NO

Nº bounces is increased

Passive surface becomes 
the active one

 
 
Fig. 11. Flow chart of AZB+SVP combined with 
the depth-limited-search method. 

 
 
that anxel are inserted into the first spots in 
OPENLIST in increasing order of their facet 
index. The account number Ilevel associated with 
the new facets inserted in OPENLIST is the 
account number of ACTUAL plus one.  We note 
that the new facets inserted in OPENLIST are 
placed in front of all of the facets previously 
stored in OPENLIST, and therefore the list can be 
classified as LIFO (last input-first input). The facet 
is then removed from ACTUAL. 

4. The first facet in OPENLIST is removed and 
inserted in ACTUAL; the RCS contribution of this 
facet is computed following the procedure 
indicated in part 3 for a second or higher order 
reflection. Steps 3 and 4 are repeated. 

The process is completed when all of the 
elements have been analyzed (OPENLIST is 
empty). 

 
V. RESULTS 

To show the performance of the new algorithm, 
several results are presented with an increasing 
difficulty. In all the cases presented the targets are 
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perfect electric conductors. The first case is the set 
defined by the dihedral and trihedral pictured in 
Fig. 12. The sides of both entities (dihedral and 
trihedral) are formed by flat 1.0m x 1.0m squares. 
The trihedral has its vertex at the origin of a 
Cartesian coordinate system with its sides parallel 
to the coordinate planes. The dihedral has one side 
parallel to the z=0 plane and the other parallel to 
the x = -y plane, as shown in Fig. 12. The 
coordinates of the mid-point of the edge of the 
dihedral are (2, 2, 1). The geometry of the case has 
been designed to show scattering with a large and 
rich number of interactions between the sides of 
the two entities of the figure when the set is 
illuminated by incident waves in the plane =45° 
(of the associated cylindrical coordinates). The 
structure undergoes multiple reflections/ 
diffractions. Until fifth order reflections are 
generated. Figures 13-14 show a comparison 
between RCS values for the geometrical approach 
using MONURBS [21], a moment method (MM) 
code, and POGCROS a computer code 
implemented using the present approach. In order 
to obtain reliable results, POGCROS was run 
computing until sixth order reflections. The results 
were stable if the effects order was increased until 
ten—in other words, for the incidence direction 
considered, sixth or higher order reflections are 
negligible. From the comparison between the MM 
results and the present approach we notice good 
agreement, considering the limitations of a GO-PO 
approach and the rich of mutual iterations of the 
test case in Fig. 12. The CPU-times using 
POGCROS (run in a Pentium Dual Core (2.5 
GHz) using only one processor) have been of 50 s 
and 52 s for the cases with a maximum of 6 and 10 
bounces, respectively. 

 

 
 
Fig. 12. Geometrical set defined by a dihedral and 
a trihedral designed in order to maximize the 
number of multiple reflections between the sides 
of the set. 
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Fig. 13. Comparison between the values of the 
monostatic RCS for the geometrical structure in 
Fig. 12 obtained using MONURBS and the present 
approach for Φ =45°, for HH (a) and VV (b)  
polarizations and a frequency of 1 GHz.  
 
Previous cases are suitable for analyzing the 
reliability of our proposed approach for simple 
problems with multiple reflections. We present 
here two examples to show the improvement in 
computational efficiency in terms of memory and 
CPU-time of our approach when complex 
problems are analyzed. The first case, called 
Placyl, is a hemisphere-cylinder above a flat plate 
as shown in Fig. 15. The radius of the hemisphere 
and of the cylinder is 0.2 m, the length of the 
cylinder is 1 m and the dimensions of the plate are 
1.8 m and 1.2 m. The axis of the cylinder is 
parallel to the longer side of the plate and there is 
a gap between the cylinder and the plate of height 
0.02 m. The Placyl case has been modeled by 
1038 flat surfaces. Figure 16 shows the monostatic 
results obtained for HH and VV polarizations for a 
θ =45º cut and a sweeping from Φ =0º to Φ =180º 
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running POGCROS with a maximum of six 
bounces. 
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Fig. 14. Comparison between the values of the 
monostatic RCS for the geometrical structure in 
Fig. 12 obtained using MONURBS and the present 
approach for Φ =45°, HH (a) and VV (b) 
polarizations and a frequency of 2 GHz.  
 

The comparison between the results obtained 
with MONURBS and POGCROS show a 
reasonably good agreement between MM and 
GO+GO...+PO approaches. The results of 
POGCROS have been run in a Pentium Dual Core, 
2.5 GHz, using only 56 MB of RAM and a CPU-
time of 5 min 21 sec. 

 
Fig. 15. Geometric model and coordinates system 
of the “placyl” case. 
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Fig. 16. Comparison between the values of the 
monostatic RCS for the plane-cylinder geometrical 
structure shown in Fig. 15 obtained using 
MONURBS and the present approach for Φ =45°, 
HH (a) and VV (b) polarizations and a frequency 
of 10  GHz.  

 
Fig. 17 . Flat faceted model of T72 tank. 
 

The last and more complex example presented 
here is a geometrical model of a T72 tank 
composed of 22,225 flat facets, as shown in Fig. 
17. First, we study the reliability of the results 
obtained using present approach (POGCROS) for 
this complex target. To do so, in Fig. 18 we 
compare RCS results for the T72 tank obtained 
using POGCROS and FASCRO. This last code is 
a well tested computer tool that can be considered 
as a previous version of POGCROS. The 
FASCRO code is based on an electromagnetic 
approach kernel similar to that used by POCROS 
to compute the RCS [6], but with a less efficient 
ray-tracing engine that is not able to treat more 
than two bounces with affordable computational 
resources. Due to this limitation of FASCRO, the 
comparison in Fig. 18 considers a maximum of 
two bounces. We note that the results obtained 
with both codes agree very well. However, the 
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computational resources required for obtaining the 
RCS values for the 360 directions in Fig. 18 are 
very different, as can be seen in table 1 where the 
superior efficiency of POGCROS is quite clear (a 
SUN V40Z computer has been used for all the T72 
calculations in this paper).  
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Fig. 18. Comparison between monostatic RCS 
results obtained using FASCRO and POGCROS 
for the cut θ = 72º, from Φ = 0º to Φ = 360º at 10 
GHz and vertical polarization. 
 

The POGCROS code has been used to study the 
impact on the RCS values from the maximum 
number of bounces in the ray-tracing. The RCS of 
a large and complex target, as it is the case for the 
T72, fluctuates very fast when we consider a step 
of a degree in a given cut, as for example the 
θ=72º cut. Due to these fast fluctuations it is 
difficult to obtain conclusions from RCS diagrams 
obtained when considering different values for the 
maximum number of bounces when they are 
drawn together. To avoid these problems, we 
consider windowed values of the RCS for each 
direction in the cut. Figure 19 show the averaged 
RCS values for each direction considering a 5 
degree width flat window (the value shown for a 
given direction Φa is the average of the RCS in 
dBm considering the five directions contained in 
angular sector of 5 degrees centered at Φa). Figure 
19 show results obtained considering 2, 3 and 6 
bounces. The convergence is obtained considering 
6 or more bounces. It can be noticed that the 
results obtained considering a maximum of only 2 
bounces are not accurate enough compared with 
the results with a maximum of 6 bounces. 
Therefore, for the complex T72 target, it is evident 
that one needs to have available computer tools 
that are able to analyze the RCS considering 3 or 
more bounces with affordable computational 
resources. Table 2 shows the CPU-time and 
computer memory required for obtaining the RCS 
of the T72 for the 360 possible directions and a  

Table 1: Comparison between the CPU-time and 
computer memory required by FASCRO and 
POGCROS  for obtaining the results of Fig. 21. 
Code CPU-time Memory 
POGCROS 1h, 45m, 33s 200 MB 
FASCROS 8h, 52m, 32s 2 GB 

 
Table 2: CPU-time and memory required by both 
polarizations considering several values of the 
maximum number of bounces in the RCS analysis. 
Maximum 
number of 
bounces 

Polarization 
vv 

Polarizatio
n hh 

Memory 

2  1h, 45m, 33s 1h, 44m, 40s 200 MB 
4  1h, 56m, 22s 1h, 54m, 23s 200 MB 
6  2h, 00m, 15s 1h, 59m, 29s 200 MB 
10  2h, 02m, 40s 2h, 01m, 56s 200 MB 
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Fig. 19. Convergence study of the averaged 
monostatic RCS at 10GHz for VV and HH  
polarizations changing the maximum number of 
bounces considered. 
 
given maximum number of bounces.  A SUN 
V40Z computer was used for all of the simulations 
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in table 2. We note that the increase in computer 
resources to consider 3 or more bounces is 
negligible. 

VI. CONCLUSIONS 
An approach that combines an electromagnetic 

model based on GO and PO and a new ray-tracing 
scheme for the analysis of the Radar Cross 
Section (RCS) of complex structures that 
considers any number of bounces is presented. 
The structures are modeled by flat surfaces.  The 
new ray-tracing scheme presented is based on a 
combination of the angular Z-buffer (AZB), 
volumetric space partitioning (SVP) and depth-
limited-search methods and it is very efficient for 
computing the RCS of large and complex bodies. 
Several results have been presented for simple 
targets to show the accuracy of the approach. 
When analyzing large and complex targets, where 
one needs to take into account 3 or more bounces, 
we prove that the approach needs a very small 
amount of computer memory and affordable 
CPU-times. 

Currently the authors are extending this 
approach to find the RCS of bodies modeled by 
curves surfaces. The approach has recently been 
implemented for analysis of radiating sources near 
complex bodies [22]. In a preprocessing stage of 
the approach, the curved surfaces are converted 
into small facets according to the curvature of the 
surface. Thus, the reflection points are calculated 
on the facets by applying image theory and the Z-
buffer algorithm. This ray-tracing algorithm is 
able of computing n-order bounces. Once the n 
points of reflection are calculated they are used as 
a point seed in a conjugate gradient algorithm that 
is used to accurately compute the real reflection 
points on the curved surface. 
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Abstract ─ This paper presents the first parallel 
implementation of a partial element equivalent 
circuit (PEEC) based electromagnetic modelling 
code suitable for solving general electromagnetic 
problems. The parallelization is based on the 
GMM++ and ScaLAPACK packages which are 
cross-platform libraries available for major 
operating systems. The parallel PEEC solver has 
been tested on several high performance computer 
systems. Large structures containing over 250 000 
unknown current and voltage basis functions were 
successfully analyzed for the first time with a 
general PEEC-solver. The numerical examples are 
of orthogonal type, studied both in the time and 
frequency domain, for which memory, 
performance, and speed-up results are presented.  
 
Index Terms ─ PEEC, parallel computing, 
integral equation.  
 

I. INTRODUCTION 
    As for all the methods within computational 
electromagnetics, the problem system size that can 
be solved increases with more efficient computer 
implementations and more powerful computer 
systems. However, the desired problem sizes to be 
solved also increase and there is a clear gap 
between desired and possible problem size to be 
solved. Fast solutions for EM problems have been 
treated for a long time, i.e. [1] where both 
differential and integral equation solvers were 
discussed. For the integral equation based solvers, 
fast Krylov subspace approaches are available, for 
example, the fast-multipole method (FMM) [2] 
and QR-based algorithms [3]. The next step, after 
faster implementations, is to improve the 
computing power running the algorithms. One 
solution is to use grid computing on different 
levels. For example, using a local area network of 
interconnected computers to speed-up calculations 

or by porting the code to parallel architectures. 
Recent publications on the extension to parallel 
implementations are for example [4] where a 
nesting combination of the finite element domain 
decomposition method and the algebraic multigrid 
method is presented, [5] on the implicit FDTD 
method, and [6] for a parallel version of the 
numerical electromagnetics code (NEC). 
    The partial element equivalent circuit (PEEC) 
method [7] is widely used for solving mixed 
circuit and electromagnetic (EM) problems. The 
method gives a framework for creating electric 
equivalent circuit representations for three-
dimensional electromagnetic problems and 
calculating self and mutual partial inductances [8] 
and capacitances (coefficients of potential) [9]. 
The resulting equivalent circuits can be solved in 
SPICE-like solvers or, for the full-wave case, by 
creating and solving the fully coupled circuit 
equations [10]. Until now, no parallel 
implementation on the PEEC method has been 
reported except for in [11] where a sequential code 
was parallelized for LANs using a freeware. In 
this paper, the first parallel implementation of a 
non-accelerated, e.g. FMM, PEEC method [12] is 
presented for high performance computing using 
the ScaLAPACK package [13]. 
    Other approaches for accelerating PEEC-based 
computations are for example FMM-based 
approaches as detailed in [14, 15], wavelet-based 
PEEC analysis as in [16-18], and QR-
decomposition as shown in [19]. The goal with 
this work has been to accelerate the general PEEC 
method which allows for both time and frequency 
domain solution from DC to the highest frequency 
of interest (given by the mesh) and not to be 
restricted by the above mentioned acceleration 
techniques impacting, for example, on the low 
frequency behaviour. The paper is organized in the 
following way. Section II presents a summary of 
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the PEEC method and the developed computer 
program while Section III presents the 
parallelization of the same using the ScaLAPACK 
package. Then, Section IV and V show the 
applicability of the solver for two numerical 
examples, a free-space reactor and a shielding 
study. Finally conclusions and further work are 
detailed in Section VI. It is shown that with this 
type of parallel PEEC solvers the problem size can 
be increased considerably and new application 
areas arise. 
 
II. SUMMARY OF PEEC THEORY 
     This section gives a brief summary of the 
classical, orthogonal PEEC formulation. For 
further information, see [7-9]. 

 
A. Extraction of Equivalent Circuit 
     The classical PEEC method is derived from the 
equation for the total electric field at a point [20] 
written as 
 

( , ) ( , )( , ) ( , )t tt t
t

i J r A rr rE 



  


,         (1) 

 
where iE  is an incident electric field, J is a 
current density, A is the magnetic vector potential, 
  is the scalar electric potential, and   the 
electrical conductivity all at observation point r. 
By using the definitions of the scalar and vector 
potentials, the current- and charge-densities are 
discretized by defining pulse basis functions for 
the conductors and dielectric materials. Pulse 
functions are also used for the weighting functions 
resulting in a Galerkin type solution. By defining a 
suitable inner product, a weighted volume integral 
over the cells, the field equation (1) can be 
interpreted as Kirchhoff’s voltage law over a 
PEEC cell consisting of partial self inductances 
between the nodes and partial mutual inductances 
representing the magnetic field coupling in the 
equivalent circuit. The partial inductances shown 
as 11pL  and 22pL  in Fig. 1 are defined as 
 

  


 



 
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v vp dvdv
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,         (2) 

for volume cell   and  . Figure 1 also shows the 
node capacitances which are related to the 

coefficients of potential iip  while ratios consisting 
of iiij pp  are leading to the current sources in the 
PEEC circuit. The coefficients of potentials are 
computed as 
 

  


i jS S ij
jiji
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rrSS

p 1
4
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0
  ,         (3) 

 
and a resistive term between the nodes, defined as 
 




 a

l
R   .                       (4) 

 
In (2) and (4), a represents the cross section of the 
rectangular volume cell normal to the current 
direction , and l is the length in the current 
direction. Further, v represents the current volume 
cells and S the charge surface cells. For a detailed 
derivation of the method, including the 
nonorthogonal formulation, see [21]. 
 

 
(a) 

 
 

(b) 
 

Fig. 1. Metal strip with 3 nodes and 2 cells (a) and 
corresponding PEEC circuit (b). 
 
B. Solution of Equation of Circuit 
     The discretization process of the EFIE in (1) 
and the successive Galerkin’s weighting leads to 
an equivalent circuit formulation. When 
Kirchhoff’s voltage and current laws are enforced 
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to the iN  independent loops and N  independent 
nodes of the PEEC equivalent circuit we obtain: 
 

),()()(

),()()()(
1 titiAtP

tvtiLtRitA

sL
T

sLpL








               (5) 

 
where 

 Nt  )(  is the vector of node 

potentials to infinity; N  is the node 
space of the equivalent network; 

 iN
L ti )( is the vector of currents 

including both conduction and 
displacement currents;  iN  is the  current 
space of the equivalent network; 

 PL  is the matrix of partial inductances 
describing the magnetic field coupling; 

 P  is the matrix of coefficients of potential 
describing the electric field couplings; 

 R  is the matrix of resistances; 
 A  is the connectivity matrix; 
 )(tvs  is the vector of distributed voltage 

sources due to external electromagnetic 
fields or lumped voltage sources; 

 )(tis  is the vector of lumped current 
sources. 

     The equation system in (5) is equivalent to the 
circuit equations formulated in SPICE-type of 
solvers for obtaining the solution in node voltages 
and branch currents. However, for PEECs the 
equation system in (5) contain more dense 
matrices ( PL  and P ) compared to a pure electric 
network system solution due to the large number 
of mutually coupled inductors and mutual 
capacitances. Therefore, the solution of PEECs 
requires linear algebra packages suitable for dense 
matrices. The exception is the full-wave, time 
domain case where retarded magnetic and electric 
field couplings are treated as known sources and 
the pL  and P  matrices are more sparse [10]. 
     The equation system in (5) is often entitled a 
Modified Nodal Analysis (MNA) formulation [22] 
and can be modified to suit the solution of PEECs 
[10]. From the MNA formulation, the Nodal 
Analysis (NA) formulation can be derived which 
only solves for the node potentials by a reduced 

equation system while the branch currents are 
calculated in a second step. In the frequency 
domain the NA system can be written as 
 

  Sp
T IPjALjRA 111 )())(()(    . 

(6) 

 
to solve for the node potentials   at a specific 
frequency for the excitation specified by SI . Both 
formulations are tested in this paper and results are 
presented in Sec. IV and V. 
 
C. Sequential Code for EM Analysis Using 
PEEC Theory 
     A program for EM analysis, based on the 
theory and references outlined above, has been 
developed [23]. The solver can handle both the 
traditional orthogonal PEEC model and the newly 
introduced nonorthogonal formulation [21]. In this 
paper, only orthogonal models are considered 
while nonorthogonal results will be presented in a 
future paper since different issues arise when 
working with nonorthogonal PEEC models [24], 
[25]. The program creates an equivalent circuit 
and calculates the corresponding resistances, 
partial inductances, capacitances, and coupled 
voltage and current sources (to account for 
electromagnetic couplings) for the given 
geometrical layout (CAD-data as specified in an 
input file). The user adds external electronic (sub-) 
systems and analysis mode as described by the 
SPICE syntax. The actual solution of the resulting 
circuit equations (5) in either the time or frequency 
domain is performed in the solver and results are 
given as current- and voltage distributions in the 
geometrical layout. Post-processing routines are 
implemented for calculating field quantities at 
specified locations. The workflow in the program 
is shown in Fig. 2. 
     The sequential implementation utilizes the 
GMM++ linear algebra package and the Intel C++ 
Compiler with pragmas for compiler optimization 
to be performed. This allows, for example, for the 
use of multiple processors in calculating partial 
elements and other trivial pipelining, loop 
unrolling/distribution, data prefetching, and loop-
carried dependencies occurring in the original, 
 sequential implementation. 
     It is the presented sequential code that has been 
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parallelized and for which results are presented in 
this paper. 
 

 
 
Fig. 2. Flow diagram for the PEEC solver. 

 
 
III. PARALLELIZATION OF THE PEEC 

SOLVER 
A. Introduction 
     The development platform was a Linux cluster 
consists of nodes equipped with two Intel Xeon 
quad-core 2.5 GHz CPUs and 16 GB of RAM 
memory. The code has been written in C++ under 
Linux and is compatible with parallel computer 
systems with distributed memory architecture 

using ScaLAPACK as computational library. 
ScaLAPACK (Scalable LAPACK) is a library of 
LAPACK routines, revised for parallel computer 
systems with distributed memory architecture. The 
package enables the use of high performance 
computing clusters in a simple fashion and allows 
for a considerable acceleration of the developed 
PEEC-based program. Like LAPACK, 
ScaLAPACK offers a set of highly optimized 
routines to solve systems of linear equations, 
which consists of matrices distributed among a 
bunch of processors. The library performs basic 
linear algebra operations such as product between 
matrices and vectors using PBLAS. PBLAS is 
parallel version of a rich library of computational 
routines called BLAS which is included in 
LAPACK. Finally a set of routines called BLACS 
is used to manage communication between nodes 
running ScaLAPACK. These routines use 
algorithms called block-partitioned algorithms to 
minimize movement of data between nodes by 
load balancing between computational elements. 
ScaLAPACK has been written in FORTRAN and 
developed for parallel computer systems. The 
choice to use this library was based on optimized 
and efficient message passing methods have been 
used in it, speed and scalability and good interface 
for C++ programmers. In addition it is a stable, 
well tested, and efficient library and provides 
access to a very large collection of useful, 
powerful and flexible functions in BLAS and 
LAPACK which have been parallelized 
efficiently. Using ScaLAPACK we were assured 
that a good load balancing is achieved by 
distributing input data on a bunch of processing 
nodes using block cyclic data distribution 
algorithms which speeds up the operations 
by minimizing data transfer between processing 
units. 
     The parallel solver performs these four steps to 
solve a problem: 

1. The discretization process is entirely serial 
and duplicated on all processors. 

2. The partial element calculations are easily 
parallelized as no communication is 
required between nodes while each node 
calculates assigned part of basic matrices 
in parallel with other nodes. The main 
difficulty lies in the mapping between 
global and local matrix coordinates [6]. 
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3. The matrix formulation, (5) or (6), and 
solution parts are implemented using 
ScaLAPACK routines. 

4. At the end when all processes have 
reached final synchronization point, the 
results will be gathered on the root 
processing unit and will be saved in 
appropriate format. 

 
B. Parallelization of Partial Element 
Computations 
     The partial element calculations are easily 
parallelized using parallel processors which fill a 
large matrix, distributed by ScaLAPACK data 
management algorithms, completely in parallel 
and independent of each other. For the time 
domain problems these are PL  and P  matrices 
which are symmetric and have entries of type 
double precision floating-point. Hence the fill-in 
times for the time domain solver is decreased 
linearly as number of allocated processors grows. 
Since these two matrices are symmetric, Cholesky 
factorization routines in ScaLAPACK package can 
be used to factorize them. Due to the properties of 
the entries of PL  and P  matrices which has the 
type complex with double precision floating point 
for problems in frequency domain and because 
these matrices do not fulfill Hermitian properties, 
only LU factorization is possible and therefore the 
need to fill in the whole matrix. The process of 
placing element from one part of a distributed 
matrix to the other part is computationally 
expensive and complicated in parallel programs 
and especially for the MNA-approach seen in (5). 
But this was overcome by a special Transpose-
And-Add method as detailed in [26]. 
 
C. Parallelization of Matrix Solutions 
     After filling-in the matrices, the solution of the 
time or frequency domain versions of the circuit 
equations in (5) and (6) has to be performed. This 
is done using the ScaLAPACK library of high-
performance linear algebra routines for distributed 
memory message-passing MIMD (multiple 
instruction stream, multiple data stream) 
computers and networks of workstations 
supporting parallel virtual machine (PVM) and/or 
message passing interface (MPI). ScaLAPACK 
uses block cyclic data distribution [27] to 
achieving good load balancing. This means that 

matrices are divided into blocks in two dimensions 
and these blocks are assigned to a set of 
processors. This is further detailed in [6] when 
using the numerical electromagnetic code (NEC) 
to solve electromagnetic problems using 
ScaLAPACK. 
 
IV. NUMERICAL TEST (I) - AIR-CORE 

REACTOR 
     To present the speed-up of the parallel PEEC 
implementation, an air-core reactor structure is 
utilized since measurement results have been 
collected and the cell count is easily increased. In 
previous papers, i.e. [28], the reactor have been 
studied in the time and frequency domain with 
regular ),,,( PRLP PEEC models. However, the 
inclusion of Skin and proximity effects have not 
been possible in earlier works through the volume 
filament approach, (VFI)PEEC, due to the 
excessive number of unknowns. Here, the air-core 
reactor is analyzed with both the original serial 
PEEC solver, when possible and the new parallel 
PEEC solver in the time and frequency domain. 
 

 
 
Fig. 3. Reactor voltage simulation result at 4 μs 
after impulse test. 
 
     The test structure, seen in Fig. 3, is of 
rectangular type with four sides equal in length = 
0.5 m. The windings (turns) are totally 65 and 
consist of copper tape with dimension 0.076 mm x 
6.35 mm. The center to center spacing between the 
turns is 10 mm. The parallel implementation of the 
solver can now treat this type of problem and give 
a more correct model for the current distribution in 
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the conductors. Figure 3 shows an example of the 
voltage distribution in the reactor windings for a, 
time domain, impulse test. 
 
A. Partial Element Calculation Speed-Up 
     To test the speed-up, five different meshes for 
the reactor are utilized as seen in Table 1. For 
example, the first test, T1-400, has 1300 surface 
cells, 1040 volume cells, resulting in 2340 
unknowns, and 1 105 nodes. The last test, T5-609, 
has 50180 unknowns since it uses the volume 
filament approach to model Skin effect in the 
windings. The naming conventions used for these 
test cases is in the format of T[n]-[abc], where n is 
the test case number and a, b and c represent the 
discretization level in the directions x, y and z 
respectively. 
     The partial element calculations are efficiently 
parallelized as seen in Table 2. The table is 
collected from time domain simulations. To be 
noted is that the test case is an orthogonal PEEC 
model utilizing analytical routines to evaluate 
partial inductances (< 5μs/element in sequential 
solver). The performance gain for the parallel 
implementation, as shown in Table 2, can be 
displayed by using a speed-up factor 
 

np

p

t
t

nS 1)(    ,                               (7) 

 
where 

1pt is the time taken by the parallel code 

using one processor and 
npt is the time taken by 

the parallel code using n processors. This is shown 
in Fig. 4 where results from Table 2 are used 
together with results from the frequency domain 
solver by running the same test cases in the 
frequency domain. 
     From the figure it is clear that the time domain 
fill-in time is better than the frequency domain fill-
in. This is because the time domain solvers use 
symmetric matrices with the data type of double 
precision floating point, so they can use symmetric 
compatible functions in ScaLAPACK which 
employ Cholesky factorization. But in the 
frequency domain, since non-Hermitian matrices 
with the data type of complex with double 
precision floating point are used, ScaLAPACK 
does not offer any symmetric compatible function. 
Therefore for frequency domain solvers the 

calculated part of matrix needs to be copied to the 
other part to form the complete matrix and this 
process will affect the speed-up factor as is shown 
in Fig. 4. 
 

 
 
Fig. 4. Speed-up factor for partial element 
calculation and fill-in for air-core reactor example. 
 
B. Solution Method - MNA or NA 
     From the calculated matrices, as briefly 
detailed in Sec. II-B, two popular methods are 
used to formulate the circuit equations for the 
PEEC model. First, the MNA formulation as 
shown in (5) and second the NA formulation as 
shown in (6). The MNA formulation is the more 
general of the two and preferred mainly due to its 
ability to handle general circuit element inclusion 
with the PEEC model [22] and a stable low 
frequency behavior. Table 3 gives details on the 
formulations of the different systems of circuit 
equations from a performance point of view. 
     The table gives details for three of the 
problems, T1, T3, and T5, when formulating the 
circuit equations using the Nodal Analysis (NA) or 
Modified Nodal Analysis (MNA) formulation in 
the time or the frequency domain. The table also 
shows several interesting results. For example, the 
formulations of the circuit equations are more time 
consuming in the frequency domain. This is 
expected since the equations involve complex 
numbers. Further, we see that the MNA 
formulation is always faster than the NA 
formulation even if the equation systems are larger 
in size. This is mainly due to an efficient 
formulation of (5) for which the inversion of the 
coefficient of potential matrix P is avoided [10]. 
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Table 1: Reactor characteristics. 
 

Number of 
Test surface cells )( N  

(charge basis function) 
volume cells )( iN  

(current basis function) 
unknowns )( iNN   

(total) 

nodes 

T1-400 1 300 1 040 2 340 1 105
T2-900 2 600 2 340 4 940 2 405
T3-601 3 640 4 940 8 580 3 250
T4-605 10 920 18 460 29 380 9 750
T5-609 18 200 31 980 50 180 16 250 

 
 

Table 2: Partial element calculations times for 
NA-implementation. 

 
Number of 
processors 

Time for TD-tests [s] 

 T1 T2 T3 T4 T5 
Serial 9.0 35.0 81.0 -* -

1 6.0 23.4 53.5 590.2 -
2 3.1 12.0 27.0 291.6 -
4 1.6 6.1 13.6 144.2 476.5
8 0.8 3.1 7.1 78.2 229.6
20 0.4 1.3 3.0 33.2 91.3
30 0.3 0.8 2.1 22.3 71.2

 
C. Total PEEC-Model Solution Time 
     To conclude the two previous subsections, 
speed-up factors for total PEEC-model solutions 
are given. This is shown in Fig. 5 for the time 
domain implementation of the NA and MNA 
methods and in Fig. 6 for the frequency domain 
implementation of the NA and MNA methods. 
     Since the speed-up factors, as presented in Figs. 
5 and 6, are based on results for one processor, as 
seen in (7), it is not possible to show results for all 
test cases. However, using 30 processors, the only 
tests that could not be carried out with the current 
implementation are T4 and T5 in the frequency 
domain using the MNA method. 
From the figures, several conclusions can be 
drawn: 

 For small problems in the time domain, 
i.e. T1, and T2, increasing the number of 
processors does not improve the overall 
solution time since the communication  

                           (a) 

 

 
(b) 

 
Fig. 6. Total PEEC-model solution time for 
frequency domain simulations using Nodal 
Analysis (a) and Modified Nodal Analysis (b). 
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Table 3: Time for formulation of circuit equations. 

 
   Time in TD / FD [s] 
 T1-400 T3-601 T5-609 
 NA MNA NA MNA NA MNA 

Coefficient matrix size  1 300 
  1 300 

    2 340 
  2 340 

    2 640 
  2 640 

    8 580 
  8 580 

     18 200 
  18 200 

    50 180 
  50 180 

Number of processors       
1 1.0 / 3.1 0.93 / 2.7 51.1 / 182.7 26.8 / 35 - / - - / - 
8 0.25 / 0.58 0.22 / 0.35 11.75 / 27.7 4.5 / 9.0 1 434 / 5 400 473 / - 

30 0.26 / 0.32 0.14 / 0.26 4.11 / 9.7 2.0 / 3.0 634 / 2 300 138 / 380 
 
 

 
(a) 

 

 
(b) 

 
Fig. 6. Total PEEC-model solution time for 
frequency domain simulations using Nodal 
Analysis (a) and Modified Nodal Analysis (b). 
 

time between the processors increases and 
exceed the total solution time. For  
example in Fig. 5 (a) and (b), problem T1  
saturates at 8 processors. Hence, using a 
bunch of processors for a small problem  
will not necessarily improve the 
performance. 

 Frequency domain problems experience a 
larger speed-up factor compared to time 
domain problem. However, in general 
frequency domain problems are more time 
consuming in absolute numbers. 

 In both domains, the MNA-based solver 
shows better speed-up factor compared to 
the NA counterpart. This means that in 
both NA figures, the problem is already 
saturated or the speed-up factor grows 
very slowly when more processors are 
allocated. Thus, the MNA-formulation is 
more suited for parallelization using 
ScaLAPACK. 

 
     The figures presented in this section do not 
reveal the absolute solution time of the problems. 
It might seem that the MNA formulation is the 
fastest. However, in fact, the NA formulation is 
the fastest solution method for all tests. The MNA 
formulation is preferred for reasons given in Sec. 
IV-B. 
 
D. Memory Usage 
     In this section, the memory usage of the 
parallel solver is presented based on the following 
aspects: 

 memory usage as a function of number of 
processors; 
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 memory usage as a function of problem 
size. 

1) Memory usage as a function of the number of 
processors:  The total memory usage M should be 
a function of the number of processors, n, and the 
problem size. This can be expressed as 
 

banM  ,                         (8)                    
 
where a and b are constants. Figure 7 shows the 
total memory usage M as a function of processors. 
The increase is clearly linear and eq. (8) is 
verified. 
 

 
 
Fig. 7. Total memory usage as a function of 
processors. 
 
     Another way of expressing this is as average 
memory usage per processor m as 
 

cn
bm  .                            (9) 

 
This behavior for the parallel PEEC solver is 
verified by Table 4. 
 
2) Memory usage as a function of problem size: 
The expected memory usage is 
 

dcnbnM uu  2 .                (10) 
 
This is a simplification as in reality the actual 
increase is not as straightforward. This is due to 

the number of surface cells, volume cells, and 
nodes vary and the memory usage will be a more 
complicated function of these variables. The 
validity of (10) is exemplified in Fig. 8 for the 
parallel implementation using the NA approach in 
both the time and frequency domain on all the test 
cases from Table 1. Studying Fig. 8 when letting 
M be total memory usage and )( iu NNn    be 
the number of unknowns in eq. (10), the 
assumption is valid. 
 
Table 4: Average memory usage for varying 
number of processors. Simulation of reactor. 
 
 Average memory usage/proc. [MB]

Number of 
processors 

T2-900 T5-609 

 TD FD TD FD 
1 281 643 - -
2 160 303 - -
4 86 159 7 472 -
8 51 88 3 815 -

20 28 44 1 543 3 545
30 24 34 1 049 2 395

 
V. NUMERICAL TEST (II) – SURGE 

TEST 
     In order to test the parallel solver and to find 
out how large problems can be solved, a second 
numerical example is presented. The setup is a 
surge pulse that is applied to a 100_100_150 cm 
enclosure. This is a problem that requires a fine 
mesh for a large structure and a long simulation 
time for the pulse to decay. In this test, the 
enclosure is excited on the top surface with a surge 
pulse given by 
 

)()( 0
tt eeIti    ,                (11) 

Where 
2188100 I , 11354  and 647265 .  

 
The enclosure is grounded using 1Ω resistor at the 
bottom surface. For comparison, CST software has 
been used to study the same problem. Figure 9 (a) 
shows voltage distribution in the enclosure due to 
the surge test and Fig. 9 (b) a comparison of CST 
and PEEC results for the resistor current/voltage 
(due to 1Ω resistor). As can be seen, the results are 
close to overlapping. 
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     The simulation time was the main advantage of 
the PEEC simulations for this case. It was about 
31 hours with the CST (note that the CST has 
more number of points than PEEC simulation). 

 
 
Fig. 8. Total memory usage for the Nodal Analysis 
implementation when increasing the problem size 
for a fixed number of processors (30). 
 
The corresponding time with PEEC was about ten 
minutes using a sequential code (not the parallel 
implementation) for a mesh corresponding to ten 
cells per wavelength. The comparison can seem 
unfair, as often when comparing different basic 
formulations in computational electromagnetics. 
This example is an optimal PEEC-type of problem 
due to the thin, metallic walls of the enclosure 
located in free space. However, CST was used to 
validate the results and not to benchmark the 
implementation. 
     To test the parallel implementation, three cases 
with different discretization level were tested 
using the NA, time domain solver. Table 5 
describes each test case and the corresponding 
number of unknowns. As can be seen, Surge3 
contains more than a quarter of a million of 
unknowns and is the largest PEEC problem that 
has been solved using a general PEEC 
implementation capable of handling time and 
frequency domain analysis from DC to a 
maximum frequency given by the mesh. These 
problems have been designed to be large enough 
to stress the solver in both memory and 
computational complexity sense. 

     During these tests, it was always considered to 
choose an optimum number of processors, while 
using many processors for a small problem is not 
efficient and can even degrade the performance if 
the solver reaches or even pass saturation point. 
By optimum, it is meant smallest number of 
processors which can provide enough memory for 
a problem and solve the problem as fast as 
possible. Table 6 shows the simulation time, 
number of unknowns (repeated for convenience), 
memory consumption, and number of allocated 
processors for each test case. 
 

 
 

(a) 
 

 
 

(b) 
 
Fig. 9. Surge voltage simulation result at 1.8μs 
after impulse test (a) and comparison of PEEC and 
CST resistor current (b). 
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Table 5: Surge test characteristics. 
 

Number of 
Test surface cells 

(charge basis function) 
volume cells 

(current basis function) 
unknowns 

(total) 
nodes 

Surge 1 10 404 20 400 30 804 10 200
Surge 2 48 884 96 880 145 764 48 400
Surge 3 89 244 177 240 266 484 88 800

 
 

Table 6: Total solution times and memory for NA-implementation. 
 

Test Time [s] Memory [GB] Unknowns Processors
Surge 1 45 16 30 804 80
Surge 2 677 278 145 764 120
Surge 3 8 700 931 266 484 440

 
     With the number of unknowns handled in the 
largest test case, > 250 000, many complex 
problems can be studied using the PEEC method. 
For example, pure inductance and capacitance 
calculations for geometrically complex 
geometries, R-L-C equivalent circuit extraction, 
shielding and radiation problems of new 
computational complexity. However, with more 
complex models, new challenges arise in order to 
ensure correct simulation results [29], optimal 
mesh generation, and optimal usage of 
computational resources. 

 
VI. CONCLUSION 

     In this paper the first parallel PEEC-based 
solver was presented which is applicable to 
problems formulated in both the time and 
frequency domain solving problems from DC to 
the highest frequency given by the appropriate 
mesh. The parallel PEEC-based solver is a ported 
version of the original sequential PEEC-based 
solver which uses GMM++ linear algebra package 
and is suitable for systems with shared memory 
structure such as multi-core machines. The parallel 
solver is designed to run on clusters with 
distributed memory architecture by using 
ScaLAPACK package to take advantage of any 
number of processors allocated in a parallel 
computer system. 
    The presented implementation opens up new 
doors for the solution of large problems formulates 
using the PEEC approach. In order to understand 
how parallel PEEC-based solver can improve 

solving problems, several tests were done. The 
results of these tests conclude that: 
 Using a number of processors for small 

problems will not improve the solution time 
and even can degrade the performance, due to 
saturation. 

 In general, frequency domain problems need 
more memory and are more time consuming, 
compared to time domain problems, but 
experienced larger speed-up factors when the 
number of processors was increased. 

 MNA-based solver in both time and frequency 
domain resulted better in speed-up factor than 
NA-based. 

    By using 440 processors, problems with over 
quarter of a million unknowns could be studied 
using the nodal analysis formulation in the time 
domain. The next step for the presented parallel 
implementation is to apply acceleration 
algorithms, e.g. FMM, MLFMM, QR and using 
other LAPACK-based computational libraries, 
making the program suitable for solving different 
classes of EM problems on desktop machines. 
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Abstract─ This paper provides an overview of 
recent advances of neural network modeling 
techniques which are very useful for 
RF/microwave modeling and design. First, we 
review neural network inverse modeling method 
for fast microwave design. Conventionally, design 
parameters are obtained using optimization 
techniques by multiple evaluations of EM-based 
models, which take a long time. To avoid this 
problem, neural network inverse models are 
developed in a special way, such that they provide 
design parameters quickly for a given 
specification. The method is used to design 
complex waveguide dual mode filters and design 
parameters are obtained faster than the 
conventional EM-based technique while retaining 
comparable accuracy. We also review recurrent 
neural network (RNN) and dynamic neural 
network (DNN) methods. Both RNN and DNN 
structures have the dynamic modeling capabilities 
and can be trained to learn the analog nonlinear 
behaviors of the original microwave circuits from 
input-output dynamic signals. The trained neural 
networks become fast and accurate behavioral 
models that can be subsequently used in system-
level simulation and design replacing the CPU-
intensive detailed representations. Examples of 
amplifier and mixer behavioral modeling using the 
neural-network-based approach are also presented.  
  
Index Terms─ Behavioral modeling, computer 
aided design, neural network. 
 

I. INTRODUCTION 
Neural network is an information processing 

system, which can learn from observation and 
generalize any arbitrary input-output relationship 
similar to human brain function. It has been used 
in many modeling and design applications [1], [2] 
such as vias [3], transistor [4], amplifier [5], filters 
[6–9], etc. Neural network can capture 

multidimensional non-linear device behavior 
accurately. The evaluation of a neural network 
model is also fast. These unique qualities make 
neural network a useful alternative of EM-based 
modeling.  

Models developed in the conventional 
approach are termed as forward model where the 
inputs are the physical or geometrical parameters 
such as dielectric, length, width etc. and the 
outputs are electrical parameters such as S-
parameters. For design purpose, the EM simulator 
or the forward model is evaluated repetitively in 
order to find the optimal solutions of the 
geometrical parameters that can lead to a good 
match between modeled and specified electrical 
parameters. An example of such an approach is 
[10]. Conversely, an inverse model is defined as 
the opposite to the forward model such that the 
geometrical or physical parameters become the 
outputs and electrical parameters become the 
inputs of the inverse model. The inverse model 
provides the required geometrical solution for a 
given electrical specification. This avoids 
repetitive model evaluation. 

Recently an inverse modeling methodology 
using neural network technique has been presented 
[8]. The training data for the inverse model is 
generated using a forward EM model or from 
device measurement. The training data is 
reorganized such that the geometrical parameters 
become outputs and the electrical parameters 
become inputs. A neural network model trained 
using this reorganized model becomes the inverse 
model of the original EM-model or device. 
However, this process of reorganizing data may 
lead to a non-uniqueness problem where multiple 
solutions may exist for a single input value. We 
call it a multi-valued problem. If two or more 
different input values lead to a single value in the 
forward model, then contradiction arises in the 
training data of the inverse model. As a result, 
neural network faces hard time to provide accurate 
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solution at those points. To avoid these situations 
the data is first checked for contradictions. If 
contradiction exists, the inverse data is divided 
into sub-groups such that each sub-group does not 
contain any contradictory data. Multiple sub-
models are then developed using the divided data. 
The sub-models are then combined using a special 
technique to form the overall inverse model. The 
description of various techniques is provided in 
the Section 2. 

We also review the recent advances of neural 
network approaches for behavioral modeling of 
nonlinear microwave circuits. We focus on the 
specific artificial neural network (ANN) structures 
that are capable of learning and representing 
dynamic behaviors of nonlinear circuit blocks. 
Two ANN-based techniques, i.e., recurrent neural 
networks (RNN) [11–13] and dynamic neural 
networks (DNN) [14] techniques, are described 
from the perspective of nonlinear behavioral 
modeling. Numerical examples of modeling RF 
amplifiers and mixers are included. 
 

II. INVERSE MODELING METHODS 
A.  Formulation of Inverse Model 

Let x  be an n-vector containing the inputs and 
y  be an m-vector containing the outputs of the 

forward model. Then the forward modeling 
problem can be expressed as  

 
( )y f x ,                (1) 

    
where f defines input-output relationship,  

[ ]T
1 2 3 nx x x x. . .x , and 

[ ]T
1 2 3 my y y y    .  .  .  y . Then the inverse model 

can be defined as 
 

( )y f x ,                              (2) 

where f  defines the inverse input-output 
relationship, y  and x  contains outputs and 
inputs of the inverse model respectively.  As an 
example, if   a device contain four inputs and three 
outputs then [ ]T

1 2 3 4x x x xx  and 

[ ]T
1 2 3y y y  y . If input parameters x3 and x4 are 

design parameters, e.g., iris length and width of a 
waveguide filter and y2 and y3 are electrical 
parameters, e.g., couplings of the filter, then inputs 

of the inverse model become 
[ ]T

1 2 2 3x x y yx and output vector 

becomes [ ]T
1 3 4y x x y . Figure 1 shows the 

diagrams of a neural network forward model and 
an inverse model. The inverse model of Fig. 1(b) 
is formulated by swapping partial inputs and 
outputs of the forward model of Fig. 1(a). Note 
that two input parameters and two output 
parameters are swapped. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Example illustrating neural network 
forward and inverse models, (a) forward model (b) 
inverse model. The inputs x3 and x4  (output y2 and 
y3) of the forward model are swapped to the 
outputs (inputs) of the inverse model respectively 
[8]. 
 
B. Non-Uniqueness in Inverse Training Data 

If two different input values in forward model 
lead to the same value of output then a 
contradiction arises in the training data of the 
inverse model, because the single input value in 
the inverse model has two different output values 
(therefore contradictory data). Since we cannot 
train the neural network inverse model to match 
two contradictory data simultaneously, it is 
important to detect the existence of contradictions. 

Detection of contradiction would have been 
straightforward if the training data were generated 
by deliberately choosing different geometrical 
dimensions such that they lead to the same 
electrical value. However in practice, the training 
data are not sampled at exactly those locations. 
Therefore, we develop numerical criteria to detect 
the existence of contradictions. We calculate the 
slope between samples within a specific 
neighborhood. A slope between two samples was 
calculated by dividing the normalized difference 

  x1    x2    y2   y3 

     y1     x3     x4 

 x1    x2    x3   x4 

     y1     y2      y3 
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of the y-values of the two samples with the 
normalized difference of the x-values of the two 
samples. If any of the slopes becomes larger than 
some user defined threshold value, then the data 
may contain contradictory samples. In that case we 
need to divide the data into groups such that the 
individual groups do not contain any 
contradiction. In this way we solve the problem of 
non-uniqueness of input-output relationship and 
thus contradictory sample in the inverse training 
data. 
 
C.  Method to Divide Inverse Training Data 

If existence of contradictions is detected in 
training data, we perform data preprocessing. All 
the data samples, even though contradictory, are 
useful information and should not be deleted from 
the training data. In our method, we divide the 
data into groups so that contradictory samples are 
separated into different groups and the data in each 
group becomes free of contradiction.  We divide 
the overall training data into groups based on 
derivatives of outputs vs. inputs of the forward 
model. Because variations in the output response 
changes directions with the change of input 
variables and multivalued problems occur when 
the response changes to a reverse direction. Thus 
derivative information is a logical criterion to 
detect such reverse phenomena. Let us define the 
derivatives of inputs and outputs that have been 
exchanged to formulate the inverse model, 
evaluated at each sample, as, 

 
( )k

i

j

y
x 


 x x

, yi I and xj I ,            (3) 

where, 1,2,3,..., sk N , Ns is the total number of 
training samples,  Ix is  an index set containing the 
indices of inputs of forward model that are moved 
to the output of inverse model, and Iy is the index 
set containing the indices of outputs of forward 
model that are moved to the input of inverse 
model. The entire training data should be divided 
based on the derivative criteria such that training  
samples satisfying 

( )k

i

j

y
x







 x x
,        (4) 

belong to one group and training samples 
satisfying 

( )k

i

j

y
x





 

 x x
,  (5) 

belong to a different group, where   is zero or a 
small positive number. This method exploits 
derivative information to divide the training data 
into groups. We compute the derivatives by 
exploiting adjoint neural network technique [15]. 
Multiple neural networks are then trained with the 
divided data. Each neural network represents a 
sub-model of the overall inverse model. 
 
D.  Method to Combine Inverse Sub-Models 

We need to combine the multiple inverse sub-
models to reproduce the overall inverse model. For 
this purpose a mechanism is needed to select the 
right one among multiple inverse sub-models for a 
given input x . For convenience of explanation, 
suppose x is a randomly selected sample of 
training data. Ideally if x belongs to a particular 
inverse sub-model then the output from it should 
be the most accurate one among various inverse 
sub-models. Conversely the outputs from the other 
inverse sub-models should be less accurate if x  
does not belong to them. However, when using the 
inverse sub-models with general input x  whose 
values are not necessarily equal to that of any 
training samples, the value from the sub-models is 
the unknown parameter to be solved. So we still 
do not know which inverse sub-model is the most 
accurate one. To address this dilemma, we use the 
forward model to help deciding which inverse sub-
model should be selected. If we supply an output 
from the correct inverse sub-model to an accurate 
forward model we should be able to obtain the 
original data input to the inverse sub-model.  

In our method input x  is supplied to each 
inverse sub-model and output from them is fed to 
the accurately trained forward model respectively, 
which generate different y . These outputs are then 
compared with the input data x . The inverse sub-
model that produces least error between y and x  
is selected and the output from corresponding 
inverse sub-model is chosen as the final output of 
the overall inverse modeling problem. 

We include another constraint to the inverse 
sub-model selection criteria. This constraint 
checks for the training range. If an inverse sub-
model produces an output that is located outside 
its training range, then the corresponding output is 
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not selected. If the outputs of other inverse sub-
models are also found outside their training range 
then we compare their magnitude of distances 
from the boundary of training range. An inverse 
sub-model producing the lowest distance is 
selected in this case.  

 
III. ANN-BASED DYNAMIC 

BEHAVIORAL MODELING OF 
MICROWAVE CIRCUITS 

A. Recurrent Neural Networks (RNN) for 
Time Domain Modeling 

Conventional feed-forward neural networks 
(FFNN) [1] are well known for their learning and 
generalization capabilities. However, they are only 
suitable for mapping static input-output 
relationships. To model nonlinear circuit responses 
in time-domain, a neural network that can include 
temporal information is necessary. RNNs have 
been found to be a suitable candidate to 
accomplish this task. In the past, RNNs were 
successfully used in various engineering 
applications such as system control, speech 
recognition, etc [16]. For microwave dynamic 
modeling, the structure of a typical RNN is shown  

… … …

…

FFNN

y((k-1)T-)

u(kT)

   

u((k-1)T)

Time-independent 
parameters (p)

y(kT-)

y((k- My)T-)

Hidden 
Neurons

RNN

u((k-Mu)T)

… … …

…

FFNN

y((k-1)T-)

u(kT)

   

u((k-1)T)

Time-independent 
parameters (p)

y(kT-)

y((k- My)T-)

Hidden 
Neurons

RNN

u((k-Mu)T)

 
 
Fig. 2.  RNN structure with output feedback (My). 
The RNN is a discrete time structure trained with 
sampled input-output data [12]. 
in Fig. 2 [12]. The RNN inputs include time-
varying inputs u and time-independent inputs p. 
The RNN outputs are the time varying signal y. 
The input layer of the FFNN contains buffered 
(time-delayed) history of y fed back from the 
output layer, buffered history of u, and p. The 
hidden layer contains neurons with sigmoid 

activation functions. The FFNN outputs are linear 
functions of the responses of hidden neurons in the 
hidden layer. Let the trainable parameters of the 
RNN be denoted as w. As can be observed from 
Fig. 2, the overall RNN structure, including both 
the FFNN part and feedback connections, realizes 
the following nonlinear dynamic relationship [12] 

 

FFNN

( )
f ( (( ) ),..., (( ) ),
    ( ), (( ) ),..., (( ) ), , )

y

u

kT
k 1 T k M T

kT u k 1 T k M T


 


    

 

y
y y

u u w p
   (6) 

 
where k is the index for time step, T is the time 
step size, and  is a delay element. The number of 
delayed time steps yM  and uM , of y  and u 
respectively, represent the effective order of 
original nonlinear circuit as seen from input-output 
data. FFNNf represents a static mapping function 
that could be any of the standard FFNN structures, 
e.g., a multilayer perceptron (MLP) neural 
network [1]. The formulation (6) is a 
generalization over the conventional RNN 
structure [13] by introducing the extra delay  , 
which represents the delay between the input and 
output signals [12]. It has been found that this 
modified structure could help simplify the overall 
training of the model. 
 
 
B. Dynamic Neural Networks (DNN) for 
Nonlinear Behavioral Modeling  

For the purpose of circuit simulation, the most 
ideal format to describe nonlinear dynamics is the 
continuous-time domain formulation. In theory, 
this format best describes the fundamental essence 
of nonlinear behavior and in practice it is flexible 
to fit most or all the needs for nonlinear circuit 
simulation. On the other hand, for large-scale 
nonlinear microwave circuits, the detailed state 
equations [14] could be too complicated, 
computationally expensive, and sometimes even 
unavailable at system level. Therefore, a 
simplified (reduced order) model approximating 
the same dynamic input-output relationships is 
highly required. With these motivations, DNN 
technique [14] was presented for large-signal 
modeling of nonlinear microwave circuits and 
systems. Let Nd be the order of DNN representing 
the reduced order for original nonlinear circuit. Let 
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vi be a Ny-vector, i = 1,2,…,Nd. Let ANNg  
represent an MLP neural network [1], where input 
neurons contain y, u, their derivatives d iy/dt i, i=1, 
2, …, Nd -1, and d ku/dt k, k=1,2, …, Nd, and the 
output neuron represents d dN Nd /dty . In [14], the 
DNN model was formulated as 
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(7) 

 
where inputs and outputs of the DNN model are 

( )tu  and  1( )  ( )t ty v , respectively. The overall 
DNN model is in a standardized format for typical 
nonlinear circuit simulators. For example, the left-
hand-side of the equation provides the charge or 
the capacitor part, and the right-hand-side provides 
the current part. This format is the standard 
representation of nonlinear components in many 
harmonic balance (HB) simulators. In this way, 
DNN can provide dynamic current-charge 
parameters for general nonlinear circuits with any 
number of internal nodes in original microwave 
circuit [14]. The DNN technique has been 
successfully used in modeling of nonlinear 
microwave circuits such as mixers and amplifiers. 
The trained DNN behavioral models were also 
used to facilitate fast high-level HB simulations of 
circuits and systems. As a recent advance, the 
work in [17] introduced a mathematical way to 
determine the order of the DNN formulation from 
the training data.  A further enhancement is made 
in [18] where a modified HB formulation 
incorporating constraint functions was presented 
to improve the robustness and efficiency of DNN-
based HB simulation of high-level nonlinear 
microwave circuits. 
 

IV. EXAMPLES 
A. Development of Inverse Models for 
Waveguide Filter 

Inverse models of a dual mode waveguide filter 
are developed. According to [8], the filter is 
decomposed into three different modules each 

representing a separate filter junction. Neural 
network inverse models of these junctions were 
developed separately using the proposed 
methodology.  

The first neural network inverse model of the 
filter structure is developed for the internal 
coupling iris. The inverse model is formulated as 

 

4[ ] [ ]T T
3 4 3 v h v hx x y y L L P P y     (8) 

2[ ] [ ]T T
1 2 1 23 14x x y y D f M Mo x .   (9) 

 
where D is the circular cavity diameter, fo is the 
center frequency, M23 and M14 are coupling values, 
Lv and Lh are the vertical and horizontal coupling 
slot lengths and Pv and Ph are the loading effect of 
the coupling iris on the two orthogonal modes, 
respectively. After formulating the inverse model 
training data were generated and the entire data 
was used to train the inverse model. Direct 
training produced good accuracy in terms of least 
square (L2) errors. However the worst-case error 
was large. Therefore in the next step the data was 
segmented into four sections. Models for these 
sections were trained separately, which reduced 
the worst-case error. The final model accuracy of 
the two methods is shown in Table 1. We can 
improve the accuracy further by splitting the data 
set into more sections and achieve as accurate 
result as required.  

The second inverse model of the filter is the IO 
iris model. The input parameters of IO iris inverse 
model are circular cavity diameter D, center 
frequency fo, and the coupling value R. The output 
parameters of the model are the iris length L, the 
loading effect of the coupling iris on the two 
orthogonal modes Pv and Ph, and the phase loading 
on the input rectangular waveguide Pin. The 
inverse model is defined as  

 
 4[ ] [ ]T T

3 2 3 v h inx y y y L P P P y      (10) 

[ ] [ ]T T
1 2 1x x y D f Ro x . (11) 

 
Four different sets of training data were 

generated according to the width of iris using 
mode-matching method. Each set was trained and 
tested separately using the direct inverse modeling 
method. The result of these direct inverse 
modeling is listed in Table 1. In the conventional 
direct method, L2 errors are acceptable but the 
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worst-case error is high. To reduce the worst-case 
error we split the first set of data into several 
segments and trained separately. These models 
produced acceptable accuracy. Same method was 
applied to the rest of the three models. The result 
is presented in Table 1, which shows that the 
proposed methodology produce more accurate 
result than the direct modeling method.  

The last neural network inverse model of the 
filter is developed for tuning screw model. The 
input parameters of this model are circular cavity 
diameter D, center frequency fo, the coupling 
between the two orthogonal modes in one cavity 
M12, and the difference between the phase shift of 
the vertical mode and that of the horizontal mode 
across the tuning screw P. The model outputs are 
the phase shift of the horizontal mode across the 
tuning screw Ph, coupling screw length Lc, and the 
horizontal tuning screw length Lh.  The inverse 
model is formulated as  

[ ] [ ]T T
3 3 4 h h Cy x x P L L y     (12)  

[ ] [ ]T T
1 2 1 2 12x x y y D f M Po x .  (13) 

 
All four techniques in Section II were applied to 
develop this model. The final model result is 
presented in Table 1, which shows that the 
accuracy of the tuning screw model is improved 
drastically using the proposed method. Minor 
improvement is realized for the coupling iris 
model in terms of L2 error (the improvement is 
mostly realized in terms of worst-case error), 
because the input-output relationship of this model 
is relatively simpler than that of the tuning screw 
model. The proposed method becomes more 
efficient and effective for complex devices. 

Three-layer multilayer perceptron neural 
network structure was used for each neural 
network model and quasi-Newton training 
algorithm was used to train the neural network 
models. Testing data were used after training the 
model to verify the generalization ability of these 
models.  Automatic model generation algorithm of 
NeuroModelerPlus [19] was used to develop these 
models, which automatically train the model until 
model training, and testing accuracy was satisfied. 
The training error and test errors were generally 
similar because sufficient training data was used in 
the examples. 

Table 1: Comparison of error between 
conventional and proposed method for waveguide 
filter model [8]. 

Waveguide 
junctions 

Inverse 
modeling 
methods 

Model error (%) 

L2 Worst 
case 

Coupling iris Conventional 0.46 14.2 
 Proposed 0.32 7.20 
IO iris Conventional 1.30 54.0 
 Proposed 0.45 18.4 
Tuning screw Conventional 7.51 94.25 
 Proposed 0.59 8.10 

 

B. Dual Mode 6-pole Waveguide Filter Design 
Using the Developed Neural Network Inverse 
Models 

In this example we design a 6-pole waveguide 
filer using the proposed methodology [8]. The 
filter center frequency is 12.155 GHz, bandwidth 
is 64 MHz and cavity diameter is chosen to be 
1.072". In addition to the three inverse models that 
were developed in Example A, we developed 
another inverse model for slot iris. The inputs of 
the slot iris model are cavity diameter D, center 
frequency fo and coupling M and the outputs are 
iris length L, vertical phase Pv and horizontal 
phase Ph. The normalized ideal coupling values are  

 
         R1  = R2 = 1.077 

0 0.855 0 0.16 0 0
0.855 0 0.719 0 0 0

0 0.719 0 0.558 0 0
0.16 0 0.558 0 0.614 0
0 0 0 0.614 0 0.87
0 0 0 0 0.87 0






 
 
 
 
 

M  . 

     (14) 
Irises and tuning screw dimensions are 

calculated by the trained neural network inverse 
models developed in Example A. The filter is 
manufactured and tuned by adjusting irises and 
tuning screws to match the ideal response and the 
dimensions are listed in Table 2. Very good 
correlation can be seen between the initial 
dimensions provided by the neural network 
inverse models and the measured final dimensions 
of the fine tuned filter. Figure 3 presents the 
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response of the tuned filter and compares with the 
ideal one showing a perfect match between each 
other. 
 
Table 2: Comparison of dimensions obtained from 
EM model, neural network inverse models and 
measurement of the tuned 6-pole filter [8]. 

Filter 
Dimensions 

 
EM 

Model 
(inch) 

 
Neural 
Model 
(inch) 

 
Measurement 

(inch) 
 

IO irises 0.352 0.351 0.358 
M23 iris 0.273 0.274 0.277 
M14 iris 0.167 0.170 0.187 
M45 iris 0.261 0.261 0.262 
Cavity 1 
length 

1.690 1.691 1.690 

Tuning 
screw 

0.079 0.076 0.085 

Coupling 
screw 

0.097 0.097 0.104 

Cavity 2 
length 

1.709 1.709 1.706 

Tuning 
screw 

0.055 0.045 0.109 

Coupling 
screw 

0.083 0.082 0.085 

Cavity 3 
length 

1.692 1.692 1.692 

Tuning 
screw 

0.067 0.076 0.078 

Coupling 
screw 

0.098 0.097 0.120 

 
The advantage of using the trained neural 

network inverse models is also realized in terms of 
CPU time compared to EM models. An EM 
simulator can be used for synthesis, which requires 
typically 10 to 15 iterations to generate inverse 
model dimensions. The time to obtain the 
dimensions using EM method is approximately 
6.25 minutes compared to 1.5 milliseconds for the 
neural network inverse method. 
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Fig. 3. Comparison of the 6-pole filter response 
with ideal filter response. The filter was designed, 
fabricated, tuned and then measured to obtain the 
dimensions [8]. 
 
C. Development of Behavioral Models for a 
Power Amplifier Using RNN Technique 

Here we present an example of ANN-based 
behavioral modeling where the RNN is used for 
modeling AM/AM and AM/PM distortions of a 
power amplifier [12]. The circuit to be modeled is 
an RFIC power amplifier in Agilent ADS [20], 
which is represented by a detailed transistor-level 
description. The training data are generated using 
a 3G WCDMA input signal with average power 
(Pav) of 1 dBm and center frequency of 980 MHz. 
The channel bandwidth (chip rate) is 3.84 MHz. 
Two RNN models, namely the In-phase RNN (K1) 
and the Quadrature-phase RNN (K2), are 
individually developed using 1025 input-output 
samples representing 256 symbols from ADS. The 
RNN models are trained in a step-wise manner 
using the automatic model generation algorithm 
[12], where the size (number of hidden neurons) 
and the order of the RNNs are automatically 
adjusted depending on the training status.  After 
the RNN models achieve a good learning, for 
testing signals not considered in training, the 
AM/AM and AM/PM distortions can be faithfully 
modeled by the RNNs, as shown in Fig. 4(a) and 
Fig. 4(b), respectively.  An additional benefit of 
using RNN behavioral models is the improved 
speed over conventional circuit simulators. For the 
RFIC amplifier example, ADS takes 
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approximately 100 seconds to run the entire 
envelope simulation for the 3G WCDMA input 
whereas each RNN only takes 0.16 seconds to 
reproduce accurately the output for the same 3G 
WCDMA input.  

 
(a) 

 
(b) 

Fig. 4. (a) AM/AM distortion between ADS and 
RNN power amplifier (PA) behavioral model. (b) 
AM/PM distortion between ADS and RNN PA 
behavioral model [12]. 

 

D.  Development of Behavioral Models for a 
Mixer Using DNN Technique 

This example, based on [14], illustrates DNN 
modeling of a mixer. The circuit internally is a 
Gilbert cell with 14 NPN transistors in ADS [20]. 
The dynamic input and output of the model was   
defined in hybrid form as u = [vRF, vLO, iIF]T and y 
= [iRF, vIF]T,  where vRF, vLO,and vIF  are the voltage 
values of radio frequency, local oscillator (LO), 
and inter-mediate frequency, iIF and iRF are the 

current values of intermediate frequency and radio 
frequency, respectively. The DNN model includes, 
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( ) ( 1)

( ) = [ ( ), ( ), , ( ), 
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(16)         

where n is the order of the DNN. 
The training data were generated by varying the 

RF input frequency and power level from 11.7 
GHz to 12.1 GHz with a step-size of 0.05 GHz and 
from -45 dBm to -35 dBm with a step-size of 2 
dBm respectively. Local oscillator signal was 
fixed at 10.75 GHz and 10 dBm. Load was 
perturbed by 10% at every harmonic in order to 
allow the model learn the loading effects. The 
DNN was trained with different number of hidden 
neurons as shown in Table 3. Testing was done in 
ADS [20] using input frequencies from 11.725 
GHz to 12.075 GHz with a step-size of 0.05 GHz 
and power levels at -44 dBm, -42 dBm, -40 dBm, -
38 dBm, -36dBm. The agreement between model 
and ADS was achieved in time and frequency 
domains even though those test information was 
never seen in training. Figure 5 illustrates a 
comparison between the output of the DNN model 
and the ADS solution in time-domain.  
 
Table 3: DNN accuracy from different training for 
the mixer example [14]. 
No. of Hidden 

Neurons in 
Training (n=4) 

Testing Error 
for Time 

Domain Data 

Testing Error 
for Spectrum 
Domain Data 

45 8.7E-4 6.7E-4 
55 4.6E-4 2.0E-4 
65 6.5E-4 4.6E-4 
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Fig. 5 Mixer vIF output: time-domain comparison 
between DNN (—) and ADS solution of original 
circuit (o). Good agreement is achieved even 
though such data were never used in training [14]. 
 
 

V. CONCLUSION 
We have reviewed recent advances of neural 

network modeling techniques for fast modeling 
and design of RF/microwave circuits. Inverse 
modeling technique is formulated and non-
uniqueness of input-output relationship has been 
addressed. A method to identify and divide 
contradictory data has been proposed. Inverse 
models are divided based on derivatives of 
forward model and then trained separately to 
produce more accurate inverse sub-models. A 
method to correctly combine the inverse sub-
models is presented. The proposed methodology 
has been applied to waveguide filter modeling and 
design. Very good correlation was found between 
neural networks predicted dimensions and that of a 
perfectly tuned filter following the EM method. 
We have also reviewed recurrent neural network 
and dynamic neural network modeling techniques. 
These time-domain neural networks are trained to 
learn the nonlinear dynamic input-output 
relationship based on the external circuit signals. 
The resulting neural network models are fast and 
accurate to predict the behavior of RF and 
microwave circuits. 
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Abstract─ The high-frequency method for solving 
the scattering from electrically large conductive 
targets in half space is presented in this paper. The 
high-frequency method is deduced by introducing 
the half-space Green’s function into the 
conventional method of physical optics, method of 
equivalent currents. Combined with the graphical-
electromagnetic computing method and ray tracing 
technique that account for shadowing and multiple 
scattering in half space, one may calculate the 
radar cross-section of a conductive target object in 
a half space. The numerical results show that this 
method is efficient and accurate.  
  
Index Terms─ Half-space physical optics 
(HFPO), half-space Equivalent Edge Currents 
(HFEEC), graphical-electromagnetic computing, 
radar cross section (RCS). 
 

I. INTRODUCTION 
With the development of electromagnetics, 

researchers have directed significant attention 
toward targets in half space, especially the 
electrically large PEC targets above the earth or 
the sea, such as geophysical, remote sensing, wave 
propagation. A variety of RCS prediction 
softwares have been widely used for interactive 
modeling, design, and analysis of aircraft with 
RCS specifications in free space [1], which are 
based on the high-frequency techniques [2-7] and 
provide an efficient tool to obtain real-time results. 
However, how fast and accurate it is to calculate 
the radar cross section of half-space targets is still 
a challenging problem, in particular, the objectives 
of great size. 

Numerous authors have derived a variety of 
methods which are used for computing the radar 
cross section (RCS) of complex radar targets in 
half space. The scattering fields of the targets in 

half space could be computed by using the Finite 
element method (FEM) [8], Finite-difference time-
domain methods (FDTD) [9], but they cause some 
difficulties in the solution procedure such as the 
discrete space need for a huge number of grids in 
the solution procedure [10]. Some researchers try 
to combine the half-space Green’s function with 
the Method of moment (MOM), or fast multipole 
method (FMM) to consider the electrically large 
targets in half space [11], but this also requires 
more mass storage memory in general personal 
computer, which results in lower processing speed 
and more computing time. 

In addition, Johnson and others clarify an 
accuracy of a “four-path” model which includes 
single scattering effects only [12]. The results 
show that the four-path model provides reasonable 
predictions. The above methods have provided us 
with a better idea to solve the targets in half space. 

 

 
 
Fig. 1. a plane wave illuminating an arbitrarily 
shaped 3-D object located above a lossy half 
space. 
 

In this paper, an improved high-frequency 
method is presented for analysis of scattering from 
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electrically large targets in a half space. Based on 
the analysis of the scattered field due to the facet's 
surface in half space [13-14], we have further 
introduced the high-frequency method into the 
wedges of conductive targets with electrically 
large size in half space. Furthermore, the facets 
illuminated by the ground reflected wave were 
also added to the contributions from the firstly 
illuminated facets. Therefore, inclusion of returns 
from these in the overall return is an important 
process, and one should be aware of their 
magnitude. 
 

II. THEORY 
As shown in Fig. 1, consider an arbitrarily 

shaped object illuminated by a plane wave in a 
half space, and surface S is assumed to represent a 
closed surface of a target. 

This paper deals with RCS analysis where it is 
implicitly assumed that the radar frequency is high 
enough such that the corresponding wavelength is 
small compared to the physical dimensions of the 
scattering body. Therefore we use the term 
complex body to imply also a body with large 
electric dimensions. Thus the scattering 
calculations are in the high-frequency region. Due 
to the poor rate of convergence of the moment 
method when applied to electrically large bodies 
(in addition to its requirement for a large 
computer), it is logical to use the high-frequency 
method. 

The classical high-frequency techniques for 
RCS prediction are based on a target model in 
terms of facets and wedges [1]. Besides we 
included the correction in our calculations by 
accounting for the currents that are induced on a 
target that was illuminated by the ground reflected 
wave. Thus, the term for the overall scattered field 
from a complex body may be written as: 

 
Total scattered field sE  = scattered fields from 

facets sfaceE + scattered fields from wedges swedgeE  
+ scattered fields from ground reflected wave srefE  

 
When calculating these fields, one may precede 

by using magnetic or electric field integral 
equation formulations. The following calculations 
are presented in terms of electric field 
formulations. 
 

A. Graphical Processing in Half-Space 
The GRECO method was introduced by Rius in 

1993 [3]. It can be integrated with CAD geometric 
modeling packages and high-frequency theory for 
RCS predictions. Using the hardware graphics 
accelerator, hidden surfaces of the image have 
been previously removed. 

To the fixed screen, the calculation complexity 
is not varied with the complexity and dimension of 
targets. The targets are rebuilt by displaying lists 
technology of OpenGL and hidden surfaces of the 
image have been previously removed by the 
hardware graphics accelerator. Then we make use 
of the resolution to disperse the curve face into 
pixels that satisfy the requirement of the 
electromagnetic calculation, meanwhile, the scene 
is rendered using the Phong local illumination 
model [3]. 

 
Fig. 2. Rendered image of tank in half space at the 
workstation screen. Six red, blue, and green light 
sources are located on positive and negative axis. 
The blending of the three colors at each pixel of 
the two images is equal to the positive and 
negative components of the unit normal. 
 

For three light sources of purely green, red and 
blue colors, respectively, located over each one of 
the three coordinate axes, the three color 
components for this pixel are equal to the 
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),,( zyx nnn  components of the unit normal to 
surface.  

As shown in Fig. 3, in order to show that this 
method is efficient and accurate, we have returned 
to the calculated unit normal on the surface and 
have a good agreement with actual results. 
Meanwhile, the depths of each pixel are obtained 
in the same way. The depth of each pixel is equal 
to the distance between the observer and each 
surface element. 
    

 
Fig. 3.  Calculated unit normal distribution of the 
sphere in half space. The incident wave direction 
is 0,0  incinc  . 
 

Edges are detected on the target image as 
discontinuities of the unit normal to the surface 
when the z coordinates remain continuous. It must 
be noted that eclipsed surfaces may also produce 
discontinuities in the normal to the surface, but in 
that case the z coordinate would be discontinuous. 

Obtaining the unit normal and edge parameters 
of each illuminated pixel of the target, the radar 
cross section of conductive targets can be exactly 
calculated with the half-space high frequency 
method. 
 
B. Facet Scattering in Half-Space 

The scattered electric field sfE  from an 
arbitrary facet is based on the following form for 
the electric field integral equation. 

    SrVrr esf  ,,jω ,           (1) 
where A  and eV  represent electric vector and 
scalar potentials.  

 According to the high-frequency theory, we 
can get the accurate surface current by applying 
physical optics approximations over illuminated 
surface in half space. Through the proper 
boundary conditions, the surface current can be 
represented as: 

                     iHn2)'rJ(  ˆ ,                           (2) 
where n̂  is the inward surface unit normal and 

iH is the polarization unit vectors for incident 
magnetic field. 

In order to solve the scattering fields of the 
electrically large PEC targets in half space, the 
half-space Green’s function was introduced into 
the high-frequency method. The half-space 
Green’s function can be impressed by the vector 
and scalar potentials, and the vector potential is 
not uniquely specified. In this paper, we express it 
as follows [15]: 

  zz
A

zy
A

zx
A

xx
AA GGGG zzyzxzyyxxG ˆˆˆˆˆˆˆˆˆˆ     (3) 

with 
          yy

A
xx
A GG  , qe

y
qe
x GG  .                (4) 

Here, xx
AG , zx

AG , zy
AG  and zz

AG  denote the spatial 
domain half-space Green’s function for the electric 
vector potentials; qe

xG , qe
yG  and qe

zG  denote the 
spatial domain half-space Green’s function for the 
electric scalar potentials. 

In order to obtain the half-space Green’s 
function, we compute the vector and the scalar 
potentials by the discrete complex image method. 
Through the Sommerfeld identity, a closed-form 
spatial Green’s function of a few terms is found 
from the quasi-dynamic images, the complex 
images, and the surface waves [15-16]. 

 
 
Fig. 4. The paths 1Cap  and 2Cap  used in two-
level approximation. 
 

435 ACES JOURNAL, VOL. 25, NO. 5, MAY 2010



To obtain the spatial-domain Green’s functions 
in closed forms, it would be useful to give the 
definition of the spatial-domain Green’s function 

     
dkkkHkGG

SIP

2
0

~
4
1
 ,            (5) 

where, G  and G~  are the Green’s function in the 
spatial and spectral domains, respectively.  2

0H  is 
the Hankel function of the second kind and SIP is 
the Sommerfeld integration path. 

To alleviate the necessity of investigating the 
spectral-domain Green’s functions in advance and 
the difficulties caused by the trade-off between the 
sampling range and the sampling period, the 
approximation is performed in two levels. The first 
part of approximation is performed along the path 

1Cap  while the second part is done along the 
path 2Cap as shown in Fig.4. The main 
formulations may refer to [17-18]. 

It is permissible to express the vector and the 
scalar potentials as follows: 

      
S

A0 dS'r'Jr'r,GμrA                          (6)                       
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where r and r  represent the position vectors for 
the observation point and the increment area Sd  , 
respectively, and 0u  and 0  denote the free-space 
permeability and permittivity, respectively. 

The half-space Green’s function has been 
introduced into the physical optics method to 
consider the scattering of electrically large 
conductive targets in half space. Combined with 
the graphical-electromagnetic computing 
(GRECO) method, the shadow regions have been 
previously removed by the hardware graphics 
accelerator, and the geometry information is 
obtained by reading the color and depths of each 
pixel. 

To apply the far-field approximation, that is, the 
observation point is located far enough from the 
scattering object, we could substitute (2), (3) into 
the scattered field sfE  due to the facet's surface, 
which leads to the equation: 
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(8) 
     

Equation (8) is then calculated for every 
illuminated facet and the complex RCS due to 
scattering from every illuminated facet is 
calculated as [19]: 

          )jkRexp(
E

êER2lim
o

rsf
R





,         (9) 

where )jkRexp(  is a phase term that has been 
introduced into the equation in order to account for 
the facet location with respect to the global 
coordinate system. Here, R is the position vector 
for the facet’s reference vertex with respect to the 
global coordinate system. 
 
C. Wedge Scattering in Half-Space 

According to the high-frequency method, the far 
field scattered from a wedge can be assumed as 
radiated by an equivalent line current located on 
the edge. This equivalent current depends on both 
the directions of incidence and observation relative 
to orientation of the edge, so that its value is not 
constant along the edge. F and mV  represent 
magnetic vector and scalar potentials. 

The MEC (Method of Equivalent Currents) is 
an integrative technique dealing with radiation 
integrals. The source of the diffracted field is now 
ascribed to fictitious equivalent currents, both 
electric and magnetic currents flowing along the 
edge. This approach has been investigated by 
many authors.  Here, the main formulations are 
presented. For detailed derivations, the interested 
reader may refer to [20-21]. The electric and 
magnetic equivalent currents can be represented 
as: 

si0

einc
e sinβsinβkZ

)DEt̂j2(
I


  ,                   (10) 

si0

minc
m sinβsinβkY

)DHt̂j2(
I


  ,                  (11) 

where Y=1/Z is the admittance of the medium, and 
me D,D is the soft, hard scalar diffraction 

coefficient [3]. 
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Fig. 5. The reflected field of the ground and wedge 
in half space. 
 
   The HFEEC (high-frequency equivalent electric 
current) depend on the angles ,  , r , defined in 
Fig. 5. These angles were computed from the 
knowledge of the unit normal to both faces of the 
edge as follows: 

)n.n(cos 21
1    ,                   (12) 
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xr ttsin   ,                    (13) 
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


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where t is the unit vector along the edge direction. 
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nn
nnt̂




 .                        (15) 

But it is not appropriate to calculate the 
scattering field from the ground by three-
dimensional Green's function. In order to solve the 
scattering fields in half space, the half-space 
Green’s function is introduced to calculate the 
contributions of scattering between the target and 
the ground plane.  

As shown in Fig. 5, on the basis of the electric 
vector potentials, we consider the impact of the 
spatial domain half-space Green’s function for the 
magnetic vector potentials. 

  zz
F
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zx
F

xx
FF GzzGyzGxzGyyxxG ˆˆˆˆˆˆˆˆˆˆ     (16) 

with 
                              yy

F
xx
F GG  ,                       (17) 

where xx
FG , zx

FG , zy
FG and zz

FG denote the spatial 
domain half-space Green’s function for the 
magnetic vector potentials; 

 It is permissible to express the vector and the 
scalar potentials as follows: 
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and substitute (17), (18), (19) into the wedge 
scattered field swE . 
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Here, A  and eV  represent electric vector and 
scalar potentials, F represents the magnetic 
vector potential, which leads to the equation: 
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The scattered electric field for the M 
illuminated wedge is defined as Equation (23) and 
the complex RCS due to scattering from every 
illuminated wedges is calculated as Equation (9).  
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Therefore, the overall RCS for the complex 
body, assuming only first-order terms, is 
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D. Multiple Scattering in Half-Space 

Calculating the contributions of multiple 
scattering in half space is a formidable task. 
However, describing the complex geometry in 
terms of facets significantly reduces the problem. 
The multiple scattering contributions between the 
land and the targets are primarily expressed in 
terms of facet-facet interactions. 

Multiple interactions between the target and the 
half-space interface are important when the target 
is near the interface. In the past, this issue is often 
ignored. 
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The field previously considered only incident is 
not enough, so the reflected field and the impact of 
multiple interactions must be taken into account. 
Consider a plane wave: 

,ˆˆˆ

,ˆ)( ˆ
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ii
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qE
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 jkeEr                 (25) 

where 0E  is the amplitude of incident field, î is 
the incident direction, and ii h,v ˆˆ  are the 
polarization vectors for incident electric and  
magnetic fields. 

With 
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iiii  sinẑ)sinŷcosx̂(cosîĥv̂ ii .         (28) 
The field can be calculated for orientation that is 

needed to study electromagnetic wave interaction 
with interface. The algorithm for this case is 
composed of two major steps. 

 
1) Ray-tracing technique.  
In order to apply the planar reflection 

coefficients reflection coefficients for the 
transverse electric (TE)  and the transverse 
magnetic (TM) case  , the incident field needs to 
be decomposed into its TE and TM components. 
Using subscript c to denote local coordinates (see 
Fig. 6), the incident field can be written as: 
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ii
1

ˆ)ˆE(ˆ)ˆE(E 


.                 (29) 
The reflected field is then given by 
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.             (30) 
The reflected field is easily found once i

c̂  and i
c̂  

are determined in terms of the global xyz 
coordinate in region I. 

Once the ray paths from region I to region II are 
found, the field amplitude along the ray can be 
determined by geometrical optics [22]. Then, a 
ray-tracing technique is applied to the selected 
facet to compute the phase delay due to multiple 
bounce between the facets of the pair. 

 
2) Physical Optical.  
The multiple scattering contributions for 

selected facet in regionⅡ are computed by using a 
generalized form of Knott’s calculations for an 
obtuse rectangular dihedral corner reflector [23]. 

His calculations were extended to account for the 
general case, in which the shape of the facet of the 
pair is quadrilateral or triangular. Computed 
contributions are then added to the overall fields in 
Equation (24). 

 

 
 

Fig. 6. The multiple scattering between the ground 
and target in half space. 
 

 
III. RESULTS 

When the object is calculated with the high-
frequency method from the simple targets to the 
complex ones in half space, the CPU time for the 
RCS prediction is spent only on the 
electromagnetic part of the computation while the 
more time-consuming geometric model 
manipulations are left to the graphics hardware. 
Regardless of whether the targets are simple or 
complex ones, the scattering field of each 
illuminated pixel is calculated in the same way. 
Combined with the half-space Green’s function, 
the high-frequency approximations to RCS 
prediction is easily computed from the knowledge 
of the unit normal at the illuminated targets in half 
space.  

If we consider the simulation of complex 
electrically large size ( λl  ) targets with HFSS 
software, it is very easy to exceed the existing 
computer memory space, so we first compare with 
the results of the calculation and the simulation of 
the simple electrically large size targets in half 
space, and apply this algorithm to the complex 
ones in half space. 

To ensure correlation with computations, 
special attention was given to the accuracy of 
model construction. Illustrations of the verification 
work are presented in the following sections. 
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A. Half Space and Free Space 
Figure 7 shows a perfectly conducting pyramid 

(  55 ) is placed 4/  above the soil. Here,   
represents the wavelength in the vacuum. The soil 
has a relative dielectric permittivity 0.4r  , 
relative magnetic permeability 0.1r  . The 
agreement is excellent.  

There is good fit between the prediction of the 
derivation equation and the simulation of HFSS 
software, but there are slight discrepancies in some 
places. The major reason is the phase term that has 
been introduced into the equation to account for 
the facet location with respect to the global 
coordinate system.  
Figure 8 shows a perfectly conducting ellipsoid is 
placed 4/  above the soil. Here, the soil has a 
relative dielectric permittivity 0.4r  , relative 
magnetic permeability 0.1r  .  
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Fig. 7. 5  *5  *1   pyramid comparison of 
prediction and simulation of software in half 
space, frequency 10 GHZ, vertical polarization. 
 

We can conclude that it is necessary to consider 
the effect of the half space environment. The 
results show that the RCS calculated with half-
space Green’s function are greater than that 
calculated with free-space Green’s function. 
Compared with the actual results, it is efficient and 
accurate to introduce the half-space Green’s 
function into the conventional the high-frequency 
method. 
 
B. Wedge Scattering 

Figure 8 shows a perfectly conducting wedge 
placed 4/  above the soil. Here, the soil has a 
relative dielectric permittivity 0.4r  , relative 
magnetic permeability 0.1r  .  
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Fig. 8. 8 *4  ellipsoid comparison of prediction 
and simulation of software in half space, 
frequency 10 GHZ, vertical polarization. 
 
It indicates the predictions are in good agreement 
with the simulation of software, which proves that 
the half-space Green’s function applied the wedge 
is accuracy for the targets with large electric 
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dimensions in half space. In Fig. 9, We could see 
that, for these backscatter RCS, inclusion of 
returns from these wedges in the overall return is 
an important process.  

 
C. Multiple Scattering 

Figure 9 shows a perfectly conducting ellipsoid 
placed 4/  above the soil. Here, the soil has a 
relative dielectric permittivity 0.4r  , relative 
magnetic permeability 0.1r  . 
    It is important to notice that in Fig. 10, the 
multiple scattering in half space (HFMUL) is 
correct for aspect angles between -300 to -100 and 
100 to 300. In order to improve the high-frequency 
result, the method of HFMUL is added to HFPO + 
HFEEC, the numerical solution agrees very well 
with the simulation results. 
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Fig. 9. Wedge comparison of prediction and 
simulation of software in half space, frequency 10 
GHZ, vertical polarization.  
 
 

D. Complex Targets 
Various complex bodies have been used for 

verifications. The following presents an 
illustration for a generic missile model. Figure 11 
shows the missile is placed 5m above the soil. The 
soil has a relative dielectric permittivity 0.4r  , 
relative magnetic permeability 0.1r  . 

Figure 12 shows that the contributions of 
scattering between the target and the ground plane 
have a great effect upon the predictions in half 
space. The prime reason for that is the phase 
discrepancy caused by the reflected waves with 
different wave distance from the ground and the 
scatters. In fact, the scattering fields in half space 
may be easily found for a set of source, if the half 
space dyadic Green’s function of the environment 
are available [15]. 
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Fig. 10. The ellipsoid is placed 4/ m in half 
space, frequency 10 GHZ, and vertical 
polarization. 
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IV. CONCLUSION 
In this paper, we have presented an accurate 

and efficient approach for calculating the 
electrically large PEC targets in half space. In 
order to consider the electrically large PEC targets 
in half space, the half-space high-frequency 
method has been deduced by introducing the half-
space Green’s function into the conventional 
physical optics method (PO), method of equivalent 
currents (MEC). Combined with the graphical-
electromagnetic computing (GRECO) method, the 
shadow regions are eliminated by displaying lists 
technology of OpenGL to rebuild the target and 
the geometry information is obtained by reading 
the color and depths of each pixel. Finally, we 
included the correction in our calculations by 
accounting for the currents on facets that were 
illuminated by the ground reflected wave. Then 
one may calculate the radar cross-section of a 
conductive target object in a half space. The 
numerical results have shown that this method is 
efficient and accurate. 

 

 

 

 

 
 

Fig. 11. Induced electric current on the surface of 
the missile in half space, frequency 1 GHZ, 
vertical polarization, at a incident angle of 

0,30  ii  . 
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Fig. 12. The missile is placed 5m above the soil in 
half space, frequency 1 GHZ, and vertical 
polarization. 
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Abstract─ The problem of electromagnetic wave 
scattering by a lossy dielectric coated nihility 
elliptic cylinder is analyzed by solving the 
analogous problem of scattering by two lossy 
dielectric layers elliptic cylinder using the method 
of separation of variables. The incident, scattered, 
and transmitted fields are expressed in terms of 
complex Mathieu functions. Numerical results are 
obtained for the scattered fields of lossy and 
lossless dielectric coated nihility circular and 
elliptic cylinders to show their effect on the 
backscattering widths.   
  
Index Terms─ Nihility, lossy dielectric, elliptic 
cylinder, Mathieu functions. 
 

I. INTRODUCTION 
Analytical solution to the problem of a plane 

electromagnetic wave scattering by a lossless 
dielectric coated PEC elliptic cylinder has been 
investigated by many authors [1-2], and the 
solution was later extended to the nonconfocal 
dielectric case [3]. Axial slot antenna on a 
dielectric-coated elliptic cylinder was solved by 
[4]. Sebak obtained a solution to the problem of 
scattering from dielectric-coated impedance 
elliptic cylinder [5]. The scattering by mutilayered 
dielectric elliptic cylinders has been studied by 
many authors [6-12].  Recently, scattering by 
nihility circular cylinders and spheres were studied 
by many authors by letting the refractive index of 
the dielectric medium approach zero [13-16].  
   In this paper, the solution of the electromagnetic 
wave scattering by a lossy dielectric coated 
nihility elliptic is obtained by solving the problem 
of scattering by two lossy dielectric layered 
elliptic cylinders and letting the refractive index of 
the inner dielectric layer approach zero (relative 
permittivity and relative permeability of the inner 

cylinder are approximately null-valued, i.e., the 
electromagntic waves cannot propagate in that 
region). Nihility is unachievable, but it may be 
approximately simulated in some narrow 
frequency range [13]. The analysis and the 
software used for obtaining the numerical results 
have been validated by calculating the normalized 
backscattering widths for dielectric coated nihility 
elliptic cylinder of axial ratios approximately 1, 
and showing that these results are in full 
agreement with the same obtained for a lossless 
dielectric coated nihility circular cylinder analyzed 
using cylindrical wave functions.  
 

II. FORMULATION OF THE 
SCATTERING PROBLEM 

Consider the case of a linearly polarized 
electromagnetic plane wave incident on a two 
lossy dielectric layered elliptic cylinder at an angle 

i  with respect to the positive x axis, as shown in 
Fig. 1. 

 

 
 

Fig. 1. Geometry of the scattering problem. 
 

The outer dielectric layer has permittivity 1  and 
permeability 1 while the inner layer has 
permittivity 2 and permeability 2 .The semi-
major and semi-minor axes for the inner dielectric 
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layer are a and b and for the outer dielectric layer 
are a1 and b1.     

It is convenient to define the x and y 
coordinates of the Cartesian coordinate system in 
terms of the u and v coordinates of an elliptical 
coordinate system also located at the centre of the 
cylinder in the form of vuFx coscosh  and 

vuFy sinsinh . A time dependence of jwte  is 
assumed throughout the analysis, but suppressed 
for convenience.  

The electric field component of the TM 
polarized plane wave of amplitude 0E  is given by 

                 0 cos( )
0

ijki
zE E e                        (1) 

where 0k  is the wave number in free space and 
1j   . The incident electric field may be 

expressed in terms of complex angular and radial 
Mathieu functions as follows   
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while Fkc 00  , F is the semifocal length of the 
elliptical cross section, ,cosh u  

,cosv emS  and omS are the even and odd 
angular Mathieu functions of order m, 
respectively, )1(

emR  and )1(
omR are the even and odd 

radial Mathieu functions of the first kind, and 
emN and omN are the even and odd normalized 

functions. 
 The scattered electric field outside the two 

dielectric layered elliptic cylinder ( 1  ) may be 
expressed in terms of Mathieu functions as follows 
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where emB and omB  are the unknown scattered 

field expansion coefficients, )4(
emR  and )4(

omR  are the 
even and odd Mathieu functions of the fourth kind. 
The transmitted electric field into the outer 
dielectric layer ( 2 1    ) may be written as 

           




(1)
1

0
(2)

1 1

( , )

( , ) ( , )

I
z em em

m

em em em

E C R c

D R c S c



 





 




  

             




(1)
1

1
(2)

1 1

( , )

( , ) ( , )

om om
m

om om om

C R c

D R c S c



 






            (6) 

where Fkc 11  , 111 k , ''
1

'
11  j , 

emC , omC , emD , emD  are the unknown 

transmitted field expansion coefficients, and )2(
emR  

and )2(
omR  are the radial Mathieu functions of the 

second type.  
Similarly, the transmitted electric field into the 

inner dielectric layer ( 2  ) may be written as 
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where 2 2c k F , 2 2 2k    , ' ''
2 2 2j    , 

and emF , omF are the unknown transmitted field 
expansion coefficients.  

The magnetic field components inside and 
outside the elliptic cylinder can be obtained using 
Maxwell’s equation, i.e., 

                      z
u

EjH
h v
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                       (8) 
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                        (9) 

where vuFh 22 coscosh   . The unknown 
expansion coefficients in equation (5) can be 
obtained by imposing the boundary conditions at 
the various interfaces. Continuity of the tangential 
field components at 1  and 2   require 
that 
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i s I
z z zE E E                     1                     (10) 

i s I
v v vH H H                  1                     (11) 
I II
z zE E                            2                     (12) 

I II
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Substituting equations (2), (5)-(7), into equations 
(10)-(13) and applying  the orthogonality property 
will lead to a system of equations which may be 
solved numerically for the unknown scattered field 
coefficients emB  and omB .  

The expressions for the incident, scattered and 
transmitted electromagnetic fields for TE case can 
be obtained using the duality principle of the TM 
case.  

 
III. NUMERICAL RESULTS 

The obtained numerical results are presented as 
normalized echo pattern widths for lossy dielectric 
coated nihility circular and elliptic cylinders of 
different sizes, axial ratios, incident angles and 
permittivities, for both TM and TE polarizations of 
the incident wave. To validate the analysis and the 
software used for calculating the results, we have 
computed the normalized echo pattern widths for 
lossy ( 1 9.8 0.5j   ) and lossless 
( 1 9.8 0.0j   ) dielectric coated nihility elliptic 
cylinders of axial ratio 1.001, 1.05ok a  , 

1 2.1ok a  , 1 9.8 0.0,j    and 180o
i  . The 

numerical results have been shown in Fig. 2, and 
they are in full agreement for lossless case, 
verifying the accuracy of the analysis as well as 
the software used for obtaining the results [15]. 

Figure 3 shows the echo width pattern for a 
lossy dielectric coated nihility elliptic cylinder for 
both TM and TE cases with an incident angle of 

180o
i  . The numerical results are plotted for 

1 4.0 0.0j    and 1 4.0 0.5j   . The 
electrical dimensions of the scatterer are 

5.2ako 0, 51.31 ako , 25.1bko , and 
76.21 bko . It can be seen that the TM nihility 

lossless case has higher echo width values in the 
backward directions compared to the TE case.  
The lossy TM and TE cases have lower values 
compared to the losseless case in the forward and 

backscattering directions. Figure 4 shows a similar 
case with an incident 90 .o

i   
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                   Fig. 2. Echo width pattern against the scattering 

angle   of a lossy dielectric coated nihility 
circular cylinder with 1.05ok a  , 1 2.1ok a   and 

180 .o
i   
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1 = 4.0-j0.5,TM  
1 = 4.0-j0.0, TE 
1 = 4.0-j5.0, TE 

 
            Fig. 3.    Echo width pattern against the scattering 

angle   of a lossy dielectric coated nihility elliptic 
cylinder with 2.50ok a  , 51.31 ako , 

25.1bko , and 76.21 bko , and 180o
i  . 

 
Figure 5 shows the backscattering echo width 

pattern against '
1  of a lossy and lossless dielectric 

coated nihility elliptic cylinder. The electrical 
dimensions are 25.1ako , 18.21 ako , 

62.0bko , and 88.11 bko , and the incident 
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angle is o
i 0 .  It can be seen that the 

backscattering echo width for nihility coated 
lossless case is higher than the coated lossless PEC 
case for higher values of '

1 , namely more than 8. 
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Fig. 4.  Echo width pattern against the scattering 
angle   of a lossy dielectric coated nihility elliptic 
cylinder with 2.50ok a  , 51.31 ako , 

25.1bko , and 76.21 bko , and 90 .o
i   
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Fig. 5. Backscattering echo width pattern against 

'
1  of a lossy dielectric coated nihility elliptic 

cylinder with 25.1ak o , 18.21 ako , 

62.0bko , and 88.11 bko , and 0 .o
i   

 
Figure 6 shows the backscattering echo width 

pattern against  1ok a  of a lossy and lossless 
dielectric coated nihility elliptic cylinder. The 

electrical dimensions are 0.6ok a  , 18.21 ako , 
0.5ok b  , and 1ok b  changes simultaneously with 

1ok a  for incident angle o
i 0 .  It can be seen 

that the backscattering echo width for nihility 
coated lossless case is lower than the coated 
lossless PEC case for 1ok a  greater than 2.5. 
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Fig.      Fig. 6 Backscattering echo width pattern against 

1ok a  of a lossy dielectric coated nihility elliptic 

cylinder with 0.6ok a  , 0.5ok b   and 0 .o
i   

  
IV. CONCLUSIONS  

Analytical solution of the electromagnetic wave 
scattering by lossy and lossless dielectric coated 
nihility circular and elliptic cylinders is obtained 
for TM and TE polarizations. The validity and 
accuracy of the obtained numerical results were 
verified against the case of lossless dielectric 
coated nihility circular cylinder using cylindrical 
wave functions and the agreement was excellent.  
Numerical results were presented as a function of 
the geometrical parameters of the cylinder and can 
be used to design scatterers with reduced or 
enhanced backscattering echo widths. Further, the 
solution is general where the special case of coated 
nihility circular cylinder may be obtained by 
letting the axial ratios approximately equal to 1.0 
while the special case of coated nihility strip may 
be obtained by letting the thickness of the inner 
cylinder vanishes (letting the minor axis of the 
inner cylinder approaches zero).  The nihility 
medium as well as different loss tangents 
considered in the numerical results showed a 
significant change in echo width patterns, i.e. 
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reduced at some geometrical parameters while 
enhance at others.  It is worth mentioning that 
nihility material may be released from 
metamaterial where the refractive index 
approaches zero, i.e., metamaerial is made of 
mixture of helices and resonant dipoles [17], and 
nihility could happen at frequencies higher than 
optical frequencies. 
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Abstract─ This paper presents an investigation 
into the electromagnetic scattering characteristic 
of two-dimensional (2-D) layered rough surfaces 
by using a finite-difference time-domain (FDTD) 
algorithm, which constitutes a three-dimensional 
scattering problem. The uniaxial perfectly matched 
layer  medium is adopted for truncation of FDTD 
lattices, in which the finite-difference equations 
can be used for the total computation domain by 
properly choosing the uniaxial parameters. The 
upper and down rough surfaces are characterized 
with Gaussian statistics for the height and the 
autocorrelation function. The angular distribution 
of bistatic scattering coefficent from a 2-D single-
layered rough surface is calculated, and it shows 
good agreement with the numerical result through 
the Kirchhoff Approximation except for with large 
scattering angles. Finally, the bistatic scattering 
coefficents versus scattered and azimuthal angle 
for different conditions are analyzed in detail. 
  
Index Terms─ Finite difference time domain 
(FDTD), electromagnetic scattering, rough surface. 
 

I. INTRODUCTION 
The electromagnetic scattering from a randomly 

rough surface has attracted considerable interest in 
the fields of radar surveillance, surface physics, 
and remote sensing of the ocean and soil. The 
analytical technique [1] and numerical techniques 
[2-3] have been developed for the efficient 
analysis of scattering by a single-layered rough 
surface. However, when the electromagnetic wave 
is incident on stratified soil, sand cover of arid 
regions, or ice and oil on the sea surface, it is 
necessary to investigate the scattering from 
multilayered rough surfaces. There have been 
some studies on the scattering from layered rough 
surfaces in recent years. Tabatabaeenejad, et al. [4] 

analyzed the bistatic scattering from two-
dimensional (2-D) stratified rough surfaces by 
using the small perturbation method (SPM). Some 
numerical methods are also used to solve the 
scattering characteristic from 1-D or 2-D layered 
medium, such as the forward-backward method 
with spectral acceleration [5], the extended 
boundary condition method (EBCM) [6], and the 
steepest descent fast multipole method (SDFMM) 
[7]. In this paper, the finite-difference time-
domain (FDTD) algorithm is utilized to analyze 
the electromagnetic scattering from 2-D layered 
rough surfaces. As for the FDTD algorithm 
applying to rough surface scattering is concerned, 
Hastings et al. analyzed the scattering from 1-D 
rough surface using the FDTD method with PML 
absorbing boundary [8]. Kuang et al. adopted the 
FDTD method to study the composite scattering 
from a target above the 2-D periodic rough surface 
[9]. In our previous work, this method with Mur 
and UPML absorbing boundary was utilized to 
solve the composite scattering from a target above 
1-D randomly rough surface [10, 11]. Comparing 
the FDTD algorithm with other numerical 
methods, there are some advantages: the rough 
surface may be PEC and dielectric, which is due to 
the reason that any other change need not be done 
in the origina1 FDTD code except the part where 
the material constants are set in each cell. In 
addition, the results obtained by this method are in 
the time domain, and can indicate both the 
transient behavior as well as the steady state. 

In the paper, the uniaxial perfectly matched 
layer (UPML) medium is adopted for truncation of 
FDTD lattices . In the uniaxial medium the finite-
difference equations are suitable for the whole 
computation domain due to the field satisfy 
Maxwell’s equations, which makes the problem 
simple. The paper is organized as follows: the 
theoretical formulae of calculating scattering fields 
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by FDTD are developed in Section II. The bistatic 
scattering coefficent versus scattered and 
azimuthal angle are presented and discussed in 
Section III for different conditions. Section IV 
ends with the conclusions of the paper and 
proposes further investigations in this topic. 
 
II. BISTATIC SCATTERING FROM 2-D 

LAYERED ROUGH SURFACES 
The geometry for 2-D layered rough surfaces is 

shown in Fig. 1, where the scattering model is 
composed of three homogeneous layers: the air, 
the upper medium layer with the finite thickness 
H , and the lower medium layer with infinite 
depth. The upper interface  1 ,f x y  and lower 
interface  2 ,f x y  are characterized with Gaussian 
statistics for the height and the autocorrelation 
function. The parameters 1 , 2  represent the 
relative dielectric constants of the upper medium 
layer and the lower medium layer, respectively. 

 
 
Fig. 1. Geometry of 2-D layered rough surfaces. 
 

 
Fig. 2.  Division model of computation region for 
the FDTD algorithm. 

A. Simulation of Rough Surface and FDTD 
Model 

In this section, a two-dimensional Gaussian 
randomly rough interface is simulated by Monte 
Carlo method [12]. It is assumed that the size of 
the rough surface is S L L  , and  N  is the 
number of the points discretized in the x - and y -
directions. The rough surface profile ( , )f x y is 
expressed as: 

 
1 1

2 2

2 2

1( , ) , exp( )

N N

xm yn xm yn
N Nm n

f x y F K K iK x iK y
L L

 

 

 
  

                 (1) 

 
0(0,1) (0,1)

, , 0,
22, 2 ( , )

         (0,1)      0,  
2

xm yn xm yn

N j N Nm n
F K K L W K K

NN m or n


  
 

       (2) 

where 0 1j   , 2
xm

mK
L


 and ,
2=y n

nK
L
 are the 

discrete set of spatial frequencies. To generate a 
real sequence, the requirement for  ,xm ynF K K is as 
follows 

   , ,xm yn xm ynF K K F K K             (3a) 

   , ,xm yn xm ynF K K F K K               (3b) 
( , )xm ynW K K is the power spectral density function 

of Gaussian rough surface [12] given by: 
2 2 22 2

( , ) exp( )
4 4 4

x y yn yxm x
xm yn

l l h K lK lW K K


   ,      (4) 

where, h  is the root mean square (rms) of random 
surface height. xl and yl are the correlation lengths 
along the x - and y -directions. 

It is important for us to know the division of the 
computation region with FDTD algorithm in 
calculating electromagnetic scattering from 2-D 
layered rough surfaces. Figure 2 shows the section 
plane along the x direction of the FDTD 
computation region. The incident wave is 
generated on the connective boundary, and the 
UPML absorbing medium is the outer boundary of 
FDTD region. In addition, the output boundary 
must be set to do a near-to-far transformation to 
obtain the far fields.  
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B. UPML Absorbing Boundary 
In theory, the computational domain should be 

unbounded due to the scattered field existing in the 
infinite free space, but no computer can store an 
unlimited amount of data. To deal with the 
conflict, a virtual absorbing boundary must be 
built, and the outgoing waves have to propagate 
outward without non-physical reflection from the 
boundary. There have been many absorbing 
boundary conditions developed to implement this 
in the FDTD algorithm. Where, the UPML 
absorbing medium [13] is used to terminate the 
FDTD lattices, in which the finite-difference 
equations can be used for the total computation 
domain due to the fields satisfying Maxwell‘s 
equations (Ampere’s law and Faraday’s law). This 
makes the algorithm efficient since one does not 
have to take special care of the interface plane 
between the boundary and the interior regions. In 
addition, the uniaxial medium can be perfectly 
matched to an interior lossy medium without any 
modification except for properly choosing the 
uniaxial parameters. In the uniaxial medium, 
Ampere’s law and Faraday’s law in the xyz
coordinate are expressed as 

0 1 1

0 1 1

0 1 1

( )

( )

( )

y y zz
x

x

x x zz
y

y

y x yx
z

z

H s sH
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z x s
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 
  

 
      
    
  

               (5a) 

0 1

0 1

0 1

y y zz
x

x

x x zz
y

y

y x yx
z

z

E s sE j w H
y z s

E s sE j w H
z x s

E s sE j w H
x y s







 
  

 
    
 

    
  

                      (5b) 

where, 1 , 1 , 1  represent the electrical 
permittivity, the magnetic permeability, and the 
electric conductivity in the interior medium. xs , ys
and zs  are only spatially variant along the x , y , 
and z directions, 0 0x x xs k j w   , 

0 0y y ys k j w   , and 0 0z z zs k j w   , 
referring to [13]. In equation(5), for Ampere’s law 
the intermediate variables xP  , yP  , zP  and xP , yP , zP  

are introduced as 

     ,y z
x x

x

s s
P E

s
   ,x z

y y
y

s s
P E

s
   y x

z z
z

s s
P E

s
         (6)   

       ,x x yP P s    ,y y zP P s   z z xP P s        (7)  
and for Faraday’s law, the intermediate variables

xB , yB , and zB are inserted 

1 ,z
x x

x

s
B H

s
  1 ,x

y y
y

s
B H

s
  1

y
z z

z

s
B H

s
  .   (8)   

Using a Fourier transform where 0j w t  , the 
equations above can be transformed into the time 
domain. Thus, in Ampere’s law the electric fields 
in the constant x  plane are obtained by the 
following relations ,y z x x xH H P P E   , i.e., 

1 1   y xz
x

H PH P
y z t

 
    
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            (9a)  
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 yx x
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t t



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P Ek P k E
t t

 
 

 
  

 
 .         (9c)   

Similarly, in Faraday’s law the magnetic field in 
the constant x plane is deduced by the relations 

,y z x xE E B H   

0

y yxz
y x

E BE k B
y z t




 
   
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        (10a)  

1
1

0 0

 x x x
x x z z x

B Hk B k H
t t

 
 

 
 

  
 

 .     (10b)  

For planes of constant y  or constant z  the 
uniaxial parameters are simply permuted and 
similar expressions can easily be derived. 

C. Connective Boundary 
The connective boundary divides the 

computation region into the total field region and 
the scattered field region. The total field region 
contains the incident field and the scattered field, 
but the scattered field region only includes the 
scattered field [14]. It will be shown how the 
incident wave is generated on the connective 
boundary and limited in total field region. 

In Fig. 1, a plane wave 0 0expi iE E j k r  


   

0 )j wt propagates in the direction of ik . The 
incidence direction ik  makes angles i  relative to 
the z -axis, and i  relative to the x-axis. The unit 
vector 0E


 is the unit polarization direction. The 
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polarization direction is rotated counter clockwise 
by the angle  (i.e. the polarization angle) from 
e  within the incidence plane. The incident wave 
is computed using the 1-D FDTD method [14] 
with the same spatial step x y z       and 
temporal step t  as the 3-D FDTD method 
mentioned above. Where, x , y , z  are the 
spatial increments in the x -, y - and z -directions. 
To ensure the stability and accuracy of the FDTD 
algorithm, 0.5t c   is presented to satisfy the 
Courant stability criterion in [15] and c  is the 
light speed propagation in the vacuum.  

Let ,
n
x iE , ,

n
y iE , ,

n
x iH  and ,

n
y iH be the incident 

electrical and magnetic fields at the connective 
boundary. The finite- difference equations on the 
connective boundary should then be updated as:    

  
1 / 21
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2 2
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In numerical simulations, a finite-length rough 

surface must be used to model scattering from the 
infinite surface. When a plane wave strikes the 
finite-length rough surface, boundary reflection 

occurs. One way of minimizing reflection is to 
construct an incident wave that tapers to very 
small values at the surface edges. Reflection still 
occurs and cannot be completely eliminated, but it 
makes negligible contributions to the scattered 
field. To solve this problem, Fung et al. put 
forward the Gaussian window function [16] to 
guard against the truncation effect, and the 
Gaussian window function is written as 

     
2

2 2
0 0

cos
, exp iG x y x x y y

T
               

(15)  

where 0x  and 0y  are the spatial coordinates at the 
center of the connective boundary, T  is a constant 
which determines the width of the window 
function, cos 2.6i mT   and m  is the minimum 
distance from the center  0, 0x y  to the edge 
surface. 

D. Output Boundary 
The near fields for the rough surface can be 

obtained on the basis of theory described above. 
As indicated in [14], a way to obtain the far field is 
to do a near-to-far field transformation, which is 
based on the surface equivalence theorem. The 
transform formula for the output boundary is 
expressed as  
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   (17) 

where 0k  is the incident wave number (i.e., 

0 ik k ). r  is the distance from the origin of the
xyz   coordinate to any point at infinity and 0z  is 
the wave impedance in free space. s  represents 
the scattered azimuthal angle, and s  is the 
scattered angle. The terms xf , yf , mxf , and myf  are 
related to equivalent surface electric and magnetic 
currents [14]. In the paper, we choose the incident 
plane xoz (see Fig. 1)as the reference plane. Thus, 
the horizontal polarization wave is incidence on a 
2-D rough surface when the incident electric field 

iE  is in the plane xoz (i.e. o0  ). Otherwise, the 
vertical polarization wave is considered (i.e.
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o90  ). The bistatic scattering coefficient [17] in 
the far zone is shown as  

22
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III. NUMERICAL RESULTS AND 
DISCUSSIONS  

In this section, the numerical results of basic 
scattering from a 2-D two-layered rough surface 
for different conditions are discussed in detail. For 
convenience, some parameters describing the 
rough surface are measured in wave length , and

25.6 25.6S    . The spatial increment is taken 
as 10.x y z         The PML 

 
(a) 

 
(b) 

 
Fig. 3.  Comparison of the two different methods 
for the bistatic scattering from 2-D single-layered 
rough surface, o20i   (a) PEC  (b) dielectric.  
thickness is 5 .  

The randomly rough surface is created by 10 
Monte Carlo realizations and it is assumed that the 
horizontal incident wave is considered (i.e., o0 
). The incident azimuthal angle is o180i  , and 
incident frequency is 0.3GHz in the following 
results.  

In order to ensure the validity of FDTD 
algorithm presented in the paper, in Fig. 3 we first 
compute the angular distribution of bistatic 
scattering coefficient from 2-D PEC and dielectric 
single-layered rough surface using the Kirchhoff 
Approximation (KA) and FDTD, respectively. The 
incident angle is o20  and the bistatic HH polarized 
scattering is considered. The rms height and 
correlation length of rough surface is given by 

0.1h   and 1.0x yl l   . The relative dielectric 
constant of dielectric rough surface is 

(2.5,0.18)r  .The results from KA are obtained 
by introducing the 2-D tapered incident wave [18] 
instead of the plane wave into the classical 
Kirchhoff approximation [19].  

   
(a) 

 
(b) 

Fig. 4. The angular distribution of bistatic 
scattering coefficient for the different roughness of 
upper interface   (a) o0i  ,  (b) o40i  . 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 5.  Bistatic scattering coefficient from the 
two-layered lossless/ loss rough surface(a)HH 

o30i   (b)VH o30i   (a)HH o50i  (b)VH 
o50i  .  

It is obvious that the angular distribution of 
scattering coefficient for both the PEC (Fig. 3(a)) 
and dielectric (Fig. 3(b))  rough surface by FDTD 
is in good agreement with that obtained by KA 
except for the large scattering angles, which 
demonstrates the feasibility and applicability of 
FDTD algorithm. 
Figure 4 presents the angular distribution of 
bistatic scattering coefficient for the case of the 
upper interface is flat but the lower interface is 
rough (i.e., flat/rough,  2 2 20.2 ,  l l 1.3x yh     ), 
and for the case of both the two interfaces are 
rough (i.e., rough/rough, 1 0.1 ,h  1 1 l l 1.0 ,x y    

2 0.2 ,h  2 2l l 1.3x y   ). The thickness of upper 
medium layer is 2H   where the results for HH 
polarization are given for both the incident angle 

o0 (Fig. 4 (a)) and o40 (Fig. (b)). The relative 
dielectric constant of upper medium layer is

1 (3.7,0.13)  , and that of the lower medium 
layer is 2 (16.16,1.15)  [20]. It is shown that the 
bistatic scattering from a rough/rough surface is 
stronger than that of a flat/rough surface for all the 
scattering angles except for the specular direction. 
In the large scattered direction, the latter is 
relatively approach to the former. 

In Fig. 5, co-polarized (HH) and cross-polarized 
(VH) bistatic scattering coefficients from two-
layered lossless/loss rough surfaces (

1 1 10.1 ,  l l 1.0 ,x yh     2 0.2 ,h  2 2l l 1.3x y   ,
2H  ) are investigated for the different incident 

angles, where the dielectric constant of lossless 
rough surfaces is 1 3.7  , 2 16.16  , and that of 
loss rough surfaces is  1 3.7,0.13  , 2 16.16, 

1.15) . As the HH polarization (Fig. 5(a) and Fig. 
5(c)) is concerned, it is easily observed that the 
bistatic scattering coefficient from two-layered 
lossless rough surfaces is much greater than the 
result of two-layered loss rough surfaces for the 
scattered angles except for the specular direction. 
But for VH polarization (Fig.5 (b) and Fig. 5 (d)), 
the scattering from lossless layered rough surfaces 
is larger than that of loss rough surfaces over the 
whole scattered angles range. 

To further explore the important scattering 
characteristics of 2-D layered rough surfaces, the 
azimuthal variation of bistatic HH- and VH-
polarized scattering coefficients are investigated 
for different scattered angles in Fig. 6. The 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 6. The azimuthal distribution of bistatic 
scattering coefficient from two-layered rough 
surfaces o20i  (a) o5s   (b) o15s  (c) 

o30s  (d) o45s  . 

parameters of rough surface are identical to the 
data in Fig. 5. The incident angle o20 is 
considered. It is shown that the angular 
distribution from HH-polarized scattering 
coefficients reaches a maximum in the 
neighborhood where the VH polarization is a 
minimum and vice versa in Fig.6.  In addition, it is 
observed that the azimuthal angular pattern of the 
scattered angle o0 is nearly symmetric for both HH 
polarization and VH polarization, but the 
minimum of HH polarization and the maximum of 
VH polarization begin to shift towards the forward 
direction ( o180s  ) for the other scattering 
angles. 
 

IV. CONCLUSIONS 
This paper presents a study of electromagnetic 

scattering from 2-D layered rough surfaces by 
using FDTD algorithm. At first, the basic theory of 
FDTD method for calculating the scattered field is 
developed, including the generation of incident 
wave, the UPML absorbing boundary conditions, 
and a transform from near- to far- field on the 
output boundary. Then the numerical results of` 
bistatic scattering coefficent versus scattered and 
azimuthal angle for different conditions are shown 
and analyzed in detail. Future investigation will 
include the electromagnetic scattering from 2-D 
layered rough surfaces with a large-scale rough 
surface and a large incident angle. 
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Abstract—A shaped dielectric lens antenna with 
simple array feeds was developed to realize 
wide-angle beam scanning in car-mounted radar 
systems. The electrical performance of the 
dielectric lens antenna has been previously 
studied through electromagnetic simulations. 
The authors fabricated a practical dielectric lens 
antenna operating at 20 GHz and measured its 
performance. A convenient patch antenna 
configuration was developed for the array feed. 
A power divider comprising eight branched 
microstrip lines was designed in order to achieve 
precise excitation coefficients for the array feed. 
Design accuracy of the array feed was confirmed 
from measured and calculated results for the 
excitation coefficients and radiated electric field. 
To determine the wide-angle beam scanning 
characteristics, the aperture amplitude and phase 
distributions were estimated numerically using 
the obtained array radiated electric field. 
Excellent flat-phase characteristics were 
confirmed. The commercial electromagnetic 
simulator FEKO was employed for the 
numerical simulations. The radiation patterns at 
a 30° beam scanning angle were measured. Very 
good agreements between the measured and 
calculated results were found. Moreover, 
sufficient antenna gain was confirmed through 
experiments. 

Index Terms— Shaped dielectric lens antenna, 
array feed, wide-angle beam scanning, 
electromagnetic simulation. 

I.  INTRODUCTION 
Communication and car safety systems are 

under development as part of the Intelligent 
Transportation Systems (ITS) operating in the 
millimeter-wave frequency bands [1, 2]. For 
collision avoidance, car radar systems that can 
scan 15° have been developed. However, in order  

to expand the system for local street use, wide-
angle beam scanning ability of over 30° is 
necessary. For this, a dielectric lens antenna is 
considered one of the promising candidates [3]. 
The authors have been studying shaped dielectric 
lens antennas. Lens shaping based on Abbe’s 
sine condition [4] was proven to have excellent 
wide-angle beam scanning capability [5]. 
Moreover, the wide-angle beam scanning 
capability can be further improved by employing 
simple array feeds [6]. Previously, the electrical 
performance of the array-feed dielectric lens 
antenna was studied through electromagnetic 
simulations [7]. In the simulations, rectangular 
horn antennas were considered as elements of the 
array feed. By employing both a shaped 
dielectric lens and array feed, an almost flat 
aperture phase distribution was achieved. As a 
result, the radiated beam at the 30° direction 
could maintain the same beam shape at the 0° 
direction [7]. 

In this study, the realization of a shaped lens 
and array feed is pursued, and the appropriate 
simulation tool for this rather complicated 
configuration is identified. As an array element 
antenna, a patch antenna configuration is 
developed in place of the rectangular horn. In 
order to achieve proper excitation coefficients for 
the array feed, a power divider consisting of a 
microstrip circuit is designed. The shaped 
dielectric lens is fabricated by adequately 
forming a polycarbonate material. In order to 
confirm the design accuracies, electromagnetic 
simulation results and measured results are 
compared. As a simulator, the FEKO suite (ver. 
5.3) is employed. The electric field distributions 
of the array feed and dielectric lens are obtained 
and achievement of design concepts is confirmed. 
Finally, the wide-angle beam scanning 
characteristics—radiation patterns and antenna 
gains—are confirmed. As a result, the realization 
of a wide-angle beam scanning antenna is 
confirmed.  

1054-4887 © 2010 ACES
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II. CONCEPT OF ARRAY-FEED 
SHAPED LENS ANTENNA 

The antenna configuration is shown in Fig. 1. 
The dielectric lens antenna has an 
axisymmetrical structure around the Z axis. The 
lens surfaces were shaped based on Abbe’s sine 
condition [4, 5]. Beam scanning is achieved by 
replacing the feed positions. The on-focus feed is 
placed at the origin of the XYZ axes. The off-
focus feed for beam scanning is placed in the XZ 
plane. Here, the beam scanning is achieved in the 
XZ plane. In the off-focus feed, a linear array 
antenna arranged in the Y axis direction is 
employed.  

The roles of the lens antenna and the array 
feed cooperate in this configuration. The shaped 
lens antenna can achieve a constant wave front in 
the scanning plane. As a result, a sharp beam is 
obtained in the scanning plane. The array feed is 
designed to achieve a constant wave front in the 
transverse plane. Thus, a sharp beam is obtained 
in the transverse plane. With the assistance of 
these two parts, a sharp pencil beam is achieved 
in the wide-angle beam direction.  

Z
Z’

Y

X

Y O

Array feed

Beam 
scanning

Scanning plane

Transverse plane

Shaped dielectric lensX’
Constant beam is 
achieved through 
lens shaping

Constant beam is 
achieved through 
the array synthesis  

Fig. 1. Configuration of array feed and shaped 
lens antenna. 

III. DESIGN RESULTS OF THE 
ARRAY FEED LENS ANTENNA 

A. Shaped Dielectric Lens for Wide-Angle 
Scanning 
   The abilities of the shaped lens in 30° beam 
scanning are shown in Fig. 2. The effects of the 
lens are studied through ray tracings. The ideal 
condition is that all rays refracted by the lens 
become parallel. In the scanning directions of Fig. 
2 (a), refracted rays become parallel and arranged 
in a straight line. However, in the transverse 
direction, refracted rays become curved and form 
a U-shaped line. The ray tracing results are 
converted to the antenna aperture phase 
distribution (ap), as shown in Fig. 2 (b). In the 

scanning plane, constant phases are achieved. 
However, in the transverse plane, large phase 
delays occurred. These phase delays produce 
radiation pattern degradation in the transverse 
plane. Thus, compensation of this phase delay is 
necessary to achieve excellent scanning 
characteristics. We employed an array feed 
configuration for this purpose. 
 

Parallel rays
(Effect of lens 
shaping) 

Unparallel 
rays

Constant phase
(Scanning Pl.)

0
200 100

0

−100

100

100

−100

0

Phase delay
(Transverse Pl.)

y [mm]

x 
[m

m
]

Phase delay [deg]

Shaped dielectric lens
Locus of feed 
position

200 mm

Frequency : 20 GHz

y [mm]

x 
[m

m
]

z [mm]  
(a)                                        (b) 

Fig. 2. Abilities of the shaped dielectric lens, (a) 
ray tracing result, and (b) aperture phase 
distribution (ap). 
 

B. Array Feed 
   A configuration of the array feed is shown in 
Fig. 3. The array feed is directed to the lens 
direction, as indicated by the Z’ axis. Array 
elements are arranged in the Y axis that 
correspond to the transverse direction. The 
radiation patterns of array elements in the 
scanning plane and the transverse plane are 
indicated by Els(s) and Elt(t), respectively. 
Els(s) has a rather narrow beam so as to 
illuminate the lens efficiently. Hence, the array 
element length in the X’ axis direction is about 
1.5 wavelengths. On the other hand, Elt(t) has a 
wide beam width so as to ease the radiation 
pattern synthesis in the transverse plane. The 
array element length in the Y axis direction is 0.5 
wavelengths. Array elements are excited with 
excitation coefficients Vi. 

Z’

Y

X’

Z’

Y

X’

Array element

Z’
t s

Elt (t)

Array feed

Els (s)

V1
V2

Vq

 
Fig. 3. Configuration of the array feed. 

Figure 4 shows the geometry of the radiation 
pattern synthesis. L is the length between the lens 
and a feed horn. The array elements are located 
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along the Y axis. Elj (j = 1,2,･･･, q) indicates 
array elements and yj represents their positions. 
F(yDi) (I = 1,2,･･･ , p) is objective radiation 
patterns on the lens surface that have p 
components, which are represented by Eq(1). 

[F] = [B][V].                       (1) 
Here, [F] components are expressed by 

complex numbers that have amplitude and phase 
values. Amplitude values are composed of the 
projected values of Els(s) in Fig. 7 (b) on the 
lens surface sampled at p points (yDi). Phase 
values are composed of p sampling points of the 
objective pattern of Fig. 6. [V] is excitation 
coefficients of array elements. [B] is a p×q 
matrix which expresses contributions of [V] to 
each lens position of yDi (i=1,2,･･･, p).  

         

Elj

i

F(i)

y1 y2 yq-1 yq

i1

yD1yD2
yDi yDp

L

iq

riq

ri1

Shaped dielectric lens

Y
0

Z’

El1 El2 ElqElq-1

yj

T1 T2T2

Elt (t)

Synthesized pattern

(Weighting matrix)

 
Fig. 4. Geometry of radiation pattern synthesis. 
 

Equation (1) can be solved using the Leased 
Mean Square method. [V] is expressed by the 
next equation [8]. 

[V] = ([B]H[T]H[T] [B])-1[B]H[T]H[T] [F].                  
(2) 

Here, H indicates complex conjugate and 
transpose of a matrix. [T] is a weighting matrix 
used to emphasize certain angular regions. [T] 
has only diagonal components (tii). By imposing 
large weights on the lens region, both amplitude 
and phase radiation patterns are designed 
adequately. The most suitable value of [T] is 
determined by trial and error [6]. 

Excitation coefficients (Vi) of Eq.(2) are 
shown in Figs. 5 (a) and (b). Eight array elements 
are employed. As for the array element, a 
rectangular aperture of 1.5 × 0.5 wavelengths is 
considered. The radiation patterns (Els(s) and 
Elt(t)) are expressed by the following equation. 

   
 

 
 

sin 1.5 / 2 sin 0.5 / 2
, .

1.5 / 2 0.5 / 2
sin cos , sin sin

jkR

s t

s t s t

ku kvjeE
R ku kv

u v

 
 

  
   





 

 

(3) 
In Fig. 5 (a), amplitude taper is formed to the 
edge elements. In Fig. 5 (b), large phase delay is 
formed to the edge elements. By applying Vi to 
Eq.(1), the radiated electric fields (amplitude and 
phase) of the array feed are calculated. These 
radiated electric fields are refracted by the lens 
and perform the antenna aperture distribution. 
The calculated antenna aperture phase 
distributions are shown in Fig. 6. The data in Fig. 
6 corresponds to that of Fig. 2 (b). The objective 
pattern indicates the opposite phase (−ap) of Fig. 
2 (b). It is recognized that excellent −ap is 
achieved in the designed pattern. Thus, it is 
certain that sufficient phase delay compensation 
can be achieved using the array feed. 
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Fig. 5. Excitation coefficients (V) for 30° beam 

scanning, (a) amplitude of V, and (b) phase of V. 
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Fig. 6. Aperture phase distribution from array 
feed (−ap). 
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IV. SIMULATION OF THE ARRAY 
FEED LENS ANTENNA 

A. Simulation Condition 
   The simulation methods and simulation 

details are summarized in Table 1. It is assumed 
that a very large memory is needed for 
calculation of the array feed and the dielectric 
lens. Utilization of the MLFMM becomes 
inevitable. In order to apply MLFMM, the 
surface equivalent principle is employed for the 
dielectric substrate of the array feed and the 
dielectric lens body. Mesh sizes and the number 
of meshes in the simulation objects are given in 
Table 1. More than 10,000 meshes are used in 
simulating each object. The total memory size of 
5.1 GB and the calculation time of 20 hours are 
required. 
 

Table 1: Simulation parameters. 

/3.5Mesh sizeShaped 
dielectric lens 17,068Number of meshes

Number of meshes

Patch

Dielectric 
substrate

Computer specification
CPU Xeon 3.2 GHz×2

Software FEKO (Suite 5.3)
with MLFMM

Frequency 20 GHz

Simulation models of dielectric material Surface equivalence 
principle (SEP)

Array feed

Finite plane

Mesh size /20

Mesh size
Edge /40

Face /20

25,086

Used memory 5.1 GBytes

Calculation time 20 H

/3.5Mesh sizeShaped 
dielectric lens 17,068Number of meshes

Number of meshes

Patch

Dielectric 
substrate

Computer specification
CPU Xeon 3.2 GHz×2

Software FEKO (Suite 5.3)
with MLFMM

Frequency 20 GHz

Simulation models of dielectric material Surface equivalence 
principle (SEP)

Array feed

Finite plane

Mesh size /20

Mesh size
Edge /40

Face /20

25,086

Used memory 5.1 GBytes

Calculation time 20 H  
 

B. Simulation Results of the Array Element 
The actual structure of the fabricated array 

element is shown in Fig. 7 (a). The array element 
is composed of three square patch antennas [7]. 
The center patch is fed by the feed pin. Square 
patches are connected by thin connecting lines in 
order to be excited in phase. All the metallic 
parts are conformed on the dielectric substrate of 
r= 2.2.  

The square patch size becomes the half 
wavelength in the dielectric substrate. The 
connecting line length is determined so as to 
excite three patches in phase. Simulated results 
are shown in Fig. 7(b). In the Els(s), a rather 
sharp beam antenna is achieved. The edge level 
becomes less than -15 dB. In the Elt(t) plane, the 
broad beam is achieved.  

 

Dielectric substrate
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Fig. 7. Configuration of array element, (a) 
structure, and (b) radiation pattern. 
 

C. Simulation Results of the Array Feed 
   Electrical field distributions of the array feed 
are shown in Fig. 8. In the scanning plane of Fig. 
8 (a), many curved regions are observed. These 
regions correspond to wave fronts. It is 
recognized that wave fronts coincide with the 
spherical wave fronts. Thus, in the scanning 
plane, spherical waves are produced. In the 
transverse plane of Fig. 8 (b), the synthesized 
wave front becomes flatter than the spherical 
wave front. This wave front change is considered 
the result of the phase advance. Consequently, it 
is anticipated through this wave front shape that 
the phase advance design has been successfully 
achieved. 
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(b)  

Fig. 8. Electric field distribution of the array feed, 
(a) scanning plane, and (b) transverse plane.  
 

D. Simulation Results of Array and Shaped 
Lens Antenna 
   Electrical field distributions of the dielectric 
lens are shown in Fig. 9. In the scanning plane of 
Fig. 9 (a), it is recognized that the flat wave front 
is achieved in front of the lens. In the transverse 
plane of Fig. 9 (b), the flat wave front is also 
achieved. Consequently, desired constant phase 
distributions are expected in the antenna aperture 
plane.  
   Antenna aperture distributions are shown in Fig. 
10. In the illumination distribution of Fig. 10 (a), 
the high intensity region is shifted to the upper 
part of the aperture plane. This reason is clearly 
recognized from the electrical field distribution 
of Fig. 9 (a). Electrical fields on the lower part of 
the antenna aperture become weak. In order to 
achieve symmetrical illumination distribution,  

Y
Z’

X’

Y
Z’

X’

Array feed
Shaped dielectric lens

200 mm
Flat wave 
front

 
(a)  

Shaped 
dielectric lens

X’

Z’

Y

X’

Z’

Y
Array feed

200 mm

Flat wave front 

 
(b)  

Fig. 9. Electric field distribution of 30° scanning 
beam, (a) scanning plane, and (b) transverse 
plane.  
the tilt angle of the array feed should be larger 
than 30°. In the phase distribution of Fig.10 (b), 
excellent constant phase characteristic is 
achieved. The effects of dielectric lens shaping 
and the array feed are confirmed.  

 

E. Radiation Pattern 
   Radiation beam shapes are shown in Fig. 11. In 
the bore site beam of Fig. 11 (a), an 
axisymmetrical beam shape is achieved. In this 
case, two array elements are arranged side by 
side, as shown in Fig. 14 (b). Three dB beam 
widths in the scanning () and transverse () 
planes both become 4.5°. In the 30° scanning 
beam of Fig. 11 (b), an almost axisymmetrical 
beam is achieved. Three dB beam widths in the 
scanning and transverse plane become 4.5° and  
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Fig. 10. Aperture distribution of 30° scanning 
beam, (a) field intensity, and (b) phase. 
 
5.0°, respectively. The reason for the broadened 
beam width of 5.0° on the scanning plane is 
recognized from the intensity distribution on the 
scanning of Fig. 10 (a).  
 

V. MEASURED RESULTS 
A. Measurement Setting 
Measurement set up of the radiation patterns is 
shown in Fig. 12. The off-focus feed is placed at 
30° offset from the dielectric lens axis (Z). The 
feed position adjustment is very important. The 
alignment accuracy of about 1 mm is achieved. 
During the measurements, the supporting metal 
frames and the antenna back area are covered by 
the electromagnetic absorbing sheet. Measured 
planes include the scanning and the transverse 
planes, as shown in Fig. 12. The dielectric lens 
antenna is composed of the polycarbonate whose 
electric constants are r = 2.64 and tan= 0.0075. 

Gain [dBi]



−3 dB

4.5º

4.5º

 
                 (a)  

        
Gain [dBi]




−3 dB5.0º

4.5º

 
               (b)  

Fig. 11. 2D radiation beam shapes of the bore site 
and 30° scanning beams, (a) bore site beam, and 
(b) 30° scanning beam. 
 
 The antenna diameter is 200 mm and thickness 
is 57 mm. The antenna weight is 1.3 Kg. 
 
B. Array feed 
   First of all, the fabricated array element is 
shown in Fig. 13 (a). Three square patches are 
excited in phase through connecting lines. 
Measured and simulated radiation patterns are 
shown in Fig. 13 (b). In Els(s) and Elt(t) 
patterns, simulated and measured results agree 
very well. Thus, it is shown that the fabrication 
of the array element has been successfully 
performed. The band width characteristics of the 
array feed is determined by the input impedance  
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Fig. 12. Antenna structure for radiation pattern 
measurement. 

Z’

X’

Y

H-plane ( Elt(t) )
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  (a)                                     (b) 
Fig. 13. Array element, (a) fabricated, and (b) 
radiation pattern.  
 

11.0 mm  
(a)    (b) 

Fig. 14. Array feed, (a) 30° scanning beam, and 
(b) Bore site beam.     
                    
bandwidth of the patch antenna [9]. About 20% 
bandwidth in VSWR<2 was reported. 
Next, configurations of array feed are shown in 

Fig. 14. The array feed for a 30° scanning beam, 
as shown in Fig. 14 (a), is composed of eight 
array elements.  
The array feed for the bore site is composed of 
two array elements. In this feed, an almost 
axisymmetrical beam is achieved. Array 
elements of both the array feeds are excited 
through the power divider. 

 
 

 
Fig. 15. Power divider for the 30° scanning beam. 

 

C. Power Divider 
   Configuration of the power divider for the 30° 
scanning beam is shown in Fig. 15. Branching 
circuits are composed on the dielectric substrate 
of r = 2.8 and tan = 0.0018. The circuit line 
lengths determine the phase values of terminals. 
The circuit line widths at the branching points 
determine the dividing power values of the 
terminals. As the result, excitation coefficients 
(Vi) are designed. In order to confirm the 
achievement of this power divider, measured 
amplitude and phase characteristics of all 
terminals are obtained.  

Measured frequency characteristics are shown 
in Figs. 16 (a) and (b). At the amplitude 
characteristics of Fig. 16 (a), frequency 
dependences are divided into two groups. The 
first one consists of terminals a2, a7 and a1, a8. 
The other group consists of terminals a3, a6 and a4, 
a5. Within each group, frequency dependence 
becomes similar. However, frequency 
dependence becomes opposite between different 
groups. Hence, at the branching point dividing 
#1,#2 terminals and #3,#4 terminals, opposite 
frequency dependence is produced. By refining 
these branching points, all the curves can become 
parallel. The insertion loss of this power divide 
can be estimated by summing up the square 
values of ai. The estimated insertion loss is about 
6.5 dB. The insertion loss is divided into the strip 
line loss of 2 dB and radiation loss of 4.5 dB. 
Because the purpose of this paper is to achieve 
the accurate excitation coefficient, reduction of 
this large insertion loss is considered as the future 
subject. At the phase characteristics of Fig. 16 (b), 
frequency dependences become almost similar in 
all terminals. At 20 GHz points, measured and 
design objects agree very well.  
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Excitation coefficients of the power divider are 
summarized in Fig.17. The target values are the 
designed results of Fig.5. In the amplitude and 
phase characteristics, target values are accurately 
achieved with the fabricated power divider.   

 
 

 
 
Fig. 16. Amplitude and phase characteristics of 
the power divider, (a) amplitude, and (b) phase.  
 

 
 
Fig. 17. Excitation coefficients, (a) amplitude of 
V, and (b) phase of V.  
 
D. Radiation Pattern 
   Measured and simulated beam scanning 
characteristics are shown in Fig.18. In the 
scanning plane of Fig.18 (a), measured and 
simulated results agree very well. The beam 
width in the 30° scanning beam becomes slightly 
broader than the bore site beam. This result is 

anticipated from the beam shape of Fig.11 (b). 
The antenna gain decrease at the 30° scanning 
angle is 1.7 dB. A rather small gain decrease is 
achieved. In the transverse plane of Fig.18 (b), 
measured and simulated results agree very well. 
Almost identical beam widths are achieved in the 
bore site and at the 30° scanning beams. As a 
result, realization of the wide-angle beam 
scanning antenna is confirmed. 
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(b)  

Fig. 18. Radiation patterns of the array feed lens 
antenna, (a) scanning plane, and (b) transverse 
plane.  

 

In order to confirm the antenna gain, antenna 
measurement is conducted. The configuration of 
the gain reference antenna is shown in Fig.19. In 
this case, as the gain reference, a half wave 
dipole antenna is attached at the #5 output 
terminal. The others are terminated by 50 
resistances. The power ratio of each port  

(a)  

(b)  

(b)  

(a)  
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Table 2: Power ration of power divider. 
 
 
 
 
 
 
obtained from Fig. 17 is shown in Table 2. The 
power ratio of the #5 port becomes 0.384. The 
purpose of this configuration is to avoid the 
affect of large insertion loss of the power divider. 

The radiation patterns of the gain reference 
antenna and 30° scanning beams are shown in 
Fig. 20. These values are measured using 
radiation power. At the gain reference antenna, a 
measured power of −68.0 dBm is obtained, 
which corresponds to −2.0 dBi by the following 
equation.  

−68.0 [dBm] = 2.15 [dBi] ×0.384 
                = −2.0 [dBi]                     (4) 

The measured power of the 30° scanning 
beams becomes −37.7 dBm. Thus, the antenna 
gain is estimated to be 28.3 dBi, as shown in Fig. 
20. This value is consistent with the simulated 
value of 28.2 dBi.  

 

 
Fig. 19. Structure of gain reference antenna of 
the off-focus feed. 
 

 
Fig. 20. Gain calculation from measurement. 

 

 
 

 
 
 
 

The measured gain of the bore site beam is 
obtained through the same method. In this case, 
the dipole antenna is attached at the one terminal 
of Fig. 14 (b) and the other is terminated by 50  
resistance. The measured and simulated gains of 
the bore site beam also agree very well, as shown 
in Fig. 18 (a). In conclusion, this study has 
ensured that antenna gains can be successfully 
achieved.  

VI. CONCLUSIONS 
Realization of the shaped dielectric lens antenna 
with array feed is ensured through measurement 
and electromagnetic simulations. Important 
technical results developed are summarized as 
follows. 
(1) As an array element, a convenient patch 
antenna configuration is developed that replaces 
the previous rectangular horn antenna. 
(2) For the 30° beam scanning, an eight-branch 
power divider is fabricated. Accurate excitation 
coefficients are confirmed through the measured 
results.  
(3) The achievements of design concepts of the 
array feed and the shaped lens are confirmed 
through electromagnetic simulations of the 
electric field distributions. 
(4) Antenna radiation characteristics at 30° beam 
scanning are ensured through the radiation 
pattern measurements. Beam shapes that are 
almost identical to the on-focus feed are 
confirmed. 
(5) Excellent antenna gains coinciding with 
simulated values are ensured through 
measurement.   
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Abstract─ In this paper, the forces between 
current carrying planar spiral coils are calculated. 
In order to facilitate the calculation process, the 
coils have been replaced by concentric rings and 
using first and second order complete elliptic 
integrals, the forces between them have been 
calculated. The comparison of the calculations 
resulting from the replaced rings method and the 
direct method shows that the former is more 
effective in both simplicity and calculation time. 
To evaluate the precision of the calculations, 
planar spiral coils have been constructed and 
tested. The experimental results validate the 
results of the calculations. 
  
Index Terms─ Planar spiral coils, magnetic force, 
vector magnetic potential, concentric rings. 
 

I. INTRODUCTION 
Planar spiral coils are used extensively in 

different applications such as communications, 
power electronics, and casting industries [1-3]. In 
these systems, to have a high inductance and flat 
configuration, spiral windings are employed. In 
DC/DC converters, because of flatness and special 
configuration, planar spiral coils are a better 
replacement for the ordinary inductances in order 
to reduce the volume of the converter. To calculate 
the magnetic force between these coils, some 
methods have been reported in literature. In [2] 
these forces are obtained just by test. In [3] the 
finite difference method is employed to calculate 
the force between them; furthermore, in this 
reference to calculate the magnetic force, spiral 
coils are replaced by concentric rings, but there is 
no study and discussion on the precision of the 
method. In [4] the force between circular coaxial 
coils has been investigated. Recently, the above 

authors employed mesh-matrix method in order to 
calculate the force between spiral coils [5]. In this 
paper, using concentric rings instead of spiral 
coils, an effective and simple procedure is 
developed to calculate the magnetic force between 
these coils. Using the results obtained from the 
numerical solution of the direct calculation 
method, the precision of the proposed method is 
investigated and finally compared with 
experimental results. 
 

II. DIRECT CALCULATION METHOD 
Consider a system of two spiral coils as shown 

in Fig. 1. To calculate the magnetic force between 
them, we should first calculate the vector magnetic 
potential resulting from one of the coils in any 
given point like P (see Fig. 2). 

Vector magnetic potential of spiral coil 1 in 
any given point P is obtained by the following 
equation [6]: 


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



1

10
4 R

ldIA                            (1) 

where 1I  is the current of the coil, ld  is the 
longitudinal differential component, and 1R  is the 
distance between this differential component and 
point P. 

The coordinates marked by prime are related 
to the source. With suitable substitutions for ld  , 
the following equation for vector magnetic 
potential is obtained: 
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Fig. 1. The two spiral coils in z distance of each 
other. 

 
Fig. 2. Calculation of the vector magnetic potential 
of spiral coils in any given point like P. 

 
To calculate the integral in (2), one of the 

integral variables must be replaced by another one 
according to the relations between them. The 
variables  and r   have a linear relation; 
consequently, we can write [7, 8]: 

rK  1                                 (3) 
where 1K  is a constant coefficient that is called 
"compression factor"  of coil 1.   
 
 

This factor depends on the diameter of the wire 
used and the structure of the coil and determines 
its compression. Having the vector magnetic 
potential, the magnetic field is calculated using the 
following equation [6]: 

AB                                    (4) 
The force acted on the coil 2 is [9]: 

 

2

2221
C

BdlIF

                        (5) 
In the above equation, 2dl  is longitudinal 

differential component on coil 2. Substituting 
proper expression for 2dl  and employing (4) in (5) 
and doing some mathematical calculations, we get: 

zzyyxx fafafaF 21               (6) 
where xf , yf  and zf  are the components of the 
force in directions x, y and z, respectively, and are 
equal to (7)-(9) at the bottom of the page. 

In equations (7)-(9), the parameters 1r  and 1r  
are the inner radii of coil 1 and 2, respectively, and 

2r  and 2r  are the outer radii of coils 1 and 2, 
respectively. Also, the following equation has 
been used [7, 8]: 

rK2                              (10) 
where 2K  is compression factor of coil 2 
determined with regard to the compression of the 
coil and the diameter of the wire used in it. 
 

III. CONCENTRIC RINGS METHOD 
In the previous section, it was observed that to 

obtain the force between spiral coils, using the 
analytical method is slightly complex and time-
consuming. Furthermore, the obtained integrands 
are not smooth functions, and we have some 
difficulties in the calculation of their integrals. 
Especially when the coils are compressively 
wounded, the problem is more acute.   
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To overcome this problem, accepting some errors, 
we can replace the spiral coils with concentric 
rings and then calculate the forces between them 
[7]. For this purpose, we first calculate the force 
between two concentric current carrying rings. 
Suppose rings 1 and 2 with radiuses a  and b  
while carrying currents 1I  and 2I , respectively 
(see Fig. 3). To obtain the force exerted on the 
upper ring from the lower ring, we first calculate 
the magnetic field of lower ring in any given point 
P. To calculate the magnetic field, we use the 
vector magnetic potential concept. The vector 
magnetic potential of ring 1 in any point P  on 
ring 2, using (1), is equal to (Fig. 4): 

),(   RfaA                             (11) 
in which the function ( , )f R   is as follows: 
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In the above equation, a  is the radius of ring 1, 
0  is the permeability of vacuum, 1I  is the 

current of ring 1, and R  is the distance between 
the origin and the field point P (Fig. 4). By 
obtaining the vector magnetic potential, magnetic 
field is calculated using (4). Substituting (11) and 
(12) in (4) and doing some mathematical 
calculations, we get: 

),(),( 21   RgaRgaB R            (13) 
where 1g  and 2g  are: 
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The force exerted on ring 2 from ring 1 is 
calculated using (5). Applying (13)-(15) to (5) and 
also substituting an appropriate expression for 2dl  
and doing some simple mathematical calculations, 
the following equation for the force is obtained: 
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In the above equation,  b  is the radius of ring 2 
and z  is the axial distance between the two rings.  

 
Fig. 3. Two concentric current carrying rings. 

 

 
Fig. 4. Determination of vector potential of a 
current carrying ring with radius a  in any given 
point P. 

 

 
 Fig. 5. Two coils with concentric rings. 
 
The force obtained in (16) has no analytical 
solution, so we can use numerical integration 
methods to solve it. Changing the integral variable 
as  2)2/3( in (16), the following equation 
for the force is obtained: 
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where k is a constant parameter and is equal to: 
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and )(kK  and  )(kE  are the first and the second 
order elliptic integrals, respectively, with the 
following definitions: 
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Now, having the force between the two rings, 
we can calculate the force between the two spiral 
coils after replacing them by concentric rings (Fig. 
5). The magnetic force between the two coils (the 
force exerted on coil 2 from coil 1 in Fig. 5) will 
be as follows: 
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where 1n  and 2n  are the number of turns of coil 1 
and 2, respectively, and ),(21 ijf  is equal to: 
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In the above equation, z is the distance between 
the two coils, and the parameters ia , jb  and 'k  
are defined as: 
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where 0a  and 0b  are the inner radius of coils 1 
and 2 and 1s  and 2s  are the distance between two 
neighboring turns in coils 1 and 2, respectively. If 

the coils are wound compressively, then 1s  and 2s  
must be replaced by the diameter of the wires used 
in coils 1 and 2, respectively. 

 
IV. CALCULATION RESULTS 

In Section II, the force between two spiral 
coils was analytically obtained (equation (6)). 
Suppose that the compression factors of the coils 
are high. In this case, the force values in the x and 
y directions are almost zero, and the component of 
the force in the z direction is non- zero [7] which 
is given by equation (9). The force in this relation 
is the force exerted on coil 2 from coil 1 as it is 
shown in Fig. 1. Although we use precise 
analytical relations to obtain the force in (9), its 
integral has no analytical solution, and numerical 
integration techniques must be used to solve it. 
The integrand of the equation (9) has some "semi-
poles" which depend on the value of the 
compression factors 1K  and 2K . The curve of the 
integrand versus variables r  and 'r  is shown in 
Fig. 6 for different values of r  and 'r  from 0 to 1. 
As seen in the figure, by increasing the values of 
r  and 'r  from zero, the value of the integrand 
produces some sharp peaks (the semi-poles 
points). It is clear that integration of these surfaces 
is much more difficult because in order to obtain 
higher precisions, one needs to increase the 
number of iterations of numerical integration 
intensively which, in turn, requires much longer 
computational time to solve such a problem. 

Now we compare the results of direct 
calculation of the force using equation (9) with 
that of the replaced concentric rings method. To 
calculate the integral in equation (9), we used 
recursive adaptive Simpson Quadrature method. In 
the replaced concentric rings method, the radius of 
each ring is assumed to be the average of the inner 
and the outer radii of each turn of spiral coils. In 
Tables 1 and 2 the results of calculation of the 
force using two methods for different values of 
turn number and different center to center distance 
of coils are compared. In these tables, the current 
in both coils is 20 Amperes, the diameter of the 
wires is 2 mm, and the compression factor for both 
coils is assumed to be d/2 , where d is the 
diameter of the wires in both coils; meaning that 
for each turn of coils or for change of 2  Radians 
in the value of variable   in cylindrical 
coordinates, the change in the value of variable r 
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(the radial growth of coils) is equal to diameter of 
the wires used in the coils. In Table 1, it is 
assumed that the coils start to grow from point (0, 
0). Comparing the results of the two methods in 
this table, it is seen that for the fewer number of 

 
Fig. 6. The integrand in force equation for 500 
turns in each coil. 

 

 
Fig. 7. Measurement of the magnetic force 
between the two spiral coils. 
 
turns the error is high, but by increasing the 
number of turns, the error gradually decreases, and 
when the turn number approaches to 100, the error 
becomes zero. In Tables 1 and 2 the precision of 
the calculations is adjusted according to the 
numerical value of the results. For instance, for the 
first column of Table 1 the calculated numbers are 
in the range of 1310 (their minimum value). To 
compare the calculation time in the two 

approaches, it suffices to mention that the required 
calculation time using the adaptive Simpson 
method for 100 turns in Table 1 for precision of 

410  is 28000 times more than that of using 
replaced concentric rings method. As seen in the 
table, the results precisely coincide with each 
other. Another interesting point about Table 1 is 
that by increasing the distance between the two 
coils, the calculation error increases showing that 
in large distances, the replaced concentric rings 
method does not present a proper approximation 
of the force. 

In Table 2, the comparison between the two 
methods is made for the case in which the inner 
radius of the two coils are equal to 2.5cm; in other 
words, the coils start to wind from cmr 5.2 . As 
seen from the results of the table, the errors in this 
case are less than the corresponding errors in 
Table 1. For example, the force error for 2 turn 
coils in distance of 8 cm reduced from 94.6% in 
Table 1 to 0.12% in Table 2. These fewer errors 
for lower turn numbers decrease expeditiously to 
zero by increasing the turn numbers.  

According to the results of Tables 1 and 2, 
generally for turn numbers higher than 10 turns in 
each coil, using the replaced concentric rings 
presents good approximations while having much 
simpler and faster calculations compared with that 
of the direct method and using (9). 

Now, suppose the case in which there is a 
smaller compression factor for the coils compared 
with the previous one, i.e. for each turn of coils or 
for change of 2  Radians in the value of variable
  in cylindrical coordinate, the change in the 
value of variable r is more than the diameter of the 
wires used in the coils. For example, suppose that 
the growth of r is equal to 6 mm; in this case, the 
compression factor for both coils will be: 

                
006.0
2

21


 KK . 

The results of the calculations of the force 
with the above mentioned conditions using the 
methods of direct and replaced rings are presented 
in Table 3. In this table, like the previous cases, 
the current of the coils is 20 Amperes. 

It is interesting to compare the results of 
Tables 1 and 3. In Table 3, the trend of increasing 
and decreasing of error with the increase of the 
distance between the two coils and the number of 
turns is the same as Table 1; but in this case, the  
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Table 1. Comparison of the force calculation methods between two spiral coils (inner radii and 
compression factor of the coils are 0 and 002.0/2 , respectively). 

 

Number of 
Turns or 

Rings Per 
Coil 

2 5 10 20 50 100 

Z=2cm 

Direct 
Method (N) 2.9854×10-6 2.3725×10-4 5.6356×10-3 7.1760×10-2 1.0079 5.4610 

Replaced 
Rings 

Method (N) 
1.3416×10-6 2.2745×10-4 5.6091×10-3 7.1713×10-2 1.0078 5.4610 

Error (%) 55.1 4.1 0.47 0.07 0.01 0 

Z=4cm 

Direct 
Method (N) 4.9389×10-7 2.3834×10-5 9.2665×10-4 2.2472×10-2 5.8029×10-1 4.0310 

Replaced 
Rings 

Method (N) 
9.0210×10-8 2.1251×10-5 9.1686×10-4 2.2445×10-2 5.8024×10-1 4.0310 

Error (%) 81.7 10.8 1.1 0.12 0.01 0 

Z=8 cm 

Direct 
Method (N) 1.0599×10-7 2.1389×10-6 8.8644×10-5 3.6843×10-3 2.1795×10-1 2.3208 

Replaced 
Rings 

Method (N) 
5.7461×10-9 1.5053×10-6 8.6061×10-5 3.6745×10-3 2.1791×10-1 2.3208 

Error (%) 94.6 29.6 2.9 0.27 0.02 0 
* Precision of the calculations in numerical integration for rings of 2 to 100 turns are 

5791013 105.0,105.0,105.0,105.0,105.0    and 4105.0  , respectively. 
 

Table 2. Comparison of the force calculation methods between two spiral coils (inner radii and 
compression factor of the coils are 2.5cm and 002.0/2 , respectively). 

 
Number of 
Turns or 

Rings Per 
Coil 

2 5 10 20 50 100 

Z=2cm 

Direct 
Method (N) 1.8844×10-3 1.3230×10-2 5.8839×10-2 2.5524×10-1 1.7033 7.0917 

Replaced 
Rings 

Method (N) 
1.8851×10-3 1.3234×10-2 5.8849×10-2 2.5526×10-1 1.7033 7.0917 

Error (%) -0.04 -0.03 -0.02 -0.01 0 0 

Z=4cm 

Direct 
Method (N) 5.1474×10-4 4.0012×10-3 2.0961×10-2 1.1654×10-1 1.0846 5.4020 

Replaced 
Rings 

Method (N) 
5.1465×10-4 4.0009×10-3 2.0961×10-2 1.1654×10-1 1.0846 5.4020 

Error (%) +0.02 +0.01 0.0 0.0 0 0 

Z=8 cm 

Direct 
Method (N) 7.6578×10-5 6.6545×10-4 4.1678×10-3 3.1257×10-2 4.8080×10-1 3.2851 

Replaced 
Rings 

Method (N) 
7.6487×10-5 6.6492×10-4 4.1660×10-3 3.1252×10-2 4.8079×10-1 3.2851 

Error (%) +0.12 +0.08 +0.04 +0.02 +0.002 0 
* Precision of the calculations in numerical integration for rings of 2 to 100 turns are 

56789 105.0,105.0,105.0,105.0,105.0    and 4105.0  , respectively. 
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Table 3. Comparison of the force calculation methods between two spiral coils (inner radii and 
compression factor of the coils are 0 and 006.0/2 , respectively). 

 
Number of 

Turns or Rings 
Per Coil 

2 5 10 20 50 100 

Z=2cm 

Direct Method 
(N) 7.3291×10-5 3.0192×10-3 2.7852×10-2 1.7814×10-1 1.5234 6.8511 

Replaced Rings 
Method (N) 5.9885×10-5 2.9807×10-3 2.7794×10-2 1.7806×10-1 1.5234 6.8511 

Error (%) 18.3 1.3 0.2 0.05 0.0 0 

Z=4cm 

Direct Method 
(N) 9.7945×10-6 7.3240×10-4 1.1940×10-2 1.1105×10-1 1.2302 6.0918 

Replaced Rings 
Method (N) 6.0653×10-6 7.1382×10-4 1.1902×10-2 1.1100×10-1 1.2301 6.0918 

Error (%) 38.1 2.5 0.3 0.05 0.01 0 

Z=8 cm 

Direct Method 
(N) 1.3593×10-6 9.5316×10-5 2.8855×10-3 4.7627×10-2 8.3326×10-1 4.9196 

Replaced Rings 
Method (N) 4.4275×10-7 8.9553×10-5 2.8669×10-3 4.7589×10-2 8.3320×10-1 4.9196 

Error (%) 67.4 6.1 0.65 0.08 0.01 0 
* Precision of the calculations in numerical integration for rings of 2 to 100 turns are  

567911 105.0,105.0,105.0,105.0,105.0    and 4105.0  , respectively. 
 
Table 4. Characteristics of the constructed spiral coils 

Diameter of 
wire used (mm) 

Inner 
radius(cm) 

Number 
of turns  

1.6 2.15 54 Coil 1 
1.6 2.0 55 Coil 2 

  
Table 5.  Experimental results and their comparison with calculation results of the replaced rings method 

 Current of Coils (A) 4.8 5.4 7.3 10.6 14.1 

Z=2 cm Measured Force (N) 0.1079 0.1373 0.2453 0.5199 0.9123 
Calculated Force (N) 0.1067 0.1351 0.2469 0.5206 0.9211 

Z=4 cm Measured Force (N) 0.0687 0.0785 0.1472 0.3139 0.5592 
Calculated Force (N) 0.0640 0.0810 0.1480 0.3119 0.5520 

Z=8 cm Measured Force (N) 0.0196 0.0294 0.0589 0.1275 0.2158 
Calculated Force (N) 0.0256 0.0324 0.0592 0.1248 0.2208 

 
calculated percentage of relative error of the 
force is lower than the corresponding values in 
Table 1. At first, it seemed that by decreasing 
the compression factor the calculation error 
increases, but this assumption is not true because 
by decreasing the compression factor, the 
relative error of calculations with replaced rings 
method decreases. This is also true for smaller 
compression factors [10]. 

 
V. THE EXPERIMENTAL RESULTS 

     In order to evaluate the precision of the 
replaced concentric rings method in calculating 
the force between coils, two coils with different  

 
radii were precisely constructed in the laboratory 
with the characteristics presented in Table 4.  

To precisely measure the repelling and attracting 
forces between the coils, a test as illustrated in Fig. 
7, is arranged. In this figure, one of the coils is 
placed on a fiber board isolator whose permeability 
is the same as air, and the other coil is connected to a 
digital force meter via four pieces of string and a 
fiber board isolator. So, by applying current to the 
circuit of the two coils, the force exerted on the 
higher coil, which is equal to the force on the lower 
coil, is precisely measured.  

In Table 5, the calculation and experimental 
results for different distances are presented. To 
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obtain the calculation results of this table, due to 
the large number of turns and inner radii for the 
coils, the replaced concentric rings method is 
employed. Regarding the results and the 
explanations of the previous section, using this 
method in this case causes no significant error. 
As Table 5 shows, the results of the force 
measurement are in good accordance with the 
results of the calculations, validating the 
precision of the proposed method. 

 
VI. CONCLUSION 

In this paper, the force between spiral coils 
is calculated using two methods: direct method 
and replaced concentric rings method. In the 
direct method, we face integrals with no 
analytical solutions. The numerical solution of 
these integrals, due to the fact that the integrands 
are not smooth, is difficult and time-consuming. 
To overcome this problem, we employed 
replaced concentric rings method which has 
simpler calculations and reduces the calculation 
time. Due to the obtained results, the calculation 
error of the replaced rings method for number of 
turns more than 10 is negligible, and the method 
is effective. These errors are reduced by 
increasing the inner radius of spiral coils, which 
is the case of many practical applications, and 
are acceptable values in lower turn numbers, too. 
According to the measurements done on the 
constructed coils, the calculation results are in 
good agreement with the experimental results, 
validating the effectiveness of the replaced rings 
method. 
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Abstract─ In this paper, a new subspace-based 
method for high-resolution direction-of-arrival 
(DOA) estimation of multiple plane waves in a 
noisy environment is proposed. This method 
called Iterative-Subspace-Decomposition (ISD) 
involves an iterative decomposition into two 
blocks of the matrices corresponding to the noise 
and the source subspaces. The proposed algorithm 
provides enhanced estimation performance of the 
DOA. It also significantly improves the resolution 
capability with respect to existing algorithms. The 
method can be applied to low signal-to-noise ratio 
(SNR) environment and is suitable for arrays with 
arbitrary sensor geometries, including linear 
arrays. Several numerical simulations are 
presented to assess the proposed method enhanced 
performance in comparison to that obtained by 
some classical algorithms. This comparative study 
has shown that the ISD leads to a significant 
reduction in the Root Mean Square Errors (RMSE) 
and resolution rate capabilities of the DOA 
estimates. As though, it is shown that the ISD 
method is superior in resolving closely spaced 
signals with a small number of snapshots and at 
low SNR. 
  
Index Terms─ Subspace-based methods, DOA 
estimation, iterative decomposition, high-
resolution capability, estimation performance, 
arbitrary sensor geometries, linear arrays.  
 

I. INTRODUCTION 
Direction of Arrival (DOA) estimation of 

narrowband wave fronts impinging on an array of 
sensors has long been of great interest in several 
applications [1]. Numerous techniques have been 
developed to determine the angle of arrival of 
signals incident on an antenna array [2]. These 
methods typically are based on the phase 
difference of the signal at adjacent elements in the 
antenna array since this phase difference is 
proportional to the angle of arrival of the incoming 
signal.  

In the literature, the classical subspace based 
methods have been investigates extensively [3]. 
Super-resolution techniques have also been 
developed that take advantage of the structure of 
the input data model. These methods, including 
MUSIC [4], ESPRIT [5] and SUMWE [6], fall 
into a class of algorithms known as subspace-
based techniques [7]. Nevertheless, the existing 
linear operation based methods, e.g., Propagator 
[8], find the signal or noise subspace from the 
array data by partitioning the array response 
matrix or exploiting the array geometry and its 
shift invariance property, and then estimate the 
directions of arrival (DOAs) of incident signals by 
the way similar to the classical MUSIC estimator. 
However, it is shown in [6] that the estimation 
accuracy of the linear operation based methods is 
generally poorer than the classical subspace based 
methods (e.g., MUSIC) from the statistical 
viewpoint. That’s why MUltiple SIgnal 
Classification (MUSIC) is a popular high-
resolution technique for estimating the DOA of 
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multiple plane waves in a noisy environment, 
using an array of M sensors [9]. The method 
involves eigendecomposition of the spectral 
covariance matrix  of the M-dimensional data 
vector to determine the noise and the source 
subspace. The matrix  is estimated from a finite 
number of samples of the data vector. For a given 
data size K, reduction of the signal-to-noise ratio 
(SNR) at the sensor array output causes an 
increase in the covariance matrix estimation error 
and a corresponding increase in the DOA 
estimation error [10]. The estimation errors may 
be reduced by increasing K, but requirements of 
temporal coherence and speed impose an upper 
limit on the permissible value of K.  

Inevitably, the performance of the MUSIC 
estimator suffers a progressive degradation as the 
SNR is reduced.  In the case of finite data samples, 
it cannot resolve adjacent sources with large 
power level differences between them. In this 
work, the possibility of using an Iterative-
Subspace-Decomposition (ISD) technique is 
explored to improve the performance of the 
MUSIC in low SNR environment. The ISD 
method is based on the invariance property of 
noise and source subspace after an iterative 
decomposition into two blocks. This method not 
only has a higher resolution than the MUSIC but 
also can resolve very weak sources in the vicinity 
of strong ones. The proposed algorithm can handle 
all array configurations and like the MUSIC 
method its DOA estimates are asymptotically 
exact, i.e., exact estimates are obtained 
asymptotically as the number of measurements 
goes to infinity irrespective of the SNR and 
angular separations of the sources [11]. 

The paper is organized as follows. First, the 
signal and noise model is presented and DOA 
estimation problem is formulated. Next, the new 
method is presented and its iterative process is 
investigated. Simulation results for comparison 
between the proposed algorithm and the MUSIC 
method are given in Section 4, followed by a 
summary of the main conclusions arising from this 
work. 
 

II. DATA MODEL AND MUSIC 
ALGORITHM 

Consider a Uniform Linear Array (ULA) of M 
sensors with intersensor spacing d. If plane waves 

from N narrowband far field sources, with the 
same known center frequency f0, arrive at the array 
at angles 1, 2, …, N, with respect to the array 
normal, the complex received signal of the mth 
sensor at time t, can be written as 

 

        

        
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
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N

i
mimiim

N

i
mimiimm

tbθfjexptsθa

tbθtsθatr

1
0

1

2

(1) 

 
where  im θ is the propagation delay between a 
reference point and the mth sensor for the ith 
wavefront impinging on the array from direction 

iθ as shown in Fig. 1,  im θa is the corresponding 
sensor element complex response (gain and phase) 
at frequency 0f , and  tbm  is additive noise at the 
mth sensor element.  

With the narrow band assumption, si(t) is the 
ith signal complex envelop representation which 
can be shown as 

 
        N,...,i,ttfjexptuts iii 12 0    (2) 

 
where  tui  and  ti  are slowly varying functions 
of time that define the amplitude and phase of ith 
signal, respectively. Slowly varying means 
    tutu ii  and     tt ii  for all possible 

propagation delays   between array sensors, and 
as a result of this, the effect of a time delay on 
received waveforms is simply a phase shift, i.e., 

 
      02 fjexptsts ii              (3) 

 
Using vector notation for the received signals 

of M sensors, the data model can be presented as 
 

     



N

i
ii tb)t(sθatr

1

                (4) 

where  
           T1 tr,...,trtr M ,       T1 tb,...,tbtb M ,  

      
    T0

101
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iMiM

iii

θfjexpθa
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


       (5) 

N,...,i 1 . 
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and superscript T denotes transpose of a matrix. 
The 1M  vector  iθa  is known as array response 
or array steering vector for direction iθ . With 
defining the NM   matrix     Nθa,...,θaA 1  and 

1N  vector       T1 ts,...,tsts N , relation (4), can 
be written as 

 
     tbtsAtr  .                          (6) 

 
The problem of determining the DOAs can 

now be reduced to the problem of estimating the 
vector parameter  T1 Nθ,...,θθ   given K 
observations or snapshots   K

ttx 1 . In order to 
make the estimation problem tractable, some 
assumptions have to be made about the model (6). 
The following assumptions are common in the 
literature on DOA estimation: 

A1) The number of sensors M is larger than 
the number of emitting sources N, i.e., M > N. The 
number of sources N is assumed to be known. 

A2) The steering vectors  θa  is known for all 
θ  and the array is configured in such a way that 
the matrix A has full column rank, i.e., rank (A) = 
N. This also implies the source directions to be 
different in space, i.e., ji θθ  . 

A3) The additive noise at each sensor is a 
zero-mean stationary complex Gaussian random 
vector which is both temporally and spatially 
white. The noise processes of different sensors are 
uncorrelated and with the covariance matrix 

 
     Mbb ItbtbE 2H  ,                   (7) 

 
where 2

b  is the noise power at each sensor and 
MI  is an MM   identity matrix. 

It is further assumed that the noise is 
uncorrelated with the N source signals. 

A4) the sources are uncorrelated zero mean 
stationary processes with the NN   diagonal 
covariance matrix  

 
      22

2
2
1

H
NS ,...,,diagtstsEP  ,      (8) 

 
where   22 tsE ii   denote the power (variance) 
of the ith source. 

From the above assumptions and (6), the 
MM   covariance matrix of received data can be 

expressed as 
 

     bsMbS IAAPtrtrE  2HH   (9) 
where HAAPSs   denote the signal covariance 
matrix. 

 

 
 

Fig. 1. Geometry of the array for DOA estimation. 
 
Let   be eigen decomposed as 
 

    
    

 
































H
b

H
s

2bs

H
bs

22
bs

2H
bsbs

V
U

0
0

VU

VUVU

VU0VU

NMb

NMbNbS

MbS

I

I,IPdiag

I,Pdiag

(10) 

 
where  2222

2
22

1 bNbb ,....,,diag  , 
Us and Vb are the signal subspace and noise 

subspace eigen vector matrices, respectively. It 
can be shown that AHVb=0. Or equivalently,  

 
    0VV H

bb
H θaθa                     (11) 

 
at the true DOAs. 

In practice, the data covariance matrix  is not 
available but a maximum likelihood estimate ̂  
based on a finite number (K) of data samples can 
be obtained as 

 

   



K

k
kk trtr

K
ˆ

1

H1                     12) 

 
where ,kTt sk   sT  is the sampling period and 
estimation of DOA of sources is based on this 
sample covariance matrix. 
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If ̂  is eigen decomposed as in (10), one 
would arrive at the estimate of the noise subspace 
eigen vector matrix as bV̂ . Since bV̂  is only an 
estimate, the left-hand side of (11), would be 
minimum, and not zero, at the true DOAs if Vb is 
replaced by bV̂ . Spectral MUSIC utilizes this fact, 
so that the ambiguity function, 

 

 
   












θaˆˆθa
θFMUSIC H

bb
H VV

1           (13) 

 
peaks at the true DOA, whereas Root MUSIC 
simply roots the polynomial    θaˆˆθa H

bb
H VV  to 

find the DOA. 
 

III. PROPOSED DOA ESTIMATION 
ALGORITHM: Iterative-Subspace-

Decomposition (ISD) Method 
A set of basis vectors that span the signal 

subspace S are the eigenvectors corresponding to 
the N largest eigenvalues of the measurement 
covariance matrix . This follows from the 
definition of the eigenvalues and eigenvectors of  
given by 

 
,M,...,,m,vv mmm 21           (14) 

 
where M...  21  are the eigenvalues (in 
decreasing order) of  and iv are the corresponding 
eigenvectors. Inserting for  into (14), gives 

 
  ,vv mbmms

2                    (15) 
 

which is the definition of the eigenvalues and the 
eigenvectors of the signal covariance matrix 

HAPAs  , where  2
bm   is the mth eigenvalue 

and mv  is the mth eigenvector. 
The MM   matrix s is by construction 

positive semidefinite with rank equal to N (under 
the assumption that the signals are not fully 
correlated). This means that s has N positive, 
nonzero eigenvalues and M-N eigenvalues that are 
equal to zero. The eigenvalues of  are then 

2
121 bMNN ......    and the 

eigenvectors of  corresponding to the N largest 
eigenvalues are the same as the eigenvectors of s 

that correspond to the only nonzero eigenvalues. 
These eigenvectors span the same subspace as s 
and hence also A. The signal subspace can then be 
written as: 

 
   ,spanAspanS sU                (16) 

 
where  Nv,...,v,v 21sU  . Similarly, the noise 
subspace is 

 
 ,spanS bV                      (17) 

 
where  .v,...,v,v MNN 21bV   For an infinite 
number of snapshots K, the sample covariance 
matrix is equal to the measurement covariance 
matrix, that is, ,ˆ Mlim  and the signal 
subspace can be found as described above.  

In practice, however, there is a finite amount 
of data available, which implies that ̂ . This 
means that the exact signal subspace cannot be 
found. Instead, estimates of the signal and noise 
subspaces can be made from the eigenvectors of 

,̂  i.e.,  sÛspanŜ   and  bV̂spanŜ  , where 
 Nv̂,...,v̂,v̂ˆ

21sU  ,  MNN v̂,...,v̂,v̂ˆ
21bV  , and 

mv̂ , M,...,,m 21  are the eigenvectors 
corresponding to the eigenvalues of ̂ , which are 

M
ˆ...ˆˆ  21 . 

 
A. Signal and Noise Subspace 

The MM   sample covariance matrix ̂  given 
in (12), is a positive definite matrix.  We denote its 
eigenvalues (in decreasing order) and their 
corresponding eigenvectors by m̂  and mv̂ , i.e., 

 





M

m

H
mmm v̂v̂ˆˆ

1

HVDV            (18) 

 
where  Mv̂,...,v̂,v̂ 21V   and  M

ˆ,...,ˆ,ˆdiag  21D  
Establishing of the signal and noise subspace is 

obtained using the following observations;  Because 
it is assumed that NM  , the MM   eigenvalues 
matrix D and the MM   eigenvectors matrix V can 
divided into four parts as follows: 
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 NM

N

NMN























}

}

VV

VV
V

2221

1211


             (19) 

and 

 

1 2

3 4

D D }
D .

D D }
M NN

N

M N


 
 

  
 

  

              (20) 

 
The submatrices V11 and V21 define the signal 

subspace matrix VS. The submatrices V12 and V22 
define the noise subspace matrix VB. VS and VB are 
the same signal and noise subspace defined by the 
MUSIC method. The two blocks D2 and D3 for the 
diagonal matrix D are two null matrices. 

Assume first that there is no noise present. The 
spectral covariance matrix  can then be written 

 

 

H
SS

H
B

H
S

BS
H

EVV

V
V

00
0E

VVVEV



















 s     (21) 

 
where E is the NN   diagonal matrix which 
contain the eigenvalues (in decreasing order) of the 
signal covariance matrix s . 

Now assume that noise is included in the 
model. The spectral covariance matrix  can then 
be written 

 

   
    HBS

22
BS

H
B

2
B

H
S

2
S

H
SS

2H
SS

VVEVV

VVVVEVV

EVV

NMbNb

NMbNb

Mbbs

I,Idiag

II

I











.  (22) 

 
Thus, the NM   dimensional subspace 

spanned by the NM   noise eigenvectors may be 
justifiably referred to as the noise subspace. The N 
dimensional subspace spanned by the incident 
signal mode vectors may also be referred to as the 
signal subspace.  Both subspaces are disjoint. 

By including the partitioning of the matrix V 
and D, a new covariance matrix   is defined as 


















 H

22422
H

12422

H
22412

H
12412

H
21121

H
11121

H
21111

H
11111

VDVVDV
VDVVDV

VDVVDV
VDVVDV

 
     HBS41BS VVD,DVV diag .                     (23) 

 
Add and leave out the noise covariance matrix 

b , relation (23), can be written as 
 

    H
B4B

H
S

2
S

H
S

2
1S VDVVVVDV  NbNb II  (24) 

 
By identification with (22), the signal 

covariance matrix can be written as: 
 


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

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






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S4S3

S2S1
H
21

'
121

H
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'
121

H
21

'
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H
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'
111

QQ
QQ

VDVVDV
VDVVDV

s ,  (25) 

 
and the noise covariance matrix can be written as 

 
    

  bbNb

Nbb

I

,Idiag




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S

2
S

H
BS4

2
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VV

VVDVV
,     (26) 

where  
 









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






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bb , (27) 

NMbNb II  2
4

'
4

2
1

'
1 DDandEDD . 
 

The parameters QS1, QS2, QS3 and QS4 are, 
respectively, NN  ,  NMN  ,   NNM   
and    NMNM   dimensional submatrices. 
QB1, QB2, QB3 and QB4 are, respectively, NN  , 

 NMN  ,   NNM   and    NMNM   
dimensional submatrices. 

 Lastly, the noise subspace RB and the signal 
subspace RS is obtained by a linear operation of the 
matrix formed from the noise and signal covariance 
matrix: 

 
B. Iterative Subspace-Decomposition-Signal 
(ISDS) Method 

From the signal covariance matrix (25), GS is 
defined to be the  NMN   linear operator 
source. The rows of QS3 can be expressed as a linear 
combination of linearly independents rows of QS1; 
equivalently, there is a  NMN   linear operator 
GS between QS1 and QS3 

 
11

H
S21S1

H
SS3 VGVQGQ  .        (28) 

 
Then it follows from (28), that 

       AspanspanA NNM   Bs
H
Bs Ror0R  
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and 
   Aspanspan SsR ,                 (29) 

 

where 










NMI

S
Bs

G
R  and 








 H

S
Ss G

R NI
 are the 

noise and signal subspace matrices, respectively. 
Because the  NMM   matrix RBs has a full rank 
of  NM  , the columns of RBs form the basis for 
the null space    HA  of  HA , and clearly, the 
orthogonal projector onto this noise subspace is 
given by 

  H
Bs

1
Bs

H
BsBsR RRRR

Bs


 , which implies that 

 
 
Ni

a M

,...,1

for0 i1RBs



            (30) 

 
where 
 
         T00 1221 θMfjexp,...,θfjexp,θa    

 
and 10 M  is an 1M  null vector. Evidently, the 
directions can be estimated based on the orthogonal 
property (30). 

 
C. Iterative Process 

The common assumption used for the following 
iterations is that the noise subspace matrix RB (i.e., 
RBs or RBb) has a full rank of  NM  . Because it is 
assumed that NM  , the  NMM   noise 
subspace matrix RBI can be divided, at the Ith 
iteration, into two parts as follows: 

 

 N

NM 










I

I
B Z

W
R

I
                   (31) 

 
where RBI and WI are two submatrices with full 
rank, the row of ZI can be expressed as a linear 
combination of linearly independent rows of WI; 
equivalently there is a  NMN   linear operator 
GI+1 at the (I+1)th iteration, between WI and ZI 

II1I ZWG  .                            (32) 
 
Then it follows from (34), that 
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where 
















NMI
1I

B
G

R
1I

 and 




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
 H

1I
S G

R
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NI
 are the noise 

and signal subspace matrices at the (I+1)th iteration, 
respectively.  

Thus, a continuation of iterative decomposition 
of the new noise subspace matrix enables us to 
reduce the contribution of the noise and 
consequently to increase the signal-to-noise ratio, 
by keeping the information useful of the signal to 
be detected. The ISD spectrum, at the Ith iteration, 
can be expressed as: 

 

 
   


aa

F H
I

ISD H
BB II

RR
1               (34) 

where 

I

I
B

G
R .

M NI 

 
  
 

                       (35) 

The matrix H
BB II

RR  is a projection matrix onto 
the noise subspace. For steering vectors that are 
orthogonal to the noise subspace, the denominator 
of (34), will become very small, and thus the peaks 
will occur in  I

ISDF  corresponding to the angle of 
arrival of the signal.  

 
IV. SIMULATION RESULT 

In this section, the estimation accuracies of the 
proposed method and the classical MUSIC 
technique are compared for the problem of DOA 
estimation. Some numerical examples are 
investigated to illustrate the performance of the 
proposed method more explicitly. The array herein 
is assumed to be a ULA composed of 5 isotropic 
sensors, whose spacing equal half-wavelength. The 
number of signals is assumed to be known a priori. 
The simulation results include probabilities rate of 
resolving the two sources and root mean squared 
errors (RMSE’s) of estimated DOAs. In all the 
simulations of this paper successful simulations are 
those that show two distinct peaks. 

 
A. RMSE of Estimated DOA 

Suppose that the ULA receives two 
uncorrelated narrowband signals with equal power. 
We make 200 Monte Carlo (Realizations) runs for 

481 ACES JOURNAL, VOL. 25, NO. 5, MAY 2010



each experiment to compute the Root-Mean-
Squared Errors (RMSE’s) of estimated DOAs. The 
true DOAs are given by {88°, 93°}. The 
background noise is assumed to be a stationary 
Gaussian white random process with zero mean. 
The RMSE’s of estimated DOAs versus SNR are 
shown in Fig. 2, where the number of sensors is 5 
and the number of snapshots is 100. The Propagator 
method is also plotted for comparison. 

 
Fig. 2. RMSE’s of estimated DOAs versus SNR. 
DOAs of signal 1 to 2 are 88° and 93°. The number 
of snapshots and the number of sensors are equal to 
100 and 5, respectively. 

 
Fig. 3. RMSE’s of estimated DOAs versus 
difference of DOAs between the two sources. The 
number of snapshots, SNR and the number of 
sensors are equal to 100, 12 dB and 5, respectively. 

 
It is demonstrated in Fig. 2 that the ISD 

estimator provides the comparable estimation 
accuracy with the MUSIC and Propagator methods 
when SNR is greater than 10dB, and yields the 

more estimation accuracy than the latter as 
SNR  10 dB. It should be noted that the RMSE for 
the proposed method is higher than the classical 
MUSIC and Propagator methods over the range of 
SNR that we simulated, especially in the case of 
low SNR (SNR < 5 dB), the proposed method 
surpasses the MUSIC estimator. The RMSE’s of the 
two estimators (MUSIC and Propagator) approach 
to the ISD as SNR becomes high. 

The RMSE of the DOA estimation error 
obtained by ISD, MUSIC and Propagator methods 
is plotted versus difference of DOAs between the 
two sources in Fig. 3. Another example is to 
demonstrate the superiority of the ISD method over 
the other method. 

It is clearly seen that the ISD method has high-
resolution capability. 

 
B. Resolution Rate Capabilities 

Let us assume that the number N of mobile 
users is 2 and each sample covariance matrix is 
estimated from 100 snapshots in the simulation.  

 
Fig. 4. Resolution rate capabilities versus SNR and 
difference of DOAs between the two sources. The 
number of snapshots and the number of sensors are 
equal to 100 and 5, respectively. 

 
The two sources are considered resolved if the 

differences between the estimates and their 
respective true locations are both less than the 
separation between the sources, i.e., if 

 9383 1
ˆ  and  9888 2

ˆ . Throughout 
simulations, the powers of the sources are assumed 
equal. 
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The resolving rate capabilities obtained by the 
proposed ISD method versus SNR and difference of 
DOAs between the two sources are plotted in Fig. 
4, where the number of snapshots and the number 
of sensors are equal to 100 and 5, respectively. 

-30 -20 -10 0 10 20 30
0

10

20

30

40

50

60

70

80

90

100

SNR (dB)

 R
es

ol
ut

io
n 

 R
at

e 
%

 

 
ISD
MUSIC
Propagator

 
(a) 

0 1 2 3 4 5 6
0

10

20

30

40

50

60

70

80

90

100

 Difference of DOAs (Degrees)

 R
es

ol
ut

io
n 

 R
at

e 
%

 

 

ISD

MUSIC
Propagator

 
(b) 

 
Fig. 5. Resolution rate capabilities, performance 
comparisons of the proposed and classical methods, 
(a) Resolution rate capabilities versus SNR. DOAs 
of signal 1 to 2 are 88° and 93°. The number of 
snapshots and the number of sensors are 100 and 5, 
respectively, (b) Resolution rate capabilities versus 
difference of DOAs between the two sources. The 
number of snapshots, SNR and the number of 
sensors are equal to 100, 12 dB and 5 respectively. 

 
When the two sources are uncorrelated, the 

results are displayed in Fig. 5. Figure 5(a) shows 
that the resolution capabilities of the proposed and 
the classical MUSIC methods are practically the 
same. The resolution performance of the Propagator 
method is also included for comparison. It can be 
verified from Fig. 5(a) that to have a resolution rate 

more than 90 %, the SNR of ISD, MUSIC and 
Propagator method must be higher than -5 dB, 0 dB 
and 5 dB, respectively. 

 

 
(a) 

 
(b) 

Fig. 6. Spectrum magnitude of proposed method 
and MUSIC versus DOA of sources, (a) Spectrum 
magnitude of proposed ISD method (for Iteration: 
I=1 and I=2) and MUSIC. DOAs of signal 1 to 2 
are 88° and 93°. The number of snapshots, SNR 
and the number of sensors are equal to 100, -5 dB 
and 5, respectively, (b) Spectrum magnitude of 
proposed ISD method (for Iteration: I=1 and I=2) 
and MUSIC. DOAs of signal 1 to 2 are 88° and 93°, 
respectively. The number of snapshots, SNR and 
the number of sensors are equal to 100, 5 dB and 5 
respectively. 

As illustrated by Fig. 5(b) that though the 
classical MUSIC and Propagator are unable to 
resolve the sources when the difference of DOAs 
between the sources becomes less then 3° and 5° 
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respectively.  The proposed ISD method can, 
however, estimate the DOAs of the sources more 
accurately when the difference of DOAs between 
the sources becomes less then 2°. 

Figures 5 and 4 shows higher resolution 
capabilities of proposed method in resolving closely 
spaced sources with large power differences at low 
SNR condition compared to MUSIC and 
Propagator. The same as the first experiment in all 
successful simulations of MUSIC method the 
proposed algorithm has also been successful with a 
much distinct peaks. 

To evaluate the dependence of the estimation 
accuracy of the proposed method on the number of 
iterations, the spectrum magnitude of estimated 
DOAs for the proposed ISD method for two 
different levels of iteration (I =1 and I = 2), is 
plotted in Fig. 6. The number of snapshots is 100, 
SNR changes at -5 dB in Fig. 6(a) and 5 dB in Fig. 
6(b), and the number of sensor is 5. MUSIC method 
is also included for comparison.  

The observation indicates that the proposed 
method can resolve the two DOAs at low SNR 
condition, unlike MUSIC method. This guarantees 
that the ISD approach can preserve high accuracy in 
the case of low-SNR. 

 
V. CONCLUSION 

The approach presented here for iterative 
subspace decomposition is very general and can be 
applied to all array configurations. The ISD method 
is interpretable in terms of the geometry of complex 
M spaces where in the eigen structure of the 
measured  matrix plays the central role. ISD 
method provides asymptotically unbiased estimates 
of a general set of signal parameters and its 
superiority over MUSIC accuracy bound. In 
geometric terms, ISD minimizes the distance from 
the steering vectors  θa  continuum to the signal 
subspace whereas maximum likelihood minimizes a 
weighted combination all component distances. 

The effect of ISD on the performance of 
MUSIC is analyzed by numerically evaluating and 
comparing: (1) the RMSE in the spectral covariance 
estimates obtained using finite data, and (2) the 
resolution rate capabilities of the DOA estimates. It 
is shown that ISD leads to a significant 
improvement in the performance of the MUSIC 
estimator.  

The array elements may be arranged in a 
regular or irregular pattern and may differ or be 
identical in directional characteristics 
(amplitude/phase) provided their polarization 
characteristics are all identical. The extension to 
include general polarizationally diverse antenna 
arrays will be more completely described in a future 
work. 
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