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#### Abstract

A surface integral equation method is used to analyze time-harmonic electromagnetic scattering by arbitrarily shaped three-dimensional DB objects with sharp wedges. At the DB boundary surface, the electric and magnetic flux densities $\boldsymbol{D}$ and $\boldsymbol{B}$ normal to the surface are zero. The DB boundary conditions are enforced by expanding the unknown equivalent surface current densities with divergence-free loop basis functions. The equations are tested with Galerkin's method. The integral equation method is applied to investige field behavior at sharp DB wedges and the results are compared with the quasistatic solution in order to determine the accuracy of numerical solution at the sharp DB wedges.


Index Terms - DB boundary condition, field singularity, integral equation method.

## I. INTRODUCTION

In computational electromagnetics, boundary conditions are often used as approximations of real material interfaces. The perfect electric conductor (PEC) boundary condition, which requires the vanishing of the tangential component of the electric field at the boundary surface, is probably the most well-known and commonly used boundary condition. It is often used as an approximation of conducting surfaces, for example metallic surfaces at low frequencies. There are also other boundary conditions that can be useful in computional electromagnetics. Especially since they can be used for modelling exotic material interfaces, e.g. PEMC [1]. In [2] the use of such canonical surfaces in computational electromagnetics have been summarized.

Electromagnetic soft surfaces [3], on which the power does not propagate along the surface, have many micro- and millimeterwave engineering applications. For example, they can be used for reducing coupling between radiating elements in antenna arrays or creating rotational symmetric radiation patterns for horn antennas [4]. Anisotropic soft surfaces are generally fabricated by corrugated structures, which are quite difficult to model by using standard numerical softwares, because they contain a lot of fine details. A relatively easy way to approximate isotropic soft surfaces is to apply a DB boundary condition [5] in calculations.

The DB boundary condition requires that the normal components of the electric and magnetic flux densities vanish at the boundary. Analytical solutions for objects involving the DB boundaries have been studied in [5, 6, 7], and the integral-equation-method based numerical solution for the scattering by DB objects was introduced in [8]. However, in most practial cases, a discretization of geometry leads to sharp wedges and corners which can cause problems for numerical calculations. At these sharp wedges and corners, fields can be singular. This fact gives motivation to analyze behavior of fields near DB wedges. It is possible to solve field behavior near sharp wedges by using quasistatic analysis, because the geometry is independent of any scale parameter, and therefore, the incident field can be analyzed by using static approach. A quasistatic solution is a well-known result for PEC and dielectric wedges [9, 10]. In this paper, we use a similar approach for analyzing field behavior near the DB wedge. Also, we compare the quasistatic solution with the integral-equation-method based nu-
merical solution, and study the accuracy of the solution at the DB wedge.

## II. DB BOUNDARY CONDITION

The DB boundary condition, introduced in [5], requires that the normal components of the electric and magnetic flux densities $\boldsymbol{D}, \boldsymbol{B}$ vanish on the surface:

$$
\begin{equation*}
\boldsymbol{n} \cdot \boldsymbol{D}=0, \quad \boldsymbol{n} \cdot \boldsymbol{B}=0 . \tag{1}
\end{equation*}
$$

In linear, homogeneous, and isotropic medium, where permittivity $\epsilon$ and permeability $\mu$ are constants, the DB boundary condition (1) can be expressed as

$$
\begin{equation*}
\boldsymbol{n} \cdot \boldsymbol{E}=0, \quad \boldsymbol{n} \cdot \boldsymbol{H}=0 . \tag{2}
\end{equation*}
$$

A look at the Poynting vector illuminates the character of a DB boundary. The average propagating power-density can be calculated from the real part of the complex Poynting vector

$$
\begin{equation*}
<S(t)>=\frac{1}{2} \Re\left\{\boldsymbol{E} \times \boldsymbol{H}^{*}\right\}, \tag{3}
\end{equation*}
$$

where $\boldsymbol{H}^{*}$ denotes the complex conjugate of the magnetic field $\boldsymbol{H}$. At the DB boundary, the following can be written:

$$
\begin{equation*}
\boldsymbol{n} \times\left(\boldsymbol{E} \times \boldsymbol{H}^{*}\right)=\boldsymbol{E}(\boldsymbol{n} \cdot \boldsymbol{H})^{*}-(\boldsymbol{n} \cdot \boldsymbol{E}) \boldsymbol{H}^{*}=0 . \tag{4}
\end{equation*}
$$

Hence, the Poynting vector at the DB boundary has only the normal component and the tangential component vanishes. A soft surface has been defined [3] as a surface where the power flux along the boundary is zero. Therefore, the DB boundary is an isotropic soft surface.

## III. INTEGRAL EQUATIONS FOR DB BOUNDARY

Consider an arbitrarily shaped three-dimensional object with the DB boundary condition in a homogeneous background medium and an incident time harmonic field $\left(e^{-i \omega t}\right)$. The surface of the object is denoted by $S$ and the electromagnetic parameters of the background medium are $\varepsilon$ and $\mu$. Our goal is to solve scattering of the electromagnetic waves by this obstacle. We begin with the following representation of the total time-harmonic electric and magnetic fields [11]

$$
\begin{align*}
\Omega \boldsymbol{E} & =-\nabla \mathcal{S}\left(\boldsymbol{E}_{n}\right)+i \omega \mu \mathcal{S}(\boldsymbol{J})-\mathcal{K}(\boldsymbol{M})+\boldsymbol{E}^{p} \\
\Omega \boldsymbol{H} & =-\nabla \mathcal{S}\left(\boldsymbol{H}_{n}\right)+i \omega \varepsilon \mathcal{S}(\boldsymbol{M})+\mathcal{K}(\boldsymbol{J})+\boldsymbol{H}^{p}, \tag{5}
\end{align*}
$$

where $\Omega$ is the relative solid angle subtended by the surface ( $\Omega=1 / 2$ on smooth surfaces), $\boldsymbol{E}_{n}$ and $\boldsymbol{H}_{n}$ are the normal components of the fields at the surface, $\boldsymbol{J}=\boldsymbol{n} \times \boldsymbol{H}$ and $\boldsymbol{M}=-\boldsymbol{n} \times \boldsymbol{E}$ are the equivalent electric and magnetic surface current densities, respectively, $\boldsymbol{E}^{p}$ and $\boldsymbol{H}^{p}$ are the primary fields, and $n$ is the outer unit normal vector of the surface. The surface integral operators are defined as

$$
\begin{align*}
\mathcal{K}(\boldsymbol{F})(\boldsymbol{r}) & =\nabla \times \mathcal{S}(\boldsymbol{F})(\boldsymbol{r}),  \tag{6}\\
\mathcal{S}(\boldsymbol{F})(\boldsymbol{r}) & =\int_{S} G\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right) \boldsymbol{F}\left(\boldsymbol{r}^{\prime}\right) \mathrm{d} S(\boldsymbol{r}), \tag{7}
\end{align*}
$$

where $G$ is the free space Green's function

$$
\begin{equation*}
G\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)=\frac{e^{i k\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|}}{4 \pi\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|}, \tag{8}
\end{equation*}
$$

$r$ is the observation point, $\boldsymbol{r}^{\prime}$ is the source point, and $k=\omega \sqrt{\varepsilon \mu}$ is the wavenumber of the background. Let us define two surface integral operators as

$$
\begin{gather*}
\mathcal{F}_{t}=-\boldsymbol{n} \times \boldsymbol{n} \times \mathcal{F} \\
\mathcal{F}_{r}=\boldsymbol{n} \times \mathcal{F} . \tag{9}
\end{gather*}
$$

Due to the DB boundary conditions (2), $\boldsymbol{E}_{n}$ and $\boldsymbol{H}_{n}$ can be removed from (5). Normalizing the fields in the following way (to get better balance between the unknowns and the matrix elements, [12])

$$
\begin{equation*}
\tilde{\boldsymbol{E}}=\sqrt{\varepsilon} \boldsymbol{E}, \quad \tilde{\boldsymbol{H}}=\sqrt{\mu} \boldsymbol{H} \tag{10}
\end{equation*}
$$

so called T- equations is obtained by taking the tangential components

$$
\left[\begin{array}{c}
\tilde{\boldsymbol{H}}_{t}^{p}  \tag{11}\\
\tilde{\boldsymbol{E}}_{t}^{p}
\end{array}\right]=\left[\begin{array}{cc}
-i k \mathcal{S}_{t} & -\frac{1}{2} \mathcal{I}_{r}-\mathcal{K}_{t} \\
\frac{1}{2} \mathcal{I}_{r}+\mathcal{K}_{t} & -i k \mathcal{S}_{t}
\end{array}\right]\left[\begin{array}{c}
\tilde{\boldsymbol{M}} \\
\tilde{\boldsymbol{J}}
\end{array}\right] .
$$

Another set of equations, called N - equations, is obtained by taking the cross product with the normal vector $\boldsymbol{n}$

$$
\left[\begin{array}{c}
-\tilde{\boldsymbol{E}}_{r}^{p}  \tag{12}\\
\tilde{\boldsymbol{H}}_{r}^{p}
\end{array}\right]=\left[\begin{array}{cc}
\frac{1}{2} \mathcal{I}_{t}-\mathcal{K}_{r} & i k \mathcal{S}_{r} \\
-i k \mathcal{S}_{r} & \frac{1}{2} \mathcal{I}_{t}-\mathcal{K}_{r}
\end{array}\right]\left[\begin{array}{c}
\tilde{\boldsymbol{M}} \\
\tilde{\boldsymbol{J}}
\end{array}\right] .
$$

The integral equation formulations for DB objects contaning only T- or N- equations, however, suffer from internal resonances, i.e., the solution is not unique at certain frequencies. Internal resonances can be eliminated by combining equations (11) and (12) in
a similar fashion as the T - and N - equations are combined in [13] in the case of penetrable objects. This gives the following combined field integral equation (CFIE) formulation for DB objects

$$
\left[\begin{array}{c}
-\tilde{\boldsymbol{F}}_{r}  \tag{13}\\
\tilde{\boldsymbol{F}}_{t}
\end{array}\right]=\left[\begin{array}{cc}
\mathcal{N}_{t} & -\mathcal{N}_{r} \\
\mathcal{N}_{r} & \mathcal{N}_{t}
\end{array}\right]\left[\begin{array}{c}
\tilde{\boldsymbol{M}} \\
\tilde{\boldsymbol{J}}
\end{array}\right]
$$

with

$$
\begin{equation*}
\mathcal{N}_{t}=\frac{1}{2} \mathcal{I}_{t}-\mathcal{K}_{r}-i k \mathcal{S}_{t} \text { and } \tilde{\boldsymbol{F}}_{t}=\tilde{\boldsymbol{H}}_{r}^{p}+\tilde{\boldsymbol{E}}_{t}^{p} \tag{14}
\end{equation*}
$$

## IV. NUMERICAL SOLUTION TO THE INTEGRAL EQUATIONS

Integral equations (11-13) are solved numerically with the method of moments [14]. First, the unknown equivalent electric $\boldsymbol{J}$ and magnetic $\boldsymbol{M}$ surface current densities are represented as linear combinations of known tangential vector basis functions $\boldsymbol{f}$ and $\boldsymbol{g}$

$$
\begin{align*}
\boldsymbol{J} & \approx \sum_{k=1}^{N} j_{k} \boldsymbol{f}_{k} \\
\boldsymbol{M} & \approx \sum_{l=1}^{M} m_{l} \boldsymbol{g}_{l} \tag{15}
\end{align*}
$$

where $j_{k}$ and $m_{l}$ are scalar coefficients. By using Maxwell's equations and certain vector identities, we can find a relation between the normal components of the fields and the divergences of the equivalent surface currents

$$
\begin{align*}
\nabla_{s} \cdot \boldsymbol{J} & =i \omega \varepsilon \boldsymbol{n} \cdot \boldsymbol{E} \\
\nabla_{s} \cdot \boldsymbol{M} & =i \omega \mu \boldsymbol{n} \cdot \boldsymbol{H} \tag{16}
\end{align*}
$$

As we can see, on the surface of a DB object the surface divergences of the currents vanish (if $\omega \neq 0$ ) due to the DB boundary conditions (2). Therefore, we have to expand both the electric and magnetic equivalent surface current with a set of basis functions which span a solenoidal vector space. We have used the RWG loop basis functions [15] to expand the equivalent currents, and the equations are tested with Galerkin's scheme using the RWG loop functions as testing functions.

A numerical solution requires calculation of singular integrals because the Green's function becomes singular when the distance between the source point and the observation point goes to zero. These integrals are evaluated by using the singular subtraction technique [16].

## V. FIELD BEHAVIOR AT A DB WEDGE

Singularities of the fields appear near sharp wedges and corners with a proper incident field, and these singularities can cause problems for the numerical solution. For example, in case of a PEC or dielectric wedge the fields are singular, and hence, we need to use mesh refinement near the wedges and corners in order to obtain an accurate solution. In this section, we study singularities of fields in the case of a DB wedge.

Consider a three-dimensional sharp wedge with a DB boundary condition. Since the wedge is sharp, we can use quasistatic approximation. Therefore, the electric field $\boldsymbol{E}$ near the wedge can be expressed in terms of the electrostatic potential $\boldsymbol{E}=-\nabla \phi$. In the static and source-current free case we can also express the magnetic field in terms of a scalar potential $\boldsymbol{H}=$ $-\nabla \phi_{m}$, but here we only consider the electric field because the analysis is identical in both cases.

We know that the potential function outside the wedge must satisfy the Laplace's equation

$$
\begin{equation*}
\nabla^{2} \phi=0 \tag{17}
\end{equation*}
$$

because the divergence of the electric field must be zero in a source free region. Also, the field must satisfy the boundary condition at the surface. We can approximate this problem with the two-dimensional infinite wedge, see Fig. 1.


Fig. 1. Two-dimensional infinite wedge. Surface of the wedge is at $\varphi=\varphi_{0}$ and $\varphi=-\varphi_{0}$.

In the polar coordinate system the Laplace's equation (17) can be expressed as

$$
\begin{equation*}
\nabla^{2} \phi(\rho, \varphi)=\frac{1}{\rho} \frac{\partial}{\partial \rho}\left(\rho \frac{\partial \phi(\rho, \varphi)}{\partial \rho}\right)+\frac{1}{\rho^{2}} \frac{\partial^{2} \phi(\rho, \varphi)}{\partial \varphi^{2}}=0 \tag{18}
\end{equation*}
$$

where $\rho$ is the radial coordinate and $\varphi$ is the angular coordinate. This equation can be solved by the separation of variables

$$
\begin{equation*}
\phi(\rho, \varphi)=\sum_{n} P_{n}(\rho) \Phi_{n}(\varphi), \tag{19}
\end{equation*}
$$

which leads to two separate differential equations

$$
\begin{gather*}
\frac{\partial^{2} \Phi_{n}(\varphi)}{\partial \varphi^{2}}+\nu_{n}^{2} \Phi_{n}(\varphi)=0  \tag{20}\\
\rho \frac{\partial}{\partial \rho}\left(\rho \frac{P_{n}(\rho)}{\partial \rho}\right)-\nu_{n}^{2} P_{n}(\rho)=0 . \tag{21}
\end{gather*}
$$

General solutions for the equations (20) and (21) are

$$
\begin{gather*}
\Phi_{n}(\varphi)=A_{n} \sin \left(\nu_{n} \varphi\right)+B_{n} \cos \left(\nu_{n} \varphi\right)  \tag{22}\\
P_{n}(\rho)=C_{n} \rho^{\nu_{n}}+D_{n} \rho^{-\nu_{n}},
\end{gather*}
$$

where $A_{n}, B_{n}, C_{n}$, and $D_{n}$ are the unknown coefficients. The coefficient $D_{n}$ must be zero, because a negative exponent $\rho^{-\nu_{n}}$ leads to an infinite energy at the origin.


Fig. 2. Antisymmetric and symmetric excitations with respect to the wedge.

If the incident field is symmetric with respect to the plane of symmetry $\varphi=0$ (see Fig. 2), the potential function can be expressed as

$$
\begin{equation*}
\phi(\rho, \varphi)=\sum_{n} B_{n} \rho^{\nu_{n}} \cos \left(\nu_{n}(\pi-\varphi)\right), \tag{23}
\end{equation*}
$$

if $\varphi_{0} \leq \varphi \leq 2 \pi-\varphi_{0}$. By taking the gradient of the potential function, we obtain the electric field

$$
\begin{align*}
& \boldsymbol{E}(\rho, \varphi)=-\nabla \phi(\rho, \varphi) \\
& =-\boldsymbol{u}_{\rho} \sum_{n} B_{n} \rho^{\nu_{n}-1} \nu_{n} \cos \left(\nu_{n}(\pi-\varphi)\right)  \tag{24}\\
& \quad-\boldsymbol{u}_{\varphi} \sum_{n}^{n} B_{n} \rho^{\nu_{n}-1} \nu_{n} \sin \left(\nu_{n}(\pi-\varphi)\right) .
\end{align*}
$$

By using the DB boundary condition $\boldsymbol{u}_{\varphi} \cdot \boldsymbol{E}=0$ at $\varphi=\varphi_{0}$, we find that

$$
\begin{equation*}
\sum_{n} B_{n} \rho^{\nu_{n}-1} \nu_{n} \sin \left(\nu_{n}\left(\pi-\varphi_{0}\right)\right)=0 \tag{25}
\end{equation*}
$$

which is satisfied if

$$
\begin{equation*}
\nu_{n}=\frac{\pi}{\pi-\varphi_{0}} n, \quad n=1,2, \ldots \tag{26}
\end{equation*}
$$

Next, we consider the antisymmetric case where the incident field is normal to the plane of symmetry ( $\varphi=$ 0 ). Now the potential function is

$$
\begin{equation*}
\phi(\rho, \varphi)=\sum_{n} A_{n} \rho^{\nu_{n}} \nu_{n} \sin \left(\nu_{n}(\pi-\varphi)\right), \tag{27}
\end{equation*}
$$

if $\varphi_{0} \leq \varphi \leq 2 \pi-\varphi_{0}$, and the electric field can be expressed as

$$
\begin{align*}
& \boldsymbol{E}(\rho, \varphi)=-\nabla \phi(\rho, \varphi) \\
& =-\boldsymbol{u}_{\rho} \sum_{n} A_{n} \rho^{\nu_{n}-1} \nu_{n} \sin \left(\nu_{n}(\pi-\varphi)\right)  \tag{28}\\
& \quad+\boldsymbol{u}_{\varphi} \sum_{n} A_{n} \rho^{\nu_{n}-1} \nu_{n} \cos \left(\nu_{n}(\pi-\varphi)\right) .
\end{align*}
$$

In the case of the DB boundary condition

$$
\begin{equation*}
\sum_{n} A_{n} \rho^{\nu_{n}-1} \nu_{n} \cos \left(\nu_{n}\left(\pi-\varphi_{0}\right)\right)=0, \tag{29}
\end{equation*}
$$

which is satified if

$$
\begin{equation*}
\nu_{n}=\frac{\pi}{2\left(\pi-\varphi_{0}\right)} n, \quad n=1,3,5, \ldots \tag{30}
\end{equation*}
$$

Parameter $\nu_{n}$ defines the order of singularity of field, since the field strength is related to a term $\rho^{\nu_{n}-1}$. It is easy to see that the field has a singularity if the smallest value of the parameter $\nu_{n}<1$. Figure 3 shows the value of the parameter $\nu_{1}$ as a function of angle $\varphi_{0}$. We can see that the DB wedge has a singularity if the excitation field is antisymmetric, and the angle $\varphi_{0}<90$ degrees.

It is important to note that a solution in the case of an arbitrarily polarized field can be found as a linear combination of symmetric and antisymmetric excitations. This analysis is valid also if $\boldsymbol{E}$ is replaced by $\boldsymbol{H}$ because of the symmetry of the DB boundary condition.


Fig. 3. Parameter $\nu_{1}$ as a function of angle $\varphi_{0}$ with either symmetric or antisymmetric excitations. The field is singular if the parameter $\nu_{1}<1$.

## VI. NUMERICAL RESULTS

Let us first investigate the behavior of the equivalent surface currents near a $90^{\circ}$ wedge, which is characterized by either DB or PEC boundary conditions. We can solve the problem for the DB boundary in the static case by using equations (26) and (30) and requiring $\varphi_{0}=\pi / 4$. In Table 1 , we see singularity factors ( $\rho^{\nu_{n}-1}$ ) in case of $90^{\circ} \mathrm{DB}$ and PEC wedges with symmetric and antisymmetric excitations. The PEC case can be solved in a similar way as the DB case, but we have to apply the PEC boundary conditions $\boldsymbol{u}_{\rho} \cdot \boldsymbol{E}=0$ and $\boldsymbol{u}_{\varphi} \cdot \boldsymbol{H}=0$.

Table 1: Singularities of $90^{\circ} \mathrm{DB}$ and PEC wedges

| Excitation | Field | DB | PEC |
| :---: | :---: | :---: | :---: |
| Symmetric $\boldsymbol{E}^{i}$ | $\boldsymbol{E} \cdot \boldsymbol{u}_{\rho}$ | $\rho^{\frac{1}{3}}$ | 0 |
| Symmetric $\boldsymbol{H}^{i}$ | $\boldsymbol{H} \cdot \boldsymbol{u}_{\rho}$ | $\rho^{\frac{1}{3}}$ | $\rho^{\frac{1}{3}}$ |
| Symmetric $\boldsymbol{E}^{i}$ | $\boldsymbol{E} \cdot \boldsymbol{u}_{\varphi}$ | 0 | $\rho^{-\frac{1}{3}}$ |
| Symmetric $\boldsymbol{H}^{i}$ | $\boldsymbol{H} \cdot \boldsymbol{u}_{\varphi}$ | 0 | 0 |
| Antisymmetric $\boldsymbol{E}^{i}$ | $\boldsymbol{E} \cdot \boldsymbol{u}_{\rho}$ | $\rho^{-\frac{1}{3}}$ | 0 |
| Antisymmetric $\boldsymbol{H}^{i}$ | $\boldsymbol{H} \cdot \boldsymbol{u}_{\rho}$ | $\rho^{-\frac{1}{3}}$ | $\rho^{-\frac{1}{3}}$ |
| Antisymmetric $\boldsymbol{E}^{i}$ | $\boldsymbol{E} \cdot \boldsymbol{u}_{\varphi}$ | 0 | $\rho^{\frac{1}{3}}$ |
| Antisymmetric $\boldsymbol{H}^{i}$ | $\boldsymbol{H} \cdot \boldsymbol{u}_{\varphi}$ | 0 | 0 |

We can see that the tangential components of both fields are singular in the case of the DB wedge with antisymmetric excitation, but with symmetric excitation fields are not singular. Also, we can see that the normal components of fields vanish at the wedge due to the DB boundary condition. In case of the PEC
wedge, the tangential electric field and the normal component of the magnetic field are zero. With the symmetric electric field incident, the normal component of the electric field is singular but the tangential component is non-singular. Also, the antisymmetric magnetic field incident creates a singularity to the tangential component of the magnetic field at the wedge.

Now, we know how fields behave near DB wedges, and we can study the accuracy of the surface-integral-equation-method based solution near DB wedges. Consider a small cube with DB boundary condition. This cube with edge length $a$ is illuminated by a linearly polarized planewave with wavelength $\lambda=10 a$. We can choose the alignment of the cube so that the behavior of fields at the wedge corresponds to the 2-D case with either symmetric or antisymmetric excitations.


Fig. 4. Real part of the equivalent electric surface current density at the surface of DB cube. The cube is illuminated by a planewave which is propagating along $z$-axis and the electric field is polarized along $y$-axis and the magnetic field along $x$-axis. The equivalent current $J$ has a singularity at the top edge, because the incident magnetic field is antisymmetric with respect to the wedge on top.

Figure 4 shows the real part of the equivalent electric surface current density $\boldsymbol{J}$ on the surface of the DB cube. We can see that the equivalent electric surface current $(\boldsymbol{J}=\boldsymbol{n} \times \boldsymbol{H})$ is singular at the wedge on top, because in this case we have an antisymmetric incident magnetic field with respect to the wedge on top.


Fig. 5. Amplitude of the equivalent electric surface current density as a function of distance from the sharp 90 degree DB and PEC wedges. Solutions are obtained by using different formulations of surface integral equation method and quasistatic analysis.

In Figure 5, the amplitude of the equivalent electric surface current density is shown as a function of distance from the wedge. The calculations are done by using $\mathrm{T}-, \mathrm{N}$-, and C - formulations and the results are compared with the quasistatic solution.

As can be seen, all three formulations give almost identical results for the equivalent current densities near $90^{\circ} \mathrm{DB}$ wedge, and the numerical results have a good agreement with the quasistatic solution. However, there are some variations in the amplitude of currents between formulations especially if the distance to the sharp wedge is short. Figure 5 also shows the behavior of the equivalent surface current at the PEC wedge. The PEC case is calculated by using the conventional tangential electric field integral equation (EFIE) formulation with RWG basis and testing functions [17].

As the quasistatic analysis predicts, at the DB and PEC wedge tangential fields have the same order of singularity and the numerical results agree with it. It is important to note that the normal component of the electric field is singular in case of the PEC wedge, if the incident electric field is symmetric with respect to the wedge. We know that there is a relation between the normal component of field and the divergence of the equivalent surface current (16), but this singularity does not affect the result in Figure 5 because the incident electric field is not symmetric at the wedge.

Let us next study the convergence of the numerical


Fig. 6. Calculated backscattered radar cross section of a cube with edge length $a$ and wavelength $\lambda=100 a$ as a function of number of unknowns. T-, N- and C- formulations have been applied. The cube is discretized by using triangular meshes with or without mesh refinement on the edges. Solid lines correspond to the cases with mesh refinements and dotted lines without mesh refinements.
solution in case of a DB cube. The setup is the same as in Figure 4. In Figure 6, the backscattered radar cross section (RCS) as a function of the number of unknowns is shown. The edge length of the cube is $a$ and the wavelength is $\lambda=100 a$. In Figure 7 we can see the convergence of RCS with wavelength $\lambda=2 a$. We have used T-, N-, and C-formulations for calculations, and the surface of the cube is discretized by triangular mesh with mesh refinement on the edges, or without mesh refinement on the edges.

In this example wavelengths are 100 and 2 times the edge length of the cube, and hence, both frequencies are not at internal resonant frequencies. This means that the solutions of $\mathrm{T}-, \mathrm{N}$-, and C - formulations are unique. We can see that the T-formulation gives the most accurate results for backscatted RCS. The convergence of N - formulation is quite slow. The accuracy of C - formulation is between T - and N - formulations which makes sense because C - formulation is a combination of T - and N - formulations. This agrees with the earlier results in the PEC case [18] where T-formulation agrees with EFIE, N -formulation with MFIE, and C-formulation with CFIE, respectively. Figures 6 and 7 also show that the solutions converge faster if mesh refinements on wedges are used.


Fig. 7. Calculated backscattered radar cross section of a DB cube with wavelength $\lambda=2 a$. Otherwise the setup is the same as in Figure 6.

## VII. CONCLUSIONS

In this paper, the accuracy of a surface-integralequation based solution for DB objects has been studied. A quasistatic solution for the field near DB wedges has been derived and the results have been compared with numerical calculations. The numerical examples demonstrate that the surface-integral-equation-method based solution is quite accurate near DB wedges even if the field is singular at the wedge. We have also showed that the tangential magnetic field at the PEC wedge has the same order of singularity as that of the DB wedge. The normal component of the electric field can be singular at the PEC wedge, but there is not such singularity at the DB wedge, because normal components of fields vanish at the DB boundary. However, the effect of this singularity to the equivalent surface current in the case of the PEC wedge is much weaker than the effect of the singularity in the tangential field. Therefore, we need to use similar mesh refinements at the DB wedges as the PEC wedges in order to obtain an accurate solution.
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