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Abstract ─ A high gain, low cost and easy to 
fabricate millimeter-wave (MMW) antenna is 
presented. To focus the radiation into a very thin 
main beam, a concept based on employing a 
cylindrical air cavity with a convex front-end 
linking a microstrip patch radiator and a transparent 
dielectric lens is introduced. This principle is 
applied to enhance the coupling between the patch 
antenna and dielectric lens at 60 GHz. The design 
shows very directive and stable radiation patterns in 
both the E and H-planes. The proposed antenna 
exhibits a measured gain of 20 dB over the ISM-
band, as well as high radiation efficiency (greater 
than 90%). The performance of the proposed 
antenna makes it a promising solution for various 
MMW applications, including short distance 
wireless communications and MMW imaging. 
 
Index Terms ─ Dielectric lens, high gain, 
millimeter-wave antenna, unlicensed 60 GHz band. 
 

I. INTRODUCTION 
Due to the increasing demand for high data rate 

wireless communications, there has been 
considerable interest in the development of 
prototype systems for the 60 GHz unlicensed band. 
This band is free of charge and utilized in industrial, 
scientific and medical (ISM) applications. 
However, due to the resonance of the oxygen 
molecule absorption in the air, the attenuation loss 
at 60 GHz exceeds 13 dB/km [1]. This attenuation 
may limit wireless communication system’s 
transmission range capability. 

Recently, integrated lens antennas have been 

used successfully in millimeter and sub-millimeter 
wave applications, such as mm-wave imaging 
systems [6], traffic collision avoidance devices [7], 
radio astronomy [8], and satellite communications 
[9]. A lens works as a focusing system when fed by 
conventional elements, such as horns, waveguides 
or microstrip antenna. The lens antenna is thus a 
technique which can be implemented to increase 
the antenna gain by focusing the radiated energy 
[10,11]. Furthermore, there are alternative 
techniques for increasing the gain of an antenna 
[2,3,4,5], such as the leaky wave antenna presented 
as a hybrid microstrip antenna array [12] proposed 
to operate at MMW antenna. A discrete lens 
antenna is employed as linear and circular 
polarization transmit-arrays operating at 60GHz 
with an average gain of 20 dB presented in [13]. 
This antenna achieves a power efficiency of 50-
61%, which is low compared for example to feed 
horn antennas. This drawback in efficiency is due 
to loss associated with discrete lens. 

Various lens shapes for antenna applications 
have been investigated over the years. For instance, 
spherical, elliptical and extended hemispherical 
profiles are integrated with planar substrates, 
[11,12,14,21,22]. Lens designs are governed by 
geometrical optics (GO) laws [23]. A cylindrical air 
cavity integrated with a lens antenna operating at 28 
GHz was introduced in 2012 [15]. It has a reduced 
lens size, although the flat end of this air cavity is 
less efficient in reducing internal reflections. In 
addition, from a fabrication point of view, certain 
lens shapes, such as hyper hemispherical or 
elliptical lenses, are more challenging and the 
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complexity of the fabrication procedure increases 
the cost. 

High attenuation loss associated with 
millimeter-wave (MMW) propagation could be 
compensated for using high-gain antennas such as 
large-aperture antennas and array structures [20]. 
However, in MMW applications lens antennas are 
preferred for their small size and for the ease with 
which they can be mounted on and integrated with 
circuits and devices [7,8,22]. In addition, dielectric 
lenses have highly directive antenna patterns and 
thermal stability, and are compatible with 
suppressing surface-wave losses and capable of 
multiple-beam feeding. Furthermore, lens antennas 
have wideband capabilities depending on the 
feeding antenna’s bandwidth. 

In this paper, the proposed antenna consists of 
a full spherical dielectric lens, which is usually 
inexpensive and easier to manufacture than hyper 
hemispherical and elliptical lenses. The dielectric 
spherical lens is fed by a single element, a circular 
patch antenna, and supported by a cylindrical air 
cavity. To our best of knowledge, this work is the 
first one investigating the effect of a convex-shaped 
lens mounted on the top side of the air cavity as a 
key design parameter of the proposed antenna. This 
convex shape collimates the beam in order to obtain 
a more concentrated radiation from the patch 
antenna compared to those from an extended 
hemispherical lens with or without an air cavity 
[15]. Thus, the proposed design with a cylindrical 
air cavity increases the pencil beam directivity, 
enhances the antenna radiation characteristic, and 
improves antenna efficiency. 

The proposed antenna achieved 20 dB gain 
while maintaining high efficiency by utilizing only 
one radiated element. Using arrays to increase the 
gain has a drawback in the overall antenna 
efficiency due to the losses caused by the feeding 
network [13]. In general, 60 GHz antennas are 
proposed for short range wireless applications [18]. 
For instance, this frequency band offers the 
opportunity of developing new industrial 
applications; short-range radar, high-resolution 
target detection, classification, miners wireless 
communications and tracking, and imaging 
detection systems. As demonstrated in [19] using 
real mining environment, 60 GHz antennas, 
including the proposed antenna, are adequate to 

work in the mining industry. 
 

II. ANTENNA GEOMETRY 
A. Antenna element 

The proposed geometry consists of three 
components: a lens, the air-cavity, and a microstrip 
patch antenna, as illustrated in Fig. 1. The spherical 
dielectric lens antenna is fed by a circular 
microstrip patch with radius rp = 0.78 mm. The 
patch is etched on a thin Rogers RT Duroid 5880 
(hp = 0.254 mm, εrL ≈ 2.2, tanδ ≈ 0.0009) substrate. 
It is aperture-coupled by a resonant slot with length 
Ls = 0.835 mm and  width Ws = 0.1524 mm. This 
rectangular radiating slot has an approximate length 
of λg/4, where λg is the guided wavelength at 60 
GHz. The slot was drilled with offset from the 
center of the patch by d = 0.3 mm; this distance can 
be tuned to ensure that the optimum energy of 
TM010 excitation mode is passed through the feed 
line to the circular patch antenna. The microstrip 
feed line sits on the back side of the second thin 
layer composed of Rogers RT Duroid 6010 (hf = 
0.254 mm, εrf ≈ 10.2, tanδ ≈ 0.0023), which excites 

the patch via a resonant slotted ground plane. The 
microstrip patch, feed line and ground plane are 
simulated as glossy copper sheets of thickness t = 
0.035 mm with a conductivity of σ = 5.80×107 S/m. 
 
B. Lens configurations 

Figure 1 (c) shows the dielectric lens model. 
The spherical lenses have the advantage of a multi-
beam option, which gives them the ability to 
simultaneously collect signals from all directions. 
Another advantage is their ability to be 
manufactured with inexpensive dielectric materials 
and without the need for active elements. The 
spherical lens is a homogeneous dielectric sphere 
[23] which, for dielectric constants in the range 1≤ 

εrL≤ 4, focuses paraxial rays to a focal point (the 
radiated element) outside the sphere. The distance 
F of the focal point from the centre of a lens with 
radius rL, and dielectric constant εrL, is 
approximately determined by geometrical optics 
(GO) and is given by: 
 . (1) 

The lens was selected with same characteristics 
as those of RO5880. The optimum diameter of the 
dielectric spherical lens antenna was chosen to be 
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DL = 2 rL = 20 mm = 4 λo (λo is the wavelength 
in free space) at the central frequency, 60 GHz. 
 
C. Air cavity design 

The cylindrical air cavity surrounding the 
circular patch antenna has important features for 
enhancing antenna performance. The proposed air 
cavity resonates at a slightly different frequency 
than that of the patch antenna, which increases the 
multi resonances surrounding the main resonance at 
60 GHz. This leads to improving the antenna 
bandwidth as well as potential reduction of the 
surface-wave interactions in an array environment 
by isolating each antenna element. Furthermore, the 
cylindrical shape of the air cavity offers several 
advantages. One advantage is to guide the near-
field propagating wave into the antenna lens, which 
enhances the directivity and increases the gain of 
the antenna without a loss in radiation efficiency. 
Another advantage is that the circular shape of the 
top of the cavity forms a perfect match to mount the 
spherical lens antenna. In addition, the top of the 
air-cavity is covered with the convex lens shape 
which creates more focusing of the radiated waves 
that come from the patch antenna, and the 
optimized dimension of the air cavity maintains the 

patch antenna at the focal point. 
The cylindrical hole of the proposed air cavity 

is drilled on a Rogers RT Duroid 5880 (hk = 1.575 
mm, εrL ≈ 2.2, tanδ ≈ 0.0009) substrate with a size 
Wk  Lk = 10.5  9.872 mm2. The starting design 
point for the radius (rk) and height (hk) of the 
cylindrical air cavity depends on the focal point 
distance (F) and the space between the lens end 
surface and the patch antenna, dL. In Fig. 1 (c), the 
aperture angle to the air-cavity edge ( ) is 
described by: 
 . (2) 

The distance from the center of the lens to the 
edge of the cavity ( ) is described by: 
 . (3) 

This leads to determining the lens inset distance 
into the air-cavity, , and 

, where the copper thickness  is taken into 
account in particular at MMW frequencies. Thus, 
the focal point is determined as  by 
substituting F in equation (1). dL is expressed by 
equation (4), which considers the theoretical GO 
value as the initial value to determine the 
approximate focal point at the patch antenna level: 
 . (4) 

 

 
 
Fig. 1. Antenna geometry: (a) top view, (b), side view, and (c) side view of the proposed antenna. 
 

III. SIMULATION RESULTS 
The proposed antenna was studied numerically 

using the commercial electromagnetic simulator 

CST Microwave Studio® (CST-MWS). The model 
was simulated to investigate the effect of different 
design parameters and their performance at 
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operating frequencies from 55 GHz to 65 GHz. 
 
A. Parametric study 
1. Cylindrical air cavity design effects 

In this study, the aim is to increase the overall 
antenna gain while keeping a low antenna profile, 
which reduces the radius of the spherical lens 
without affecting the broadside directivity. This is 
accomplished by modeling an optimal combination 
of the radius and height of the air cavity. For this 
purpose, a CST model for the patch and air cavity 
is investigated. As shown in Fig. 2 (a), when the 
radius of the cavity (rk) is increased from 1 mm to 
4 mm, there are significant changes in the antenna 
gain, and the resonant frequency goes up. When the 
radius is close to that of the circular patch (1 mm), 
the reflected field caused by the cavity is very high 

and causes drops in the antenna gain. Also, in form 
rk ≥ λg the cavity has a close response to the patch 
antenna which adds to the overall gain. 

The reflection coefficient and antenna gain 
results are shown in Fig. 2 (b) when the height of 
the cylindrical air cavity, hk is changed. The return 
loss response shifted slightly upwards when the 
height of the cavity was increased. Furthermore, a 
higher antenna gain was obtained at hk= 1.575-mm, 
with no major influence on the antenna impedance 
bandwidth. Therefore, hk ~ λg/2 in the substrate and 
rk ~ λg were the values selected to obtain a good 
match between the patch and the lens, which is very 
important in order to optimize the plane-wave 
radiation of the lens. In addition, these values match 
the optimum focal point of this model’s selected 

lens material. 
 

  
 (a) (b) 
 
Fig. 2. The simulated antenna’s gain and return loss |S11| of the patch antenna with air-cavity: (a) considering 
the effect of varying the radius of the air cavity (rk), and (b) the height( hk). 
 

Figure 3 shows wave propagation comparison 
between an air cavity with a convex end lens as 
opposed to one with a flat end lens. The propagating 
wave of the patch antenna is more focused for the 
convex-end cavity. In other words, the diffraction 
angle θC of the convex end is less than the 
diffraction angle θF of the flat end. Furthermore, the 
convex shape of the lens provides the appropriate 
phase distribution to focus the radiating wave at the 
desired distance. 

Figure 4 shows time snapshots of the electric 
field generated by CST. The snapshots show six 
travelling guided wavelengths (λg2) for three cases: 
(a) without an air cavity, (b) for a cylindrical air 
cavity with flat ends, and (c) for a cylindrical air 
cavity with a convex end. The snapshots show that 

the combination of the spherical lens and 
cylindrical air cavity with convex end has increased 
the focus of the propagating wave caused by the 
convex shape of the lens. The cylindrical air cavity 
under the dielectric lens concentrates the planar 
wave into a narrow beam. The wave propagation 
illustrates inside the cavity with different phases are 
shown in Fig. 4. It can be noticed that the cavity 
with flat end is less efficient in wave concentration 
on the focal point (patch antennas) where the focus 
width WF > WNC > WC. Therefore, the air cavity 
covered with the convex lens shape increases the 
focus of the radiated waves from the patch antenna. 
This convex shape also enhances the bandwidth of 
the antenna, as shown in Fig. 5. 
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Fig. 3. Illustrates the wave distribution behavior 
comparison of the air-cavity with a convex end and 
with a flat end. 
 

 
 
Fig. 4. A time snapshot of the electric field for three 
cases when the patch antenna fed the lens: (a) 
without an air cavity, (b) a cylindrical air cavity 
with flat ends, and (c) a cylindrical air cavity with a 
convex end. 
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Fig. 5. The simulated antenna’s gain, and the return 
loss |S11| of three cases: (a) without an air cavity, (b) 
a cylindrical air cavity with flat ends, and (c) a 
cylindrical air cavity with convex end. 

2. Focal point distance dL 
The space between the lens end surface and the 

patch antenna dL is a distance associated with the 
height of the air cavity hk. After calculating the 
value of dL using equation (4) as a starting value, 
the optimized value has been obtained using CST. 
The value of dL was selected to ensure that the focal 
spot appears on the patch antenna’s level. 

Figure 6 demonstrates the effect of variation in 
the dL on the input reflection coefficient and the 
antenna gain. In Fig. 6, |S11| responses for the last 
two values of dL, 1.75 mm and 2.25 mm, are almost 
identical and dL = 0.75 mm is selected since it gives 
a higher average gain over the ISM band. The 
simulated radiation efficiency of the proposed 
antenna is 93 percent at 60 GHz, and 88 percent at 
63 GHz. 
 

 
 
Fig. 6. The simulated reflection coefficient and gain 
of the proposed antenna, which results from varying 
the end surface of the lens and the patch (dL). 
 

IV. EXPERIMENTAL RESULTS 
A. Fabrication procedure for the proposed 
antenna 

A standard milling machine with low-cost PCB 
processes was used to fabricate the two layers slot-
coupled patch antenna as well the third layer cavity 
and the lens holder. The copper thickness of the 
substrate is 35μm with a conductivity σ = 5.80×107 
S/m. A photograph of the fabricated prototype is 
shown in Fig. 7. The antenna layers are manually 
attached using a thin film of bonding material and 
are correctly aligned to ensure that the feed line, the 
aperture slot, and the patch are in their positions. 

As shown in Fig. 1, additional length from Ref1 
to Ref2 was necessary to create a large enough 
ground plane for the SouthWest V-connector (1.85 
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mm connector). In addition, and as shown on the 
right side of Fig. 7, a circular shaped gap was drilled 
through the first layer to insert the screws of the V-
connector. The 12.7 mm radius spherical dielectric 
lens is made of polymethyl methacrylate PMMA 
(Acrylic) material, a lightweight transparent 
thermoplastic with εrL ≈ 2.57, tanδ ≈ 0.0032 at 24 
GHz, and εrL ≈ 2.61, tanδ ≈ 0.002 at 71 GHz [16]. 
According to the dielectric constant of the lens 
material given in [16], the interpolated value of the 
dielectric constant at 60 GHz is εrL ≈ 2.6, tanδ ≈ 

0.0026. 
 

 
 
Fig. 7. Photographs of the lens antenna with the 
circular microstrip patch, fed with the holder 
substrate. 
 
B. Measurement of the reflection coefficient 

The measurements of the reflection coefficient 
(S11) for the proposed antenna are done using 
Anritsu 37397C Vector Network Analyzer and 
Anritsu 3680V 60 GHz Universal Test Fixture. The 
reflection coefficient measurements were 
performed with the through-reflect-line (TRL) 
calibration kit, instead of the standard coaxial line 
calibration. The TRL calibration technique is a 
more accurate way to determine precise values for 
the reflection coefficient, especially for the MMW 
band, where any inaccurate connection during the 
measurements could cause inaccurate results for 
measured antenna parameters [17]. 

Figure 8 compares the measured reflection 
coefficient and antenna gain with CST results for 
two antenna configurations of the radiated element 
with and without the lens. The measured impedance 
bandwidth (≤ -10 dB) is 3.5 GHz corresponds to 
5.84% at 60 GHz. In the measured result of |S11|, 
there is a shift in resonant frequency compared with 
CST results – this may be caused by inaccuracy in 

the substrate material properties at 60 GHz and/or 
by the effects of etching and alignment tolerances 
in the fabrication process. The material used in the 
simulation for the microstrip feed line is RO6010, 
and the patch’s substrate is RO5880. Dielectric 
constants of both substrates are slightly different at 
60 GHz, from those specified by the manufacture at 
10 GHz. As noted in Fig. 8, the measured and 
calculated reflection coefficient of the proposed 
antenna responses are fluctuating due to exciting 
multi-high order modes resonated in the air-cavity, 
which results in a 3-4 dB gain variation. 
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Fig. 8. Measured and calculated reflection 
coefficient of the proposed antenna. 
 
C. Radiation pattern 

The radiation patterns within the bandwidth 
range (from 58 GHz to 61 GHz) are measured in an 
anechoic chamber. As shown in Fig. 9, the E-plane 
is the yz-plane, and the H-plane is xy-plane. Two 
prototypes are measured: the first is the radiating 
element (a circular patch with cavity), and the 
second is the proposed antenna (a lens mounted on 
the radiating element). In both cases, the radiation 
pattern is measured with the antennas directly 
mounted by a 1.85 mm South-West Microwave 
connector. 

The measured and calculated E- and H-planes 
radiation patterns for the patch antenna with the 
holder only (no lens) within the ISM frequency 
band at 58 GHz to 61 GHz are shown in Fig. 10. 
Both the CST and measured results agree well 
within the main lobe and HPBW range. In the 
results, the back lobe radiation of both the E- and 
H-planes was higher than expected due to the small 
ground plane and strong resonance. Furthermore, a 
higher side lobe level (SLL) within an angle range 
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of 150o to 270o, the side of the setup and the 
antenna’s connector was observed for the measured 
E-plane pattern. 
 

 
 
Fig. 9. Setup for radiation pattern measurements. 
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Fig. 10. The normalized E- and H-plane co-
polarization patterns of the circular patch with 
holder for 58 GHz - 61 GHz. 
 

In Fig. 11, the measured and the calculated 
results of the far-field patterns are presented for 
both the E- and H-planes of the proposed antenna, 
at 58 GHz to 61 GHz. The HPBW of the measured 
results agreed with the CST results for the entire 
ISM band. Moreover, the measured results of the 
H-plane agree quite well with the calculated results. 
However, the SLL in the measured results of the E-
plane is higher than expected. This is mainly due to 
the effect the antenna’s setup and the reflection 
from cable and connectors. The high reflection is 
caused by the Southwest connector, which is 
perpendicular to the E-plane, as seen in Fig. 9. A 
large reflection from the lab setup is also affecting 

the side lobes in Fig. 11, especially from the feed 
line side. Meanwhile, the radiation pattern in the H-
plane is far from the connectors, and thus the 
measured results of the radiation pattern agree well 
with CST results. Therefore, in a practical 
deployment of this antenna, this effect would not 
appear when mounted using a proper packaging 
system. This high gain hybrid antenna is a good 
alternative candidate to array structure for some 
applications such as mine wireless communications 
[19]. In addition, it could also be used as an array 
element taken into account the spacing between the 
elements and a proper lens diameter to fit in the 
array and avoid grating lobes. The estimated 
radiation efficiency from the measured gain and 
directivity is greater than 90 percent at 60 GHz, and 
it is 85 percent at 64 GHz. 
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Fig. 11. Normalized E- and H-plane patterns of the 
proposed antenna at 58 GHz - 61 GHZ. 
 

V. CONCLUSION 
A circular patch slot-fed antenna loaded with a 

dielectric lens, optimized for operation at 60 GHz, 
is successfully implemented. An air cavity holder 
provides a noticeable enhancement, and makes the 
spherical dielectric lens simple to mount on the 
antenna. This prototype achieves a high measured 
gain of ~ 20 dB along the ISM band. The antenna 
impedance bandwidth is 3.5 GHz within the ISM 
unlicensed band. The proposed low cost antenna 
with a simple structure and a small size of 
12.412×10.5×27.553 mm3 would be useful and 
suitable for millimeter-wave band applications, 
especially for imaging and mining applications. 
Moreover, the antenna can fit into portable devices. 
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Abstract ─ Theoretical and numerical of 
investigation of the chiral slab exhibiting 
polarization rotation is presented in detail. The 
effects of the chirality, thickness of medium, 
dielectric constant, and incident angle are analyzed 
in order to display the characteristic features of the 
chiral slab both for TE and TM incident waves. The 
chiral slab then is realized by using a full wave EM 
simulation software in order to validate the 
numerical results in which the numerical and 
simulation results are in good agreement with each 
other. Different than the other studies existing in 
literature, the proposed model shows optimum 
results for wide frequency band by using small 
chirality which is sufficient for polarization 
rotation. From the results, it is observed that the 
proposed system and its realization can be 
effectively used as a polarization converter and EM 
filters at some frequencies. 
 
Index Terms ─ Chirality, EM filter metamaterial, 
polarization control. 
 

I. INTRODUCTION 
Chiral medium has received considerable 

attention in last decades due to their potential 
applications (such as filters, polarization rotators, 
antennas, and so on) in microwave and millimeter 
wave frequencies [1-5]. It can be realized using 

several methods [6-9] including metamaterials 
(MTMs) without mirror symmetry planes [10] to 
exhibit, for some desired aims, a controlled active, 
dynamical, and tunable EM response [11]. Chiral 
medium is characterized by the quantity of 
chirality, , where  and  is the 
refractive index of the right- and left-handed 
circular polarized wave (RCP and LCP) [12,13]. 
Basically, chirality is defined as the lack of mirror 
image symmetry which refers to the ability of the 
polarization rotation. In this sense, it is always 
desirable to have full control of the polarization 
states of EM waves especially for filtering, data 
transmission, and sensing purposes. The 
polarization control can effectively be manipulated 
through the reflection/refraction using a chiral slab 
(CS) or chiral MTM (CMTM) owing to the strong 
polarization rotation ability due to lack of mirror 
symmetry. This is also known as optical activity 
and can be used in many fields as polarizers, 
diagnostic tool in spectroscopy and analytical 
chemistry, signature effect for the life detection in 
molecular biology [14-22]. Besides, oriented or 
randomly arranged man made metal helices was 
investigated as polarizer which exhibits large 
circular dichroism and huge polarization rotation as 
in the new-generation MTMs [21], [22]. 
Additionally, the reflection and transmission 
properties of multiple chiral layers are analyzed to 
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show the polarization conversion and EM filtering 
features of the conventional CSs [8], [9]. 

In this work, methodical investigation of a CS 
and its characteristic features are studied. First, the 
electromagnetic properties of the chiral medium are 
given. Then, theoretical equations for the CS are 
established. After that, the numerical analysis based 
on the theoretical formalism are provided by 
considering the effects of the different parameters 
such as chirality coefficients, thickness of medium, 
dielectric constant, and incident angle. Reflection 
and transmission coefficients through the CS are 
computed and presented for the incident wave of 
TE and TM cases. From the results, it can be seen 
that CS can be used as a polarization-convertor and 
EM filter (transmission and/or antireflection) at 
around the operation/central frequency. As a final 
investigation, the studied CS are constructed 
physically by a simulation software to be able to 
validate the numerical results and to show the 
feasibility of the proposed system. The constructed 
CS by the simulation software shows very good 
performance and can be fabricated for the 
experimental study to be used as EM filter or 
polarization-rotator [8], [9]. Commonly, these 
kinds of devices are generally realized using more 
than one-slab [4], [5], [8], [9]. However, the 
realization is accomplished using only-one-slab in 
the present study. Additionally, the new generation 
CMTMs have very large chirality values which 
creates some difficulties in the design and 
realization of mentioned devices. Keeping the 
chirality values small enough abolish the 
difficulties and makes the EM filter and 
polarization-rotator devices easily realizable. Those 
are main advantages of the present study and 
provide additional flexibilities to design and 
manufacturing processes. 
 

II. THEORETICAL ANALYSIS 
CS has interesting properties when it is 

embedded between two semi-infinite dielectrics. 
The configuration of the structure is shown in Fig. 
1. TE and TM polarized monochromatic plane 
incident wave from free-space is applied to CS. In 
general, wave equation in a chiral media can be 
given as [8], [23]: 
 , (1) 
where  is the chirality of CS;  is the wave 
number, and  is the field. If the field  is along  

direction and the field have two components along 
and  orthogonal directions, it can be written as: 

 . (2) 
The left (LCP) and right (RCP) circularly 

polarized components of propagation  are 
determined using of Eqs. (1) and (2) as [8], [23]: 

. (3) 
The relation between incidence, transmission 

and reflection angles is obtained by Snells Law [8], 
[23]: 

, (4) 
where  is the incidence angle,  is the reflection 
angle; and  and  are the angles of right and left 
polarized components of the transmitted wave. The 
incident, reflected, and transmitted with respect to 
Fig. 1 can be determined as follows. 
 

 
 
Fig. 1. Schematic diagram of CS with incident, 
reflected, and transmitted fields 
 

According to Fig. 1, the incident electric field 
with arbitrary polarization composed of TE and TM 
components can be written as [8], [23]: 
 , (5) 
where  and  are the components of incident 
electric field;  and  denotes direction 
vectors of TE and TM electric field components, 
and  represents the transverse component of wave 
vector. TE and TM refer to the parallel and 
perpendicular components of the electric field 
vector. Note that, the first region is selected as 
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vacuum. Then, the reflected electric ( ) field can 
be written as [8], [23]: 
 

, (6) 
where  and are the components of the 
reflected electric field. The electric field is 
represented with RCP and LCP components in Eq. 
(6). As a next step, the fields in CS will be given. 
The electric field in CS has also two components 
(RCP and LCP) and they are propagating both in 
positive and negative directions. Therefore, in CS 
there are two waves, one propagating along the 
same direction with the incident wave and the other 
one propagating toward the opposite of the incident 
wave. Thus, the total electric field in CS can be 
expressed as [8], [23]: 

, (7.a) 

, (7.b) 

where , , ,  and , , ,  
are the amplitudes of the electric fields in CS. Note 
that, in all representations, the subscripts L, R, TM, 
and TE denotes the LCP, RCP, transverse electric, 
and transverse magnetic components of electric 
field, correspondingly. The electric fields in the last 
region can also be expressed in terms of both TE 
and TM components. Third region is also vacuum 
as in the first region. The transmitted electric field 
with any arbitrary polarization can be written as 
follows [8], [23]: 

, (8) 
where  and  are TM and TE components of 
electric field and  is the thickness of CS. The 
corresponding magnetic fields for all regions can be 
found using Maxwell’s equations [8], [23]. In order 
to analyze the proposed configuration, it is required 
to impose the boundary conditions at the interfaces 
of  and . Therefore, the relationships 
between the fields in all regions can easily be 
determined by using the boundary conditions and 
Maxwell’s equations. As a result, the reflection and 

transmission coefficients can be found and 
computed [8], [23]. 
 

III. NUMERICAL RESULTS 
In this section, co- (TE-TE or TM-TM) and 

cross-polarized (TE-TM or TM-TE) reflection and 
transmission coefficients are presented numerically 
to observe their behaviors using the theory of the 
previous section. Particularly, the effects of the 
chirality, thickness of the slab, dielectric constant, 
and incident angle will be investigated and 
analyzed in details by means of the numerical 
computations. In order to verify the computations, 
a particular case is simulated using a commercial 
full-wave software. Both processes give the same 
results, which means the numerical computations 
are verified. 
 
A. Effect of the chirality on the reflection and 
transmission 

One of the main parameters that affect the 
polarization state of the wave and provides 
polarization conversion is the chirality. Here, the 
effects of the chirality parameter on the reflection 
and transmission will be investigated. The incident 
and transmitted media are defined as free space 
( ) and CS has the 
following parameters: 

. Note that, the selected chirality values are so 
small that its influence on the refractive index is 

negligible. However, it is carefully selected and its 
absolute value has to be lower than the upper bound 
resulting from maximum coupling and given by 

 where  and  are permittivity and 
permeability of the medium [6], [8], [24], [25]. The 
optimum value is chosen for this study to provide 
sufficient coupling between the electric and 
magnetic fields. Note those Refs. [6,24] emphasize 
that even a small value of  can have a pronounced 
effect on the transmitted wave through rotation of 
the polarization. Note again, for the selected 
optimum chirality value, there exists a symmetry in 
the reflection and transmission with respect to the 

resonant frequency but the symmetry can be lost for 
di erent chirality values [8]. Figure 2 shows the 
reflection and transmission response with respect to 
frequency when the chirality varied. The increase in 
the chirality shifts the resonant frequency 
downward due to the inverse proportionality 
between the frequency and chirality (Eq. 3). Quasi-
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reflection band-pass phenomenon is observed for 
all polarizations when the chirality parameter is 
varied. Thus, semi-band-pass EM filter for the 
reflected wave can be utilized using the proposed 
configuration. More importantly, the structure 
provides a wide-band polarization conversion in the 
transmitted wave at the resonant frequency for all 
chirality parameters. For example, parallel to 
perpendicular (TM to TE) polarization conversion 
occurs for the transmitted wave for at 
the resonant frequency of 22.1 GHz, although the 
incident electric field has no perpendicular 

component at all (optical activity and polarization 
rotation with  efficiency). The same 
observation are also scrutinized for the 

perpendicular to parallel (TE to TM) polarization 
conversion at the mentioned resonant frequency, 
since CS is a symmetric structure with respect to its 
front and back sides. Note that, similar polarization 
conversion cases (with  efficiency for all 
cases) can also be seen for the other chirality 
parameters. Consequently, the small chirality leads 
to a polarization-rotated transmitted wave. At the 
resonant frequency, almost complete parallel-to-
perpendicular or perpendicular-to-parallel 
conversions occur for the transmitted wave. 
Therefore, one can say that the proposed structure 
acts as a wide-band polarization-conversion 
transmission filter and antireflection (full-
transmission) in some microwave frequency band. 

 

 
 
Fig. 2. Cross- and co-polarized transmission; and co-polarized reflection coefficients versus frequency with 
respect to the chirality variation. 
 
B. Effect of the dielectric constant on the 
reflection and transmission 

Another parameter that affect the reflection and 
transmission features of the system is the dielectric 
constant of CS. The incident and transmitted media 
are defined as free space. CS has the following 
parameters: ,  and . 
Figure 3 presents the reflection and transmission 

data. Quasi-reflection band-pass phenomenon 
(semi-bandpass EM filter property) for the reflected 
wave, as in the previous case, is also observed for 
both polarizations when the dielectric constant of 
CS is changed. The co-polarized (TE-TE or TM-

TM) transmission is zero and the cross-polarized 
(TE-TM or TM-TE) transmission has a high peak 
(unity or close to unity) at the resonant frequency 
( ) while the incident EM wave has no 
cross-polarized field component(s). It means that 
broad spacing of transmission peak is preserved and 
wide-band complete polarization conversion occurs 
at this frequency. Consequently, the proposed 
structure is insensitive to the variation of the 
dielectric constant of CS and this property can be 
regarded as an added value of the model which 
provides additional flexibility in the design, 
optimization, and fabrication processes. 
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Fig. 3. Cross- and co-polarized transmission; and co-polarized reflection coefficients versus frequency with 
respect to the variation of the dielectric constant of CS. 
 
C. Effect of the slab thickness on the reflection 
and transmission 

In this section, the effect of the slab thickness 
on the character of the reflection and transmission 
will be analyzed. The incident and transmitted 
media are defined as free space as in the previous 
example. The CS has the following parameters: 

, , and . The results are 
shown in Fig. 4. Quasi-reflection band-pass for the 
reflected wave and polarization conversion for the 
transmitted wave occur (as in the previous two 
cases) regardless of the change in the thickness of 
CS. The increase in the thickness of CS yields a 
down-shift in the resonant frequency (and thus a 
down-shift in the cross-polarized transmission 

peak). Complete polarization conversion (with 
fully anti-reflection property) for the transmitted 
wave occurs at the resonant frequency for the 
selected medium parameters for different 
thicknesses. The spectral location of the resonance 
is inversely proportional with the thickness of CS. 
Consequently, the proposed structure is 
independent from the change of the thickness of 
CS. This means that more flexible prototype can be 
designed and manufactured using the mentioned 
independency with the wide-band complete 
polarization conversion in the transmission and 
semi-reflection band-pass EM filter in some 
microwave frequency region. 
 

 

 
 
Fig. 4. Cross- and co-polarized transmission; and co-polarized reflection coefficients versus frequency with 
respect to the variation of the slab thickness. 
 
D. Effect of the incident angle on the reflection 
and transmission 

The last parameter to be investigated is the 

incident angle of the EM wave. The incident and 
the transmitted media are assumed to be free-space 
and CS has the following medium parameters: 
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, , , and . The 
results are shown in Fig. 5 and Fig. 6. Symmetric 
and asymmetric quasi-reflection band-pass for the 
reflected wave occurs for both polarizations when 
the angle of incidence is varied. The symmetry of 
the reflection is degraded with the increase of the 
incident angle. Polarization conversion still occurs 
for both polarization for the studied incident angles, 
but the level of the cross-polarized transmission 
peak strongly depends on the angle of incidence. 
For TE incidence case, this peak level is high 
compared to TM incidence case. The structure is 
more sensitive to the variation of the incident angle 

for TM incidence situation. This means that while 
an unstable polarization conversion with respect to 
the peak level occurs for TM incident wave, a 
significant (including complete) polarization 
conversion occurs for TE incident wave. As a 
result, complete polarization conversion for TM 
incident case can be achieved for only small 
incident angles. Therefore, the incident angle plays 
an important role for the polarization conversion 
using the proposed system and one should take care 
of the incident angle in the design and optimization 
processes before the fabrication. 
 

 

 
 
Fig. 5. Cross- and co-polarized transmission and reflection coefficients versus frequency with respect to the 
incident angle variation under TM incident wave. 
 

 
 
Fig. 6. Cross- and co-polarized transmission and reflection coefficients versus frequency with respect to the 
incident angle variation under TE incident wave. 
 

IV. DESIGN AND OPTIMIZATION OF 
CHIRAL METAMATERIAL BASED ON 
SPLIT RECTANGULAR RESONATOR 

In this part, the proposed structure given in the 
first section will be realized using full wave EM 
simulation software based on finite integration 

technique. The chirality parameter will be obtained 
and optimized to achieve a complete polarization 
conversion with wide-band transmission peak and 
antireflection property. The designed CMTM 
structure and its unit cell is shown in Fig. 7. The 
CMTM structure is formed by the periodic 
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arrangement of the unit cell based on split-
rectangular-resonator (SRR). Commercial full 
wave EM simulation software is used in the 
simulation. FR4 is used as a substrate with the 
relative permittivity of , loss tangent of , 
and thickness of . Copper is used for the 
metallic pattern with the conductivity of 

 and thickness of . 
 

 
 
Fig. 7. Periodically arranged CMTM and its unit 
cell. 
 

The optimized SRR dimensions are obtained 
using Interpolated Quasi Newton Approach in the 
simulation by setting them as parametric values. 
The augmentations can be realized by two different 
methods [26]; back tracking line-search and model-
trust region methods. In the former method, step 
length is chosen to get satisfactory step, whereas a 
step is adjusted to reduce the norm of the local 
linear model in the latter method. Accuracy and S-
parameter error threshold values are chosen as  
and , respectively. The optimized dimensions 
are evaluated for different variables to provide 
polarization conversion and/or antireflection 
related to the results presented in the previous 
section. The computed optimized values are shown 
in Table 1 to Table 4. Table 1 shows the SRR 
dimensions when the chirality is changing which is 
related with the data of Section 3.1 (and Fig. 2). For 
example, there is a polarization conversion and 
antireflection phenomenon at the resonance 
frequency of  when . The 
corresponding dimensions for SRR are given in 
Table 1 for the realization. Additionally, this is a 

kind of verification for the spectral location of the 
cross-polarized transmission peak and polarization 
rotation. 
 
Table 1: The optimized SRR dimensions when the 
chirality is changing (related to Fig. 2) 

ξ f(GHz) b(mm) c(mm) d(mm) e(mm) f(mm) p(mm) 
0.002 25.1 0.538 0.733 0.069 0.081 0.073 0.285 

0.0025 23.3 1.962 0.733 0.054 0.196 0.050 0.977 
0.003 22.1 0.538 1.967 0.196 0.192 0.196 0.977 

0.0035 20.4 1.23 0.900 0.111 0.084 0.061 0.215 
0.004 19.1 0.538 0.733 0.050 0.0538 0.053 0.123 

 
Table 2 shows the SRR dimensions when the 

permittivity of CS is changing which is related with 
the data of Section 3.2 (and Fig. 3). For each design, 
there is a polarization rotation and antireflection 
property. Note that, the results of the table and 
corresponding data of Section 3.2 are in good 
agreement with each other. 
 
Table 2: The optimized SRR dimensions when the 
permittivity of CS is changing (related to Fig. 3) 
ε f(GHz) b(mm) c(mm) d(mm) e(mm) f(mm) p(mm) 
2 24.7 0.538 0.733 0.054 0.058 0.054 0.123 
3 23.5 0.538 1.967 0.192 0.196 0.054 0.977 
4 21.8 1.269 1.333 0.123 0.123 0.127 0.123 
5 20.3 0.538 1.966 0.200 0.1962 0.054 0.123 
6 19.0 1.1538 0.733 0.196 0.0538 0.0538 0.977 

 
Table 3 and Table 4 show the SRR dimensions 

for the variation of thickness of CS and incident 
angle which are related with the data of Section 3.3 
(Fig. 4) and Section 3.4 (Fig. 5). Once again, there 
is a polarization rotation and antireflection property 
for each design parameters. Note again, the results 
of the tables and corresponding data of Section 3 
are in good agreement with each other. 
 
Table 3: The optimized SRR dimensions when the 
thickness of CS is changing (related to Fig. 4) 

d(mm) f(GHz) b(mm) c(mm) d(mm) e(mm) f(mm) p(mm) 
2 32.7 1.985 0.713 0.198 0.200 0.199 0.990 

2.2 29.8 0.515 0.726 0.198 0.052 0.198 0.109 
2.4 27.3 1.984 1.985 0.043 0.297 0.295 0.101 
2.6 25.2 0.515 0.713 0.124 0.126 0.0515 0.545 
2.8 23.4 1.985 1.514 0.237 0.277 0.123 1.156 
3 21.8 0.416 0.515 0.043 0.045 0.043 0.101 
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Table 4: The optimized SRR dimensions when the 
incident angle is changing (related to Fig. 5) 

θ(in o) f(GHz) b(mm) c(mm) d(mm) e(mm) f(mm) p(mm) 
0o 23.4 0.426 0.624 0.043 0.042 0.043 0.104 

30o 23.7 0.228 0.426 0.033 0.3 0.115 1.486 
45o 22.7 0.228 0.327 0.040 0.794 0.843 1.226 
60o 18.8 0.228 0.327 0.040 0.03 0.099 1.486 
 
V. VALIDATION OF THE NUMERICAL 

AND SIMULATION RESULTS 
As a last investigation, the numerical (related to 

Section 3) and simulation (related to Section 4) 
results are calculated and compared. In the 
numerical computation, the thickness, dielectric 
constant, and chirality of CS is , 

, and , in order. In the simulation, 
FR4 and copper are used for the substrate and 
metallic pattern, respectively, as mentioned in the 
previous section. The unit cell has the following 
dimensions: , , 

, , , and 
. The results are shown in Fig. 8. As 

seen, polarization rotation and antireflection 
phenomenon are noticed. Complete polarization 
rotation are observed around . The 
numerical and simulation results are in good 
agreement. Consequently, the theory is validated by 
numerical and simulation results. Therefore, one 
can realize a microwave polarization rotator or 
antireflection filter using the proposed model. 
 

 

 
 
Fig. 8. Simulation and numerical results of CS and SRR based CMTM slab. 
 

VI. CONCLUSION 
The frequency response of CS is presented by 

theoretically and numerically. Then, a particular 
case is also studied by simulation, which means that 
the proposed CS is realized using full wave 
simulation software. The optical activity, EM 
filtering, and polarization rotation features of the 
structures with optimized parameters for the wide 
frequency region are presented via numerical and 
simulation results. The effects of the chirality, 
dielectric constant of CS, slab thickness, and 
incident angle are also investigated both for TE and 
TM cases. Complete polarization conversion and 
EM filtering are observed from the results of the 
parametric study. The mentioned properties are 
acquired using small chirality values. As known, 
new generation CMTMs existing in literature 
provide large/giant chirality values. Opposite to the 
existing studies, the proposed model (a kind of new 

generation CMTM) with small chirality shows 
optimum results within the wide frequency range. 
Additionally, this small chirality is sufficient for 
polarization rotation and EM filtering. According to 
the best of our knowledge, this kind of study (new 
generation CMTM with small chirality as a single 
slab and its application to the polarization 
conversion) is not studied in literature up to date. 
Consequently, the proposed structure can be 
utilized for EM filtering, and especially polarization 
conversion devices for wide range of microwave 
frequencies. As a result, this study paves the way 
towards the realization and fabrication of a 
polarization rotator and can be used for data 
transmission or sensing purposes. 
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Abstract ─ We present a fourth order frequency 
domain finite difference approach (FDFD) in 
curvilinear coordinates for the computation of the 
modes of sectorial and ridged elliptic waveguides. 
The use of an elliptic mesh allows to avoid usual 
the staircase approximations of the boundary, 
providing a very effective and accurate procedure. 
 
Index Terms ─ Cutoff frequency, elliptical ridged 
waveguide analysis, finite difference frequency 
domain, microwave components, microwave 
filters, ridged waveguides, waveguide modes. 
 

I. INTRODUCTION 
Application of sectorial and ridged circular and 

elliptic waveguides [1] can be found in many 
components like filters, matching networks, 
orthomode transducers, polarizers and circulators 
that are widely used in satellite and terrestrial 
communication systems [2-6]. Low-cost design, 
small size, and optimal performance of these 
components are essential to satisfy today’s stringent 

payload requirements. Analysis and design of such 
structures requires the solution of waveguide 
problems, which can be faced both with general-
purpose software and with specialized numerical 
techniques, such as methods of moments (MoM) 
[7-9] and mode-matching (MM) [10-11]. However, 
MM requires an accurate knowledge of the 
waveguide modes to be implemented. The same 
type of information is also required in the analysis, 
using MoM, of thick-walled apertures [12] and slots 
[13-14]. Indeed, these apertures can be considered 
as stub waveguides, and the modes of these guides 
are the natural basis functions for the MoM [15]. 

Apart from some simple geometries, where 
analytical evaluation of such modes is possible, the 

mode computation cannot be done in closed form 
(or the closed-form solution is unsuitable for 
effective use). In particular, for a circular 
waveguide, the analytic computation of the modes 
is simple, since the mode distribution can be 
expressed in terms of Bessel functions and the 
eigenvalues are the zeroes of these functions, which 
are well-known [16]. An analytical, closed form 
solution exists also for elliptic waveguides and has 
been found by Chu [17] since the 30’s. 
Unfortunately, the field distribution is described by 
the Mathieu functions [18], whose numerical 
evaluation is very cumbersome. The best approach 
seems the expansion of those functions in a series 
of (more tractable) Bessel functions [19]. These 
series are not quickly converging, so the evaluation 
of these series are computationally heavy, above all 
when a high accuracy is required. In the literature, 
there are many different approximate or numerical 
techniques for the solution the Helmholtz equation. 
In particular, the frequency-domain finite-
difference approach (FDFD) [20], namely the direct 
discretization of the differential eigenvalue 
problem is the simplest strategy however, and can 
be applied to both scalar [21-22] and vector [23] 
problems. Despite of its simplicity, in many cases it 
is accurate and computationally effective, too, since 
at variance of, e.g., [24] it leads to matrices which 
are highly sparse. However, accuracy or 
effectiveness (or both) are lost for guides with 
curved boundary, since the most popular FDFD 
implementation amount to replace the correct 
boundary geometry with a staircase approximation 
a solution which strongly affects the accuracy or the 
computational load (or both). Nevertheless, it is still 
adopted also in sophisticated numerical techniques 
[25]. 
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Aim of this work is to devise a FDFD approach 
for sectorial (SEW) and ridged (REW) 
homogeneous elliptic waveguides, tailored to the 
structure, but as simple as the standard one in the 
formulation. Use of a suitable elliptical grid (which 
perfectly fits the waveguide boundary) allows to 
evaluate the SEW and REW modes with the 
required accuracy using order of magnitude less 
sampling points than the standard approach. For 
each grid point, a fourth-order Taylor 
approximations allow to replace the continuous 
eigenfunction problem with a discrete one. This 
work is therefore an extension of work presented in 
[26], where a second-order approximation has been 
used. 

The proposed approach has been validated by 
comparison with some analytical results found in 
literature [27]. 
 

II. DESCRIPTION OF TECNIQUE 
Let us consider an empty elliptic waveguide. 

Both TE and TM modes can be found from a 
suitable scalar eigenfunction, solution of the 
Helmholtz equation: 
 2 2 0t tk� �� � � , (1) 
with the boundary conditions (BC): 

 
0   (  modes)

0      (  modes)

TE
n

TM

�

�

�
�

�
�

, (2) 

at the boundary of the ridged waveguide. Both the 
equation (1) and the BC (2) can be replaced by a 
discretized version, looking for the eigenvalues and 
eigenfunction defined on a suitable set of sampling 
points, and therefore replacing derivatives with 
finite approximations. The standard solution is to 
use a rectangular set of sampling points [22], but 
this forces to replace the curved boundary with a 
staircase approximation. This approximation 
results in a low accuracy (using a course grid), or in 
a heavy computational load (using a very fine grid). 
Since we are interested in elliptic boundaries, our 
propose here is to select a set of sampling points 
located on the elliptic coordinates framework (see 
Fig. 1). 

We choose a regular spacing on the elliptic 
coordinate lines, with step ,u v� � . Letting

� 	,pq p u q v� �� � � , the eigenvalues equation (1) 
should be: 
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. (3) 

For each internal point P (see Fig. 2) is simpler 
to discretize the term in brackets (3) using a fourth-
order Taylor expansion: 
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By combining the four last equations we find: 
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Likely in v  direction: 
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Expression (8,9) are the substituted in the term 
in brackets (3) to get: 
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which easily leads to the FDFD approximation of 
(1). 

Equation (10) cannot be used for the two foci, 
for points between them and for external points. For 
a point P lying on the segment joining the two foci 
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we can integrate (1): 
 2 2

t tdS dSk� � �� �
� � , (11) 
and apply the Gauss theorem to obtain: 

 2 ,
F F

t S
dl k dS

n
� �

�

�
� � 


�� �  (12) 

wherein FS  is the cell surface, and F�  is the cell 
boundary. 
 

 
 
Fig. 1. Geometry of the elliptic coordinates [28]. 
 

 
 
Fig. 2. Internal point of the elliptic coordinates grid 
TE and TM. 
 

In the elliptic grid used for a SEW or REW, we 
have two types of boundary points: the radial ones 
(P in Fig. 3 (a)) and the angular ones (P in Fig. 3 
(b)). 
 

The TE boundary condition can be enforced in 

the same way for both types of boundary points, so 

we describe it only for an elliptic one (Fig. 3). The 

boundary point X in Fig. 2 (a) is not a discretization 

point. Therefore, use of the Taylor expansion would 

require an extrapolation of � 	u�  outside the 

sampling region, using either X�  to enforce the 

boundary condition 0
n
��
�

�
. 

 

 
 
Fig. 3. (a) Geometry pertinent to the first type of 
boundary point P, and (b) geometry pertinent to the 
second type of boundary point P. 

 
Let us consider an edge point P (Fig. 3 (a)), we 

can write the second derivative in u , as: 
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where: 
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are linear combinations of the unknown coefficient 
iA , and 3np �  is the number of the points used in 

the expression � 	, ,i B N S� . 
Now can be expressed / 0u�� � �  using Taylor 

series: 

 

2

2

2 33 4

3 4

2

1 1 0
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u
u u u
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� � �

� �

� � � �� �� � �� �� � � � �

� � � �� � � �� � � � �� � � �� �� � � �

u
���

�
� �

, (14) 

which can be solved for 
Pu

��
�

. Its expression is used 

to and can be used for replace of the terms in the 
bracket on the r.h.s. of equation (13): 
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Eq. (15) is an approximation of 
2

2u
��

�
 if: 

2 1 1
2
uB B �


 � , 
2

3 1 0
8
uB B �


 � , 
3

4 1 0
48

uB B �

 � , and 

coefficients iA  are given by the solution of the 
linear system (15) so (8) is replaced by: 

 � 	
2

2 2

1 21 3 23
24 B N S P

Pu u
� � � � ��

� � � 
 

� �

. (16) 

In the same way, we can replace (9) by: 
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2 2
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, (17) 

and the equation (10) becomes: 
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. (18) 

A significant advantage of the present approach 
is that TM modes can be computed on the same TE 
grid, at variance of the standard approach [22], 
which calls for two different sets of sampling 
points, to cope with the different BC (2). To get the 
TM modes on the same grid, we express the 
potential in X through a Taylor approximation: 
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� � � �� � � �� � � �� � � �� �� � � �

, (19) 

and set 0X� � . By adding the last equation with 
(13) and solving the linear system (8) we get: 
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Likely in v  direction: 
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, (21) 

combining the equations (20) and (21) into (10) we 
find the final expression: 
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. (22) 

In the point in Fig. 3 (b), we use the same 
procedure to calculate the approximation of laplace 
operator for TE and TM modes. 
 

III. RESULTS 
The fourth-order FDFD for elliptic ridge 

waveguide described in the previous sections has 
been extensively validated, to evaluate its accuracy 
and effectiveness. In the simulations presented in 
this section, we will consider first a sector of elliptic 
ridged waveguide (see Fig. 4) and then a ridged 
sector. All dimensions have been normalized to the 
minor semi-axis of the ellipse. 

Our FDFD procedure has been assessed against 
the analytical results of [27]. The resulting 
eigenvalue problem has been solved using standard 
MATLAB routines, on a PC with two Intel Xeon 
E5504 CPUs@2.00 GHz, 48 GB RAM, OS: MS 
Windows 7 Professional. 
 

 
 
Fig. 4. Elliptic sectorial guide with 1 0.1u � , 

2 0.5u � , and 1 50v � 
 � , 2 50v � � . 
 

The main results of our validation are collected 
in the next tables � 	1 2,u u u� , � 	1 2,v v v� . From 
them it appears that our FDFD approach is able to 
give a very high accuracy, with a difference (with 
respect to the accurate data of [27]), which is 
smaller than 0.02% in most cases. 
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The computation time of the FDFD approach is 
the sum of the matrix filling time and the time 
needed to extract eigenvalue and eigenvectors of 
the sparse matrix. For example, for a grid with 

0.0040u� � , 0.0009v� �  and 1010000 points, the 
filling matrix time is 2,07 sec and the time to extract 
eigenvalue and eigenvectors is 93.02 sec. 
 
Table 1: Relative error on normalized TE cut-off 
wavelengths, with respect to [27], for the guide of 
Fig. 4, 0.0078u� � , 0.01755v� �  

TE C a�  
[27] 

C a�  
Our Code 

Relative 
Error % 

1 2.656401 2.656343 0.0022 
2 6.836981 6.835793 0.0174 
3 9.544562 9.540887 0.0385 

 
Table 2: Relative error on normalized TM cut-off 
wavelengths, with respect to [27], for the guide of 
Fig. 4, 0.0078u� � , 0.01755v� �  

TM C a�  
[27] 

C a�  
Our Code 

Relative 
Error % 

1 14.283213 14.280411 0.0196 
2 14.299466 14.297190 0.0159 
3 19.561598 19.545863 0.0804 

 
Table 3: Relative error on normalized TE cut-off 
wavelengths, with respect to [27], for the guide of 
Fig. 4, 0.004u� � , 0.0017v� �  

TE C a�  
[27] 

C a�  
Our Code 

Relative 
Error % 

1 2.656401 2.656366 0.0013 
2 6.836981 6.836941 0.0006 
3 9.544562 9.544720 0.0017 

 
Table 4: Relative error on normalized TM cut-off 
wavelengths, with respect to [27], for the guide of 
Fig. 4, 0.004u� � , 0.0017v� �  

TM C a�  
[27] 

C a�  
Our Code 

Relative 
Error % 

1 14.283213 14.283476 0.0018 
2 14.299466 14.300252 0.0055 
3 19.561598 19.558674 0.0150 

 
In Fig. 5, left, we show the potential 

eigenfunctions for the first three TE modes 
(corresponding to the data of Table 1). 

In order to show the flexibility of our approach, 
a different, ridged, sector has been considered. Only 

the eigenfunctions has been reported, since no 
analytic data is available. In Figs. 6 and 7 report a 
convergence analysis, with respect to the side of the 
discretization step. It appears that a fourfold 
reduction in v�  allows an accuracy increase of 
more than an order of magnitude. The behavior 
respect to u�  is different, since the structure is 
quite slender. 
 

 
 
Fig. 5. Lowest-order eigenvectors for the examples 
presented. Left: structure of Fig. 4. Right: ridged 
sectorial guide with 1 0.1u � , 2 0.74u � , 1 50v � 
 � , 

2 50v � � , and 3 0.1u � , 4 0.9u � , 3 10v � 
 � , 4 10v � � . 
 

 
 
Fig. 6. Relative error on the cut-off frequency of the 
first modes of an elliptic sector waveguide with 

0.0017v� � . 
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Fig. 7. Relative error on the cut-off frequency of the 
first modes of an elliptic sector waveguide with 

0.01u� � . 
 

Finally in Fig. 8, we compare the present 
fourth-order FDFD with a lively second order one, 
with different discretization steps. Figure 8 shows 
clearly that the accuracy of a fourth order approach 
can be reached using a second-order one, but with 
at least four times the discretization points, and 
therefore a computational load larger by nurse than 
an order of magnitude. Therefore, the proposed use 
of a fourth-order approximation is a significant 
improvement with respect to [26]. 
 

 
 
Fig. 8. Comparison of fourth and second order 
FDFD for the comparison of the tk of the first TE 
modes for the structure of Fig. 4, for different 
discretization steps, � 	0.004, 0.0017u v� � � � . 
 

IV. CONCLUSION 
An approach to the FDFD computation of 

modes of an elliptic ridged waveguide has been 

presented. We describe here a fourth order finite 
difference frequency domain approach to the mode 
computation for both TE and TM modes. An 
elliptic mesh has been used in order to avoid 
staircase approximations of the boundary. The 
presented results show both the flexibility of the 
method, as well as its simplicity for the 
computation for TE and TM modes in an elliptic 
ridged waveguide. 
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Abstract ─ The three-dimensional vector parabolic 
equation (PE) method was used for the fast analysis 
of the electromagnetic scattering with reasonable 
accuracy. The algorithm was marched from plane 
to plane along some preferred directions so that the 
computational load could be reduced significantly. 
However, large errors will be introduced for 
cavities with the multiple scattering. In this paper, 
the vector parabolic equation method combined 
with the multilevel fast multipole method 
(MLFMM) is presented for the analysis of the 
electromagnetic scattering from a cavity. 
Numerical results demonstrate that the proposed 
technique can efficiently give reasonably accurate 
results for the cavities when compared with the 
conventional PE method. 
 
Index Terms ─ Cavity, electromagnetic scattering, 
MLFMM, vector parabolic equation method. 
 

I. INTRODUCTION 
The parabolic equation (PE) method provides 

an approximate solution for the wave equation with 
the energy propagating along the paraxial direction 
[1]. The calculation of the PE is taken to march 
gradually from one plane to another plane along the 
paraxial direction so that the 3D problem can be 
converted into a series of 2D problems to be solved 
by the PE method. Therefore, the electromagnetic 
scattering from electrically large objects can be 
analyzed efficiently. However, the PE is applicable 
only to the object which does not have large 
changes in direction, because large errors will be 
introduced for both nonconvex objects and cavities 
with the multiple scattering. The electromagnetic 
scattering from cavities has been paid more and 
more attention due to its wide range of applications 

in both the industry and the military. Many 
numerical methods, including the method of 
moment (MoM) [2-3], the finite difference method 
(FDM) [4], and the finite element method (FEM) 
[5-6] have been used to analyze the electromagnetic 
scattering from cavities. The error of each solution 
is large unless fine discretization is used for the 
scatterers. But a fine mesh will bring a large system 
of equations which may be computationally 
prohibitive. Therefore, fast and accurate calculation 
of the electromagnetic scattering from cavities 
becomes significant problem to be solved. 

The MoM accelerated by the multilevel fast 
multipole method (MLFMM) can be used to 
analyze the electromagnetic scattering from 
cavities accurately [2]. However, a large number of 
computations are required for the very electrically 
large three-dimensional PEC objects. In this paper, 
the PE method is combined with MLFMM for the 
analysis of electromagnetic scattering from 
electrically large PEC objects with cavities. Firstly, 
the scattered electric fields in the aperture can be 
obtained by calculating the current density on the 
inner sides of the cavity with the MLFMM. Then, 
the PE method can be applied to analyze the 
scattered electric fields of other parts with the 
corresponding boundary conditions on the PEC 
objects. By this way, both the accuracy and the 
efficiency for electromagnetic scattering from 
electrically large PEC cavities can be assured. 

This paper is organized as follows. Section 2 
gives a brief introduction to the traditional vector 
parabolic equation method. At the same time, the 
vector parabolic equation method combined with 
the multilevel fast multipole method is explained in 
detail. A slant cavity embedded in a block is 
analyzed as the numerical example to show the 
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validity and the efficiency of the proposed method 
in Section 3. Section 4 gives some conclusions and 
comments. 
 

II. THEORY AND FORMULATIONS 
A. Vector parabolic equation method for 
electromagnetic scattering problems 

The three-dimensional vector wave equation 
can be used as an efficient tool to analyze the 
electromagnetic scattering problems. The scattered 
field components x , ,S S S

y zE E E  satisfy scalar wave 
equation in the Cartesian coordinate as follows: 

 
2 2 2

2
2 2 2 0
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s s s
sE E E k Ex y z

x y z
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where k  is the wave number. 
The reduced scattered fields , ,s s s

x y zu u u  are 
defined as: 
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Substitute equation (1) with equation (2), the 
vector parabolic equations can be gotten in air 
domain: 
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It should be noted that the first order Taylor 
expansions of the square root and the exponential 
are used in this paper. And it can be seen from the 
equation (3) that the solutions at ( ��x x ) plane can 
be calculated from those at x  plane. As shown in 
Fig. 1, the computation can start in the plane before 
the object and stop in the plane beyond the object. 

When the FD scheme of the Crank-Nicolson 
type is applied to the equation (3), the 
computational format for the vector parabolic 
equations can be written as follows: 
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The incident field is taken into account by the 
boundary conditions on the scatterer in each 
transverse plane. Perfect matching layers (PML) 
are placed around the object to truncate an infinite 
space to a finite computation domain. For PML 
domain, the following coordinate transformation is 
introduced [7-9]: 
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In equation (5), 2
3

3 1 1( ) log( ) ( )
2 10
� # # #

 "  
$ % $

, 

$ is the thickness of the PML and %  is the wave 
impedance. As in air domain, the FD scheme of the 
Crank-Nicolson type is used. Therefore, the 
equation (6) can be replaced with equation (4) for 
the computation in the PML domain: 
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The narrow-angle approximation is only 
accurate when energy does not have large changes 
along the paraxial direction. As a result, the 
traditional parabolic equation method cannot be 
used to analyze the scattering from cavities. 
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Fig. 1. Transverse planes for PE marching. 
 
B. Vector parabolic equation method combined 
with the MLFMM for scattering from a cavity 

As shown in Fig. 2, a PEC object with cavity in 
free space is illuminated by a plane wave ikxe  
propagating along 
x  direction with wave number
k . 

The scattering by 3-D arbitrary conducting 
objects can be formulated by the electrical-field 
integral equation (EFIE). As shown in Fig. 2, the 
current density on the inner sides of the cavity can 
be calculated with the equation (11) by the 
MLFMM 

 

'( )

1 '( )

                       S


 # �

� #� ��

� 
 # & �

Sinner

Sinner

inner

ik G dS

G dS
ik

i

' 'n(r) r,r J(r )

' 'n(r) r,r J(r )

n(r) E (r) r

dSJ( )dd

,

 (11) 

where Sinner  denotes the surface of the inner sides 

in the cavity, 0'  and 0( are the free-space 

permittivity and permeability, 0 0=k ) ' (  is the 
wave number, J  is the current density in the inner 
sides of the cavity, iE (r)  is the incident plane 
wave, n denotes the surface outward pointing unit 
normal and ( )G 'r,r  is the Green’s function in free 
space [2]. 

For the aperture, the scattered electric fields on

2S can be obtained by the integration of the electric 

current on the inner sides innerS  of the cavity, as 

written in equation (12). 
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To efficiently analyze the electromagnetic 

scattering from PEC objects with cavities, the 

vector PE method is introduced to calculate the 

scattered electric fields from the surface 1S and the 

aperture surface 2S  with equation (3). 
The FD scheme of the Crank-Nicolson type is 

used to the equation (3), as shown in equation (4). 

Therefore, the ( , , )��su x x y z   at ( ��x x  ) plane 

can be calculated from ( , , )su x y z  at x  plane [1]. 

The tangential electric field must be zero on the 

scatterer for a PEC object. To guarantee the unicity 

of the solution, the reduced scattered fields in 

equation (3) are coupled through both the boundary 

conditions on the surface 1S   and the divergence-

free condition [1], as shown in equation (13): 

 

� 	

� 	

� 	
2 2

2 2

( ) ( )

         ( ) ( )

( ) ( )

       ( ) ( )

( ) ( )

       ( ) ( )

( ) ( )
2

( )
     ( )

s s
x y y x

ikx i i
x y y x

s s
x z z x

ikx i i
x z z x

s s
y z z y

ikx i i
y z z y

s s
x x

s
ys

x

n u P n u P

e n E P n E P

n u P n u P

e n E P n E P

n u P n u P

e n E P n E P

u P u Pi
k y z

u P
iku P











 �


 



 �


 



 �


 


� �� �
� �� �� �� �
�

�

1

( ) 0

                                         ,

s
zu P

y z
P S

+
,
,
,
,
,
,
,,
-
,
,
,
,
,
,

�, � �
, � �.

& �

 (13) 

where p is a point on the surface of the scatterer, 
( , , )i i i

x y zE E E is the field components of the incident 
wave and ( , , )x y zn n n  is the outer normal to the 
surface at p . 

For the last transverse (y-z) plane, the boundary 
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conditions for the equation (3) on both the PEC 
surface 1S  and the aperture 2S are obtained by 
equation (13) and (12), respectively. The 
computation for equation (3) is taken from one 
plane to another, which begins just before the PEC 
scattering object and stops beyond it. Once the 
scattered electric fields are obtained in the last 
transverse plane, the RCS can be calculated by 
Fourier transform of them [1]. 
 

innerS

1S

2S
iE

 
 
Fig. 2. A PEC object with cavity in free space. 
 

III. NUMERICAL RESULTS 
As shown in Fig. 3, a slant cavity nested in a 

block is presented to demonstrate the efficiency of 
the proposed method. The incident field is a plane 
wave, vertical polarized and propagating along -x 
direction. The RCS curves are compared between 
the proposed method and the MLFMM in Fig. 4 for 
a wide band from 200 to 600 MHz. It can be 
observed that the proposed method is in good 
agreement with the MLFMM. As shown in Fig. 5, 
the bi-static RCS results at the frequency of 300 
MHz are compared among the proposed method, 
the conventional PE method and the MLFMM. 
Moreover, the amplitude and the phase of the 
scattering electric fields for the cavity’s middle line 
paralleled to the y axis in the last transverse plane 
are given in Fig. 6. It can be found that the proposed 
method is more accurate than the conventional PE 
method when compared with the MLFMM. As 
listed in Table 1, both the CPU time and the 
memory requirement are compared between the 
proposed method and the MLFMM at the frequency 

of 300 MHz. It can be found that memory 
requirement and CPU time can be reduced 71.9% 
and 43.6% for the proposed method, respectively. 
 

 
 (a) 

 
 (b) 
 
Fig. 3. The model of the slant cavity nested in a 
block: (a) stereogram, and (b) side view. 
 

 
 

Fig. 4. The RCS from 200 MHz to 600 MHz. 
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Fig. 5. The bi-static RCS of the cavity at 300 MHz. 
 

 
 (a) 

 
 (b) 
 
Fig. 6. (a) The amplitude of the scattering electric 
fields for the cavity’s middle line, and (b) the phase 
of the scattering electric fields for the cavity’s 
middle line. 

Table 1: Comparison for the CPU time and the 
memory requirement between the proposed method 
and the MLFMM at the frequency of 300 MHz 

 CPU 
Time (s) 

Memory 
Requirement (MB) 

MLFMM 1184 448 

The proposed 
method 668 126 

 
IV. CONCLUSION 

In this paper, a vector parabolic equation 
method combined with the MLFMM has been 
proposed to analyze the electromagnetic scattering 
from a PEC cavity. The MLFMM is introduced to 
compute the scattered currents on the inner side of 
the cavity and the electric fields in the aperture 
induced by these scattered currents are obtained. 
The scattered fields from the cavity are calculated 
by the vector PE method with the corresponding 
boundary conditions. It can be found that both the 
CPU time and the memory requirement are 
significantly reduced when compared with the 
MLFMM. 
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Abstract ─ An analytic solution to the problem of 
scattering of a plane electromagnetic wave by a chirally 
coated elliptic cylinder defined by PECM boundary 
condition has been obtained by expanding the different 
electromagnetic fields in terms of appropriate elliptic 
wave functions and a set of expansion coefficients. The 
expansion coefficients associated with the transmitted 
field inside the coating as well as the scattered field 
outside the coating are unknown and will be obtained by 
applying the boundary conditions at various layers. 
Numerical results have been presented graphically to 
show the effects of chiral and PEMC materials 
simultaneously on the bistatic width of scattering from 
coated elliptic cylinder. 
 
Index Terms ─ Bistatic, chiral, elliptic cylinder, Mathieu 
functions, PEMC. 
 

I. INTRODUCTION 
Since the introduction of PEMC materials in 2005 

[1], there has been a lot of research into scattering from 
different types of both two- and three-dimensional 
PEMC objects [2-12]. This has recently led to an interest 
on research involving coated PEMC objects [13-14]. As 
described in [1], a PEMC medium is a generalized form 
of a perfect electric conducting (PEC) and a perfect 
magnetic conducting (PMC) medium in which certain 
linear combinations of electromagnetic fields become 
extinct [15], and is definable by a single real-valued 
parameter known as the PEMC admittance. A null 
admittance corresponds to a PMC medium and an 
admittance of infinity corresponds to a PEC medium, 
when the field magnitudes are finite [16]. A PEMC 
material acts as a perfect reflector of electromagnetic 
waves, but differs from PEC and PMC materials due to 
the fact that it produces a reflected wave with a cross-
polarized field component [17-22]. 

The elliptic cylinder is a geometry that has been 
extensively analyzed in the literature due to its ability to 
produce cylinders of different cross sectional shapes, by 

changing the axial ratio of the ellipse. Moreover, since 
the elliptic cylindrical coordinate system is one of the 
coordinate systems in which the wave equation is 
separable, solutions to problems involving elliptic 
cylinders can be obtained in closed form. 

In this paper, we present the analysis corresponding 
to the scattering from a chiral coated PEMC elliptic 
cylinder of arbitrary axial ratio, when it is excited by 
either a plane wave of arbitrary polarization and angle of 
incidence. Such solution is valuable, since it can be used 
for validating solutions obtained using other methods. 
The analysis and the software used for obtaining the 
results have been validated by calculating the normalized 
scattering widths for a PEMC coated elliptic [22] when 
it is illuminated by a plane wave. It was shown 
graphically that these results are in very good agreement 
with the corresponding results obtained using various 
values of admittances for coated PEMC elliptic cylinder. 
 

II. FORMULATION 
Consider a linearly polarized uniform plane 

electromagnetic wave arbitrarily incident on an infinitely 
long PEMC elliptic cylinder confocally coated with a 
chiral material. The semi-major and semi-minor axis 
lengths of the uncoated cylinder are denoted by 0 0and ,a b
and those of the coated cylinder are denoted by and ,c ca b  
respectively. The coated cylinder is assumed to be 
located in free space, with the incident wave making an 
angle i/  with the negative x-axis of a Cartesian 
coordinate system as shown in Fig. 1. It is beneficial to 
define the x and y coordinates of the Cartesian coordinate 
system in terms u, v, z of an elliptical coordinate system 
where cosh cos ,x F u v� sinh sin ,y F u v� with F being 
the semi-focal length of the ellipse. A time dependence 
of exp( )j t)  with )  being the angular frequency, is 
assumed throughout the analysis, but suppressed for 
convenience. The analysis is conducted for an incident 
uniform plane wave of transverse magnetic (TM) 
polarization. The analysis corresponding to a plane wave 
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of transverse electric (TE) polarization can be obtained 
from that for a plane wave of TM polarization, using 
duality. 
 

 
 
Fig. 1. Geometry of the chiral coated PEMC elliptic 
cylinder. 
 

Considering a TM polarized arbitrarily incident 
plane wave of unit amplitude, we can expand the incident 
electric field component as [23]: 
 (1)

,
( , ) ( , ),inc

z qn qn qn
q n

E A R c S c %��  (1) 

where ( ) ( , )i
qnR c  and ( , )qnS c % are the i-th order of the 

radial and angular Mathieu functions respectively, where
,q e o� stands for even and odd solution, and 

 8 ( ,cos ),
( )

n
qn qn i

qn

A j S c
N c

* ��  (2) 

in which c kF�  with k being the wavenumber of the 
medium outside the cylinder and ( )qnN c  is the 
normalization constant associated with ( , )qnS c % . Using 
Maxwell’s equations we can expand the incident 
magnetic field component as: 

 (1)

,

1 ( , ) ( , ),inc
v qn qn qn

q n
H A R c S c

jkZh
 %0� �  (3) 

where 2 2cosh cosh F u v� 
 , with coshu � , 
cosv% � , Z is the wave impedance of the medium 

outside the cylinder, and the prime denoting the 
differentiation with respect to u. 

Since the cylinder comprises of a PEMC material, 
the scattered field consists of both co- and cross-polar 
components. These can be expanded as: 
 (4)
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in which qnC  and qnB  are the unknown co- and cross-
scattered field expansion coefficients. 

The fields within the chiral coating also have both 
co- and cross-polar components, comprising of left- and 
right-handed parts. These can be expanded as: 
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where , , ,qn qn qn qnD F P Q  are the unknown field expansion 
coefficients, ,R Rc k F�  ,L Lc k F�  with the wavenumbers 

Rk and Lk corresponding to the right- and left-handed 
waves inside the chiral medium given by 

, ,R L c ck ) '( )'!� 1 in which c!  is the chirality 
admittance and c(  is the effective permittivity defined 
by 2

c c( ' (!� �  with ( and ' being the permittivity and 
permeability of the chiral medium, and cZ  is the wave 

impedance in the chiral medium, given by .ccZ ' (�  
The boundary conditions at the surface c  �  of the 

coating require the continuity of the tangential 
components of the electric and magnetic fields across the 
boundary. These can be written mathematically as: 
 ,c i s

z z zE E E� �  (12) 

 ,c i s
v v vE E E� �  (13) 

 ,c i s
z z zH H H� �  (14) 

 .c i s
v v vH H H� �  (15) 

Similarly, the boundary conditions at the surface 
s  �  of the PEMC elliptic cylinder can be written 

using the PEMC admittance M as: 

 � s  � c 

a0 

y 

x b0 ac 

bc 
�i 
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 0,c c
z zH ME� �  (16) 

 0.c c
v vH ME� �  (17) 

Substituting for the electric field components in (12)-
(13) in terms of their respective expansions, we get: 
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Substituting for the magnetic field components in (14)-
(15) in terms of their respective expansions yields: 

 

(1) (2)

,

(1) (2)

(4)

,

{[ ( , ) ( , )] ( , )

[ ( , ) ( , )] ( , )}

( , ) ( , ),

qn qn R c qn qn R c qn R
q nc

qn qn L c qn qn L c qn L

qn qn c qn
q n

j D R c P R c S c
Z

F R c Q R c S c
j C R c S c

Z
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  %

 %
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Substituting for the field components in (17) and (18) in 
terms of their expansions, we get: 
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1 [ ( , )
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If both sides of equations (18)-(23) are multiplied by
( , )qnS c %  and integrated over %  from -1 to 1, then 

considering the orthogonality of the angular Mathieu 
functions, we can write these equations after a 
rearrangement as: 

 

(1) (2)

(1) (2)

(1) (4)

[ ( , ) ( , )] ( , )

[ ( , ) ( , )] ( , )

[ ( , ) ( , )] ( ) ,

R
qn qn R c qn qn R c qn R

L
qn qn L c qn qn L c qn L

qn qn c qn qn c qn

D R c P R c M c c

F R c Q R c M c c

A R c B R c N c
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(1) (2)

(1) (2)
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(1 )[ ( , ) ( , )] ( , ) 0,
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L
c qn qn L s qn qn L s qn L
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jMZ F R c Q R c M c c
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R
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L

kjMZ D R c P R c M c c
k

kjMZ F R c Q R c M c c
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 �� �

� �
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where 

 
1

1

( , ) ( , ) ( , ) ,qn qn qnM c c S c S c d2
2 2 % % %




� �  (30) 

for ,R L2 � . Writing the system of equations (24)-(29) 
in matrix form and the solution by matrix inversion 
yields the unknown coefficients associated with the 
scattered and transmitted fields. 
 

III. NUMERICAL RESULTS 
In the limit ,34  since 5 kc 4  with 5  being 

the radial cylindrical coordinate, using asymptotic 
expressions, the radial Mathieu function of the fourth 
kind and its first derivative with respect to argument can 
be written as: 

 ,),(lim )4( 5

 5
 jkn

qn e
k
jjcR 


34
6  
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 (4) 1lim ( , ) .n jk
qn

jR c j k e
k

5

 
 5

5
0 
 


43
6  (31) 

Using (31) and the fact that in the limit ,34 
,cosh 5kukFkh 64  we can write expressions for 

the scattered electric field components in the far zone as: 
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and the scattered magnetic field components as
s s
zH E Z/� and .s s

zH E Z/ � 
  
The bistatic scattering cross section is defined as: 

 
*

*

ˆRe[ ]
lim 2 ,

ˆRe[ ]
s s

i i
5

" *5
43

# �
�

# �
E H ρ
E H ρ

 (34) 

with ]Re[w  denoting the real part of the complex 
number w, the asterisk denoting the complex conjugate, 
and ρ̂  denoting the unit vector in the increasing radial 
direction. Substituting for the far zone scattered fields in 
(34), and recalling that the incident field is of unit 
amplitude, an expression for the normalized bistatic 
width can be written as: 

 

2

, 0

2
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� �
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� �
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� �

 (35) 

It can be seen from equation (35) that the uniqueness of 
PEMC material over PEC and PMC materials it has both 
co and cross-polarized field components. 

Results obtained are presented graphically as 
normalized bistatic width for chiral coated PEMC 
elliptic cylinders of different sizes, PEMC admittances, 
and chiral coatings, with all coated cylinders assumed to 
be located in free space. For convenience, the PEMC 
admittance M is expressed in terms of the dimensionless 
quantity MZ1, using the formula MZ1=tan(υ), so that 
υ=0o and υ=90o correspond to the PMC and PEC cases, 
respectively. 

Normalized bistatic widths of chiral coated PEMC 
elliptic cylinders obtained for different scattering angles, 
when they are illuminated by a plane wave incident at 0o, 
are shown in Fig. 2. The geometrical parameters of the 

scatterer are a=0.4λ, b=0.2λ, ac=0.56λ, bc=0.44λ, and the 

coating values are εrc=2.5 and μrc=1.0. The admittances 
of the PEMC cylinders are specified by the parameter υ, 

which varies from 0o to 90o, in steps of 15o and chiral 
admittance is c! =0.0. 
 

 
 
Fig. 2. Normalized bistatic width versus scattering angle 
for PEMC elliptic cylinders of different admittances 
coated with εrc=2.5, μrc=1.0, i� =0o, and c! =0.0. 
 

The plots are symmetric around φ=180o as expected. 
The normalized bistatic width for a given scattering 
angle decreases as the value of υ increases, with the 

magnitude for each angle being a maximum for υ=0o 
(PMC), a minimum for υ=90o (PEC), and the differences 
for two values of υ becoming a maximum at φ=180o, 
corresponding to forward scattering. The normalized 
bistatic widths are compared with the corresponding 
values obtained for a conventional coated PEMC elliptic 
cylinder in [22], presented by circles, and are in very 
good agreement, validating the calculations for an 
elliptic cylinder in general. 

Figure 3 (a) is similar to Fig. 2, except that the chiral 
admittance is taken to be c! =0.002. This figure shows 
the effect of both PEMC and chiral coating on the bistatic 
of coated elliptic cylinder. There is a drop in the bistatic 
width by approximately of 50% at υ=0o and υ=90o, and 
no change in the location of the maximum values for 
other values of υ. It is worth mentioning that the value of 
the bistatic widths for υ=75o and 90o are the same at 
φ=180o. Figure 3 (b)  is similar to Fig. 3 (a), except c!  is 
reduced to 0.0015. It can be seen that the bistatic width 
is higher and the maximum is back at υ=0o and the 
minimum at υ=90o. The variation of the bistatic widths 
is due to the presence of the cross-polarized fields of 
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PEMC and chiral materials. 
Figure 4 is similar to Fig. 3, except that the incident 

angle is 90o. Figure 4 (a) shows that the magnitude of the 
bistatic width has maxima at υ=90o and minima at υ=0o 

and φ=90o, while the opposite is happening at the 
scattering angle of φ=270o. Figure 4 (b) is for the case of 

c! =0.0015. 
 

 
 (a) 

 
 (b) 
 
Fig. 3. Normalized bistatic width versus scattering angle 
for PEMC elliptic cylinders of different admittances 
coated with εrc=2.5, μrc=1.0, i� =0o: (a) c! =0.002, and 
(b) c! =0.0015. 
 

It can be seen that Fig. 5 is similar to 4, except by 
increasing εrc from 2.5 to 3.0. Figure 6 shows the bistatic 
widths versus the major axis of the dielectric coating for 
υ=45o and 75o and c! =0.002 and 0.0025. The presence 
of chiral material effects the magnitude but not the 
pattern of the bistatic width. More results and analysis on 
chiral coated or PEMC conventional coated elliptic 
cylinder can be found in [22,24]. 

 
 (a) 

 
 (b) 
 
Fig. 4. Normalized bistatic width versus scattering angle 
for PEMC elliptic cylinders of different admittances 
coated with εrc=2.5, μrc=1.0, i� =90o: ( a) c! =0.002, and 
(b) c! =0.0015. 
 

 
 
Fig. 5. Normalized bistatic width versus scattering angle 
for PEMC elliptic cylinders of different admittances 
coated with εrc=3.0, μrc=1.0, i� =90o and c! =0.002. 
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 (a) 

 
 (b) 
 
Fig. 6. Normalized bistatic width versus ka1 for PEMC 
elliptic cylinders of different admittances coated with 
εrc=3.0, μrc=1.0, i� =0.0o, a=0.4λ, b=0.2λ: (a) υ=45o, and 
(b) υ=75o. 
 

IV. CONCLUSION 
Analytic solution has been obtained to the problem 

of scattering from a chirally coated PEMC elliptic 
cylinder, when it is excited by a uniform plane wave. The 
solution is general since it also can provide the solution 
to the scattering by PEMC circular or strip chiral coated 
geometries. The results obtained show that the 
admittances as well as the constitutive parameters of the 
chiral coating material can be used to control (enhancing 
or reducing) the scattering width of a coated PEMC 
elliptic cylinder. Thus, the solution provides the designer 
with two degree of freedom to control the bistatic width. 
The new results obtained in this paper are important, 
since they can be used to validate similar results obtained 
using other methods, and provide an insight into how the 
changing of various parameters associated with a 
chirally coated PEMC elliptic cylinder changes the 
scattering widths that could be obtained from it. 
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Abstract ─ In this paper, the invasive weed optimization 
technique for compacting a microstrip elliptic low pass 
filter is proposed and validated. At the first step, the 
invasive weed optimization (IWO) technique is used to 
replace the shunt resonators transmission lines of the 
conventional filter with arbitrary n-segments Step 
Impedance Transmission Lines (SITLs) for compacting 
it. To validate the proposed method, the shunt resonator 
transmission lines of a seventh-order elliptic lowpass 
filter are replaced with proper SITLs which cause more 
than 30% compactness in this step. Then the IWO 
technique is applied on the general filter configuration to 
design a wideband harmonic suppression and compact 
elliptic low pass filter. This method extends the stop 
band bandwidth more than 8.5 f0 and also increases the 
compactness to 47%. The measurement results of the 
final optimized fabricated filter are in good agreement 
with the simulation ones. 
 
Index Terms ─ Elliptic low pass filter, harmonic 
suppression, Invasive Weed Optimization (IWO), 
microstrip, miniaturization, wideband. 
 

I. INTRODUCTION 
A microstrip lowpass filter with small size, sharp 

transition band and wide stopband is frequently used in 
the modern microwave and millimeter wave 
communication system to suppress harmonics and 
unwanted signals. There are several techniques for 
designing low pass filters such as Butterworth, 
Chebyshev, elliptic function, all pass, and Gaussian 
response. In the elliptic filters, the response has equal-
ripple in both the pass band and stopband, which means 
that the elliptic function design is superior to both the 
Butterworth and Chebyshev designs. Moreover, these 
filters have sharp cutoff skirts and low in-band insertion 
loss [1-5]. 

The elliptic function low pass filters show the 
advantages of high performance, low cost, capability of 
implementation with microstrip technology and easy 
fabrication [1,2]. Also elliptic filters achieve the smallest 
filter order for the same specifications and the narrowest 
transition width for the same filter order compared to 
other filter design techniques. The microstrip realization 
of elliptic filter can be implemented with several 
configurations of microstrip transmission lines such as 
shunt stubs and stepped impedances [1,2]. Due to the 
rapid development of wireless communication 
technology, miniaturization receives a high demand in 
the designing of microwave devices, especially filters 
[6]. The conventional microstrip low pass filters 
techniques such as shunt stubs or high–low impedance 
transmission lines have been widely used in microwave 
systems for their remarkable characteristics [3]. 
However, it is hard to achieve compact size and high 
performance simultaneously with these implementation 
methods [3]. Also, the conventional low pass filters 
(LPFs) can only provide a gradual transition and a 
narrow stopband [1]. Moreover, raising the filter’s order 

can improve its performance which enlarges the overall 
filter size and increases the insertion loss. 

To reduce the physical size of microstrip filters, 
many approaches have been investigated and commonly 
used in the circuit designs such as stepped-impedance 
resonator (SIR) [7], defected ground structure (DGS) [8], 
photonic band gap structure (PBG) [9,10], metamaterial 
[11], quasi-lumped element [12], and dual-mode/half-
mode resonator [6]. Photonic bandgap and defected 
ground structures can provide sharp and extended 
stopband in the LPF [13-15]. However, these techniques 
cause many disadvantages such as complex 
configuration and fabrication difficulties [13]. The LPFs 
using defected ground structures have been proposed in 
[16] and [17]. In [16], a quarter-circle defected ground 
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structure shape was introduced, despite its wide 
stopband with very good insertion and return losses, it 
suffers the large size and gradual transition band. A 
quasi-elliptic LPF using three DGS units and a 
compensated microstrip line has been designed and 
implemented in [17], which has high insertion loss and 
narrow stopband. A lowpass filter using stepped 
impedance compact microstrip resonator cell (SICMRC) 
has been proposed in [18]. The SICMRC has been 
embedded in the structure of double arrow shaped 
microstrip cell (DASMC) to obtain a sharp response. 
Although it is compact LPF with wide stopband, it isn’t 

sharp adequately. A compact elliptic-function low-pass 
filter by etching stepped impedance resonators (SIR) in 
the back substrate side has been presented in [19], which 
it suffers the narrow stop bandwidth. A microstrip 
lowpass filter with a novel patch resonator consisting of 
a semi-circle and semi-ellipse loaded by delta stub and 
rhomboid structures has been studied in [20], which has 
the gradual transition band with large size. In [21], a 
compact microstrip stepped impedance lowpass filter 
using back-to-back C-shaped and triple C-shaped thin 
slots has been presented which has wide stopband, but 
its frequency response is not sharp sufficiently in the 
transition band and does not have good passband 
performance due to its significant insertion loss. A LPF 
using circular hairpin resonator has been designed in [22] 
which has a compact size, but it doesn’t have good 

insertion loss, sharp roll off and wide stop band. 
In [23], the uniform transmission line segments of a 

low pass filter have been replaced by step impedance 
transmission lines optimized by invasive weed 
optimization (IWO) technique. In this paper, the IWO 
algorithm is used to compact the conventional elliptic 
low pass filter and increase the harmonic suppression 
bandwidth. For this purpose, the shunt resonators which 
have m-segments transmission lines are replaced with 
proper compact arbitrary n-segments step impedance 
transmission lines in a seventh-order lowpass elliptic 
filter configuration. The simulation results show more 
than 30% compactness compared with the conventional 
one. Then, the IWO technique is applied on the general 
filter structure to design a compact wideband harmonic 
suppression elliptic low pass filter. The designed filter 
has 3 dB cut off frequency at 3.2 GHz. Moreover, the 
optimized filter has area reduction about 47% and the 
harmonic suppression about 8.5f0. Finally, the optimized 
filter is fabricated. The measurement results are in good 
agreement with the simulation ones. 
 

II. COMPACT SITL ELLIPTIC LPF 
In this section, replacing method of m-segments step 

impedance transmission lines with n-segments SITLs by 
using the IWO technique is discussed. Then, this 
technique is applied in a seventh-order lowpass elliptic 
filter to miniaturize the overall filter size. This section is 

organized as follows. At first, the formulation of an 
arbitrary n-segment SITLs is presented and equaled with 
m-segments SITLs to extract the problem equations. 
Then, the IWO is used to find the best responses which 
satisfy the equations with the most compact size. Finally, 
the proposed optimized SITLs method is used to 
compact a conventional seventh order elliptic LPF. 
 
A. Formulation of an arbitrary SITL 

Step impedance transmission line (SITL) is a non-
uniform transmission line which can be used in the 
microstrip circuits to reduce its overall size, shift the 
spurious pass band to the higher frequency, and even to 
suppress the multiple spurious pass bands [23,24]. 
Figure 1 illustrates the non-uniform m-segments 
transmission lines with the electrical length and 
characteristic impedance of the θi and Zi for the i-th 
segment which should be equal to non-uniform 
transmission lines with arbitrary n-segments at the 
design frequency, f0. As depicted in Fig. 1, the compact 
SITL configuration is constructed from the n 
transmission line segment with the electrical length and 
characteristic impedance of the i�0  and iZ 0  for the i-th 
segment. 
 

 
 
Fig. 1. Equivalent of m-segments step impedance 
transmission lines with arbitrary n-segments SITLs. 
 

The ABCD matrix of the SITLs is obtained by 
multiplying the ABCD matrixes of all m or n-segments. 
Therefore, to equate these two mentioned structures, the 
ABCD matrixes of them should be equal with each other 
at the design frequency, f0, as follows: 
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where “mSITL” and “nSITL” stand for m-step and n-step 
impedance transmission lines, respectively. As it can be 
seen, there are 3 equations with 2n-unknown variables in 
(1) which are 

1Z 0 ~ nZ 0  and 1�0~ n�0 . Therefore, there are a 
lot of response groups which can satisfy the equations. 
Notice that since the structure is reciprocal, there are 
only three independent equations [1]. To achieve the 
most compact equivalent SITLs, the invasive weed 
optimization can be used which is described in the next 
section. 
 
B. Invasive weed optimization 

IWO is a simple numerical stochastic search 
algorithm that mimics the natural behavior of weed 
colonizing in the opportunity spaces for optimizing the 
function. However, it has been shown to be effective in 
converging to an optimal solution by employing basic 
properties such as seeding, growth, and competition in a 
weed colony. Some basic properties of the process are as 
follows [24]: 
1) Initialization: A population of initial seeds (N0) is 

randomly being dispread over the search area. 
2) Reproduction: The individuals, after growing, are 

allowed to reproduce new seeds linearly based on 
their fitness, the lowest and the highest fitness of the 
colony (all of plants). Note that maximum (Smax) 
and minimum (Smin) number of seeds are 
predefined parameters of the algorithm and fitted 
according to structure of problem. The procedure is 
demonstrated in Fig. 2 [25]. 

3) Spatial Dispersal: The generated seeds are being 
randomly spread with a normal distribution over the 
search area. 

4) Competitive Exclusion: When the maximum 
number of plants in a colony is obtained (Pmax), 
each weed is allowed to produce seeds and scatter 
them according to its fitness. Then, new seeds with 
their parents are categorized together with respect to 
their fitness. Next, weeds with lower fitness are 
eliminated to reach the maximum determined 
population size in a colony. 

5) Termination Condition: The whole process 
continues until the maximum number of iterations 
has been obtained, the plant with the best fitness is 
the closest one to the optimal solution [26]. 
In this section, the optimization goal is the 

equalization of the non-uniform m-segments 
transmission lines with a n-segment step transmission 
lines. For this purpose, the ABCD matrixes of m-
segments transmission lines are compared with n-
segment step transmission lines as described in Sec. II.A 
and construct the error function as: 
 2 2 2

A B Cerror e e e� � � , (2) 
where 

 mSITL nSITL
Ae A A� 
 , (3) 

 mSITL nSITL
Be B B� 
 , (4) 

 mSITL nSITL
Ce C C� 
 . (5) 

The goal of the design is to minimize the error in (2) with 
the smallest electrical length. The fitness function of this 
objective can be expressed as: 
 

Twewf �21 
� , (6) 
where θT  is the total electrical length of the m-segments 
SITL and w1 and w2 are the weighting coefficients. By 
choosing the weighting coefficients, one can decide the 
importance of the m-segments SITL and n-segments 
SITL equalization against the compactness. In other 
words, choosing the 

1 2/ 1w w 8  puts the goal of 
optimization on the compacting of the transmission line 
rather than the equalization of m-segments SITL with n-
segments SITL. Notice that the equalization importance 
of m-segments SITL and n-segments SITL is related to 
the structure that the transmission line wants to be 
employed on it. 
 

 
 
Fig. 2. Seed production procedure in a colony of weeds 
versus the fitness. 
 
C. Simulation and results 

In this section, a compact seventh-order lowpass 
elliptic filter is designed and simulated by using the n-
SITLs. For this purpose, a conventional elliptic low pass 
filter is designed firstly. Then, the three 2-segments 
resonators of the conventional elliptic filter are replaced 
with the SITLs to validate the proposed technique in a 
practical miniaturization. An elliptic lowpass prototype 
filter with pass band ripple LAr=0.1 dB and a minimum 
stop band attenuation LAs=86.9778 dB at Ωs=1.8182 for 
the Ωc=1.8182 is chosen, where element values are 
g0=g8=1, g1=1.141, g2=1.369, g'

2=0.0479, g3=1.9472, 
g4=1.4033, g'

4=0.1408, g5=1.8107, g6=1.1316, 
g'

6=0.1408, g7=0.9616 [1]. The microstrip LPF is 
designed to have a 3 dB cut off frequency at 3.2 GHz and 
source/load impedance Z0=50 Ω. The microstrip 

realization is performed by using RT/Duroid 5880 
substrate with the dielectric constant of 2.2 and a 
thickness of 20 mil. Also, all of the inductors are realized 
by using high-impedance lines with characteristic 
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impedance of ZOL=164 Ω, whereas the all capacitors are 

realized by using low-impedance lines with 
characteristic impedance ZOC=19 Ω. Figure 3 (a) shows 
the layout of the designed LPF, which all the electrical 
lengths are denoted in Table 1. Notice that the 
superscript “P” stands for the “prototype” in the indexes. 
Also, the overall prototype LPF size is 25.2 mm × 10.3 
mm. Moreover, as demonstrated in Fig. 3 (a), two shunt 
resonant branches are realized with two high and low 
impedance microstrip lines segments in the both sides of 
the filter structure. 

Figure 3 (b) illustrates the elliptic LPF which its 
shunt resonators with two SITLs segments are replaced 
with 3 or 4 segments SITLs. Notice that here the 
superscript “O” is stand for the “optimized” in the 
indexes. The optimized values of the SITLs are 
computed by the IWO method based on the formula 
presented in Sec. II.B. Moreover, the IWO algorithm 
parameters are shown in Table 2. As exhibited in the 
Table 3, 13 Ω and 164 Ω are chosen as the lower and 

higher limitation of the impedances research area. Also, 
the 1 and 90 degrees are selected as the interval of the 
electrical length variables. This interval guarantees the 
global optimum finding of the problem. Since the run 
time of the algorithm is very low, the number of initial 
population and maximum number of plant population are 
selected as high as 80 to achieve more accuracy in the 
method. Moreover, by choosing σfinal=0.01, the error 
level can be decreased and more precise results may be 
achieved. The equivalents SITLs for each shunt resonant 
branch are obtained based on the resonance frequency of 
it. The resonance frequencies of the three shunt 
resonators of the designed prototype filter are fr1=12.49 
GHz, fr2=7.19 GHz and fr3=8.02 GHz. The final values 
of the optimized electrical lengths and characteristic 
impedances of the transmission lines at the design 
frequency, f0, are specified in Table 3. 

Figure 4 shows the comparison between full wave 
simulation of the prototype and optimized LPF done by 
commercial microwave circuit simulator Agilent 
Advance Design System (ADS). As it can be seen, there 
is a good agreement between the prototype and compact 
design filters. The physical size of the optimized LPF is 
22×8.1 mm2. It implies that the IWO technique decreases 
the circuit size of the filter about 30%. Although this size 
reduction is good, it is possible to achieve more 
compactness. We discussed about it in the next section. 
 
Table 1: Values of prototype LPF electrical lengths 

Parameter P
1�  P

2�  P
3�  P

4�  P
5�  

Value 
(rad) 0.355 0.113 1.105 0.632 0.095 

Parameter P
6�  P

7�  P
8�  P

9�  P
10�  

Value 
(rad) 1.325 0.589 0.215 0.565 0.303 

 
 (a) 

 
 (b) 
 
Fig. 3. (a) Prototype elliptic LPF, and (b) elliptic LPF 
with SITL. 
 
Table 2: IWO parameters 

Symbols Quantity Value 

N Number of initial 
population 80 

itermax 
Maximum number of 

iterations 72 

D Problem dimension 6, 8 

Pmax 
Maximum number of plant 

population 80 

Smax Maximum number of seeds 10 
Smin Minimum number of seeds 2 

n Nonlinear modulation 
index 3 

initial"  Initial value of standard 
deviation 1 

final"  Final value of standard 
deviation 0.01 

Zi Impedance of the lines 19<Zi<164 

θi 
Electrical length of the 

lines 0.5<θi<190 

 
Table 3: Values of the proposed compact SITL LPF 

Parameter O
1Z  O

2Z  O
3Z  O

4Z  O
5Z  

Value 
(Ω) 130.989 17.003 55.5374 46.6154 125.957 

Parameter O
6Z  O

7Z  O
8Z  O

9Z  O
10Z  

Value 
(Ω) 13.0077 133.241 163.929 13.0665 56.104 

Parameter O
1�  O

2�  O
3�  O

4�  O
5�  

Value 
(rad) 0.1751 0.845 0.0821 0.1634 0.0411 

Parameter O
6�  O

7�  O
8�  O

9�  O
10�  

Value 
(rad) 0.6982 0.0707 0.2358 0.344 0.0642 
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Fig. 4. Full wave simulation results of the prototype LPF 
and SITL LPF. 
 

III. OPTIMZATION OF WIDEBAND 
HARMONIC SUPPRESSION ELLIPTIC 

LOW PASS FILTER 
In this section, we aim to achieve much more 

compactness and wideband harmonic suppression in the 
elliptic low pass filter by using IWO technique. For this 
purpose, first the ABCD matrix of the general compact 
filter shown in Fig. 3 (b) is extracted. Then the scattering 
parameters of it are calculated by using the ABCD 
matrix technique. 
 
A. Formulation of the ABCD matrix of the general 
filter structure 

From the ABCD matrix point of view, the filter 
layout in Fig. 3 (b) is composed of 4 cascaded high 
impedance transmission lines with 3 shunt impedance 
between them which its circuit is shown in Fig. 5. In 
more details, the resonant branches can be considered as 
shunt impedance which is located between two 
transmission line segments. To find these shunt 
impedances, the end open transmission line segment of 
them can be considered as the load of the previous line 
as depicted in Fig. 5. As an example, this calculation is 
done for the first shunt resonator of the filter. The 
impedance of an open end step can be calculated by: 
 

F

F
SH
in j

ZZ
3

31
1 tan�

� , (7) 

where FZ3 and F
3� are the characteristic impedance and 

the electrical length of the open end transmission line, 
respectively. Also the whole impedance of the each open 
end step transmission line with previous segment can be 
calculated by: 
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where FZ2  and F
2�  are the characteristic impedance and 

the electrical length of the second segment, respectively. 
 

 
 
Fig. 5. Finding the input impedance of the shunt SITLs 
resonators. 
 

Similarly, the other transmission line steps can be 
considered as the load impedance for previous one. 
Therefore, the impedance of the 3 sequential steps can 
be calculated as follows: 

 
FSHF
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FSH
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in

in

jZZ
jZZ

ZZ
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3

33
2

3
3
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2

2

�
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�

�
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where FZ3  and F
3�  are the characteristic impedance and 

the electrical length of the third transmission line. Notice 
that, the first and the last shunt resonators are placed on 
the both sides of the filter layout and therefore we 
consider them divided by two in the circuit and 
formulation. This process is iterated to achieve all the 
input impedance of the shunt SITLs resonators. Then 
each of these resonator branches is considered between 
the cascaded transmissions lines with the ABCD matrix 
as follows [1]: 

 1 0
1 1SH

ini

A B
ZC D


 �
 �
� � �� �

� � � �
. (10) 

Notice that, to decrease the number of the variables, the 
filter configuration is considered as a symmetrical 
structure. Therefore, we have two different shunt 
resonators, the first one with 3 segments (6 variables) 
and the middle one with the 4 segments (8 variables), and 
two different horizontal line (4 variables). Now, the 
ABCD matrix of the general structure can be obtained by 
multiplying the ABCD matrix of all cascaded parts 
which are computed as: 
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where FZ8 , FZ9  and F
8� , F

9�  are the characteristic 
impedances and the electrical lengths of the 4 cascaded 
high impedance transmission lines and 3

1
SH
inZ , 4

2
SH
inZ  are 

the input impedance of the series-resonant branches. 
According to (12) and (13), the S-Parameters of the filter 
are given in the terms of SITLs electrical lengths and 
characteristic impedances as follows [1]: 
 

DCZZBA
S

���
�

00
21 /

2 , (12) 
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�

�
00

00
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. (13) 

Since the electrical length of a transmission line changes 
versus frequency linearly, the electrical length t�  in a 
different frequency ( tf ), can be calculated as: 

 dB

t
t f

f
3

0�� � , (14) 

where 0�  is the electrical length in the 3 dB cut off 
frequency ( dBf3 ). This relation can be used to achieve 
the ABCD matrix of the filter versus frequencies. 
 
B. IWO description 

The IWO algorithm has been explained in the 
previous section. Here we want to use the IWO to 
achieve a compact and high order suppression filter 
presented in Sec. III.A. For this purpose, the scattering 
matrix of the general proposed filter structure introduced 
in the previous section should compare with the desired 
low pass filter response. The desired lowpass filter 
response shown in Fig. 6 with blue color. As it can be 
seen, the desired response has very high order 
suppression. The IWO tries to adapt the response of the 
general filter structure with the desired one. In other 
words, the IWO should minimize the error function of 
this adaption which can be expressed as: 

� 	 � 	2 2

11 11 12 11
design desired design desirederror S S S S� 
 � 
 , (15) 

where the |S11| and |S12| are the vector of the sampled 
data. Notice that the -20 dB in 3dBf f9  and -15 dB in 

3dBf f8  in Fig. 6 are chosen as thresholds for |S11| and 
|S12|, respectively. In other words, |S11| and |S12| below 
these values in the corresponding regions don’t make any 
change in the error value. The IWO parameters are 
tabulated in Table 4. 

The final results of the optimized electrical lengths 
and characteristic impedances for the compact and 
wideband suppression SITL LPF are tabulated in Table 
5. The full wave simulation results of the final optimized 
SITL LPF are demonstrated in the Fig. 6 with black 
color. As it can be seen, the simulation results of the 
optimized SITL LPF has good compatibility with the 
desired response in the pass band and stop band areas. 
 

Table 4: IWO parameters 
Symbols Quantity Value 

N Number of initial 
population 80 

itermax 
Maximum number of 

iterations 72 

D Problem dimension 18 

Pmax 
Maximum number of plant 

population 80 

Smax Maximum number of seeds 10 
Smin Minimum number of seeds 2 

n Nonlinear modulation 
index 3 

initial"  Initial value of standard 
deviation 1 

final"  Final value of standard 
deviation 0.01 

Zi 
Impedance of the lines, 

Ohm 19<Zi<164 

θi 
Electrical length of the 

lines, degree 0.5<θi<90 

 

 
 
Fig. 6. The desired response for elliptic low pass filter 
and full wave simulation result of the optimized SITL 
LPF. 
 
Table 5: Values of wideband SITL LPF 

Parameter F
1Z  F

2Z  F
3Z  F

4Z  F
5Z  

Value 
(Ω) 164.004 62.1178 19.6982 164.004 58.9093 

Parameter F
6Z  F

7Z  F
8Z  F

9Z  - 
Value 
(Ω) 27.0067 58.9093 164.004 164.004 - 

Parameter F
1�  F

2�  F
3�  F

4�  F
5�  

Value 
(rad) 0.026 0.01819 0.25759 0.59803 0.33738 

Parameter F
6�  F

7�  F
8�  F

9�  - 
Value 
(rad) 0.11323 0.09118 0.25135 0.31202 - 
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C. Fabrication and measurement 
Figure 7 illustrates the fabricated compact and 

wideband suppression elliptic optimized LPF. As it can 
be seen, the meandering techniques have been applied to 
the middle high-impedance section of the proposed LPF 
to reduce the overall circuit size. The optimized SITL 
LPF is fabricated on RT/Duroid 5880 substrate with the 
relative dielectric constant of 2.2, thickness of 20 mil and 
loss tangent of 0.0009. The measurements were 
performed by the HP 8757A network analyzer. The EM 
simulation and measured S-Parameters of the proposed 
LPF are shown in Fig. 8 (a), which indicates a good 
agreement between them. The final physical size of the 
designed LPF is 13.3 mm × 10.3 mm, which is 47% less 
than the prototype LPF. The maximum insertion loss is 
only 0.1dB in the passband and the rejection band 
extends from 3.34 GHz to 27 GHz with the attenuation 
level better than 15 dB, whereas the prototype LPF 
rejection band is only 12.8 GHz. In other words, the 
proposed filter has about 23.66 GHz reject bandwidth 
compared with the traditional LPF which has 12 GHz 
reject bandwidth. The transition band of the proposed 
LPF is only 0.16 GHz from 3.2 GHz to 3.36 GHz with 
corresponding attenuation levels of -3 dB and -20 dB, 
respectively while the prototype LPF transition band is 
0.47 GHz. In other words, the optimized filter has a sharp 
roll off response. Also, the insertion loss is less than 0.1 
dB from DC to 3.14 GHz (98.12% of the passband 
region). The group delay of the designed LPF in the pass 
band region is shown in Fig. 8 (b). It can be seen that the 
maximum variation is less than 0.85 ns which is 
negligible. 
 

 
 
Fig. 7. Fabricated wide band suppression elliptic LPF. 
 

The performance of the proposed LPF is compared 
with some other published works in Table 6, where fc is 
3 dB cut off frequency and ζ is the roll-off rate that is 
used to evaluate the sharpness of transition band, which 
is defined as [27]: 
 

cs ff 




� minmax 22 , (16) 

where αmax is the -20 dB attenuation point, αmin is the -3 
dB attenuation point, fs is the -20 dB stopband frequency 

and fc is the -3 dB cutoff frequency. The relative 
stopband bandwidth (RSB) is calculated by [28]: 
 

frequencycenterstopband
dBstopbandRSB )20(


� . (17) 

The suppression factor (SF) is dependent upon the 
stopband suppression. A higher suppression degree in 
the stopband leads to a greater SF. For example, if the 
stopband bandwidth is calculated under -40 dB 
limitation, then the SF is considered as 4. Also, the 
normalized circuit size (NCS) is formulated as [27]: 
 

2
)×(

g

widthlengthsizephysicalNCS
�

� . (18) 

This is used to obtain the degree of miniaturization of a 
filter, where λg is the guided wavelength at -3 dB cutoff 
frequency. The architecture factor (AF) can be identified 
as the circuit complexity factor, which is signed as 1 
when the design is 2D and as 2 when the design is 3D. 
Eventually, the figure-of-merit (FOM) of a filter is 
defined as [28]: 
 

AF×
SF×RSB×

NCS
FOM  

� . (19) 

 

 
 (a) 

 
 (b) 
 
Fig. 8. (a) EM simulation and measurement results of the 
fabricated filter, and (b) the group delay of the fabricated 
filter. 
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Table 6: Performance comparison of the proposed LPF 
with other published works 

Ref. fc (GHz) ζ RSB NCS FOM 
[16] 2.95 12.1 1.28 0.093 500 
[17] 1.87 130 1.16 0.0827 3775 
[18] 5.8 23 1.45 0.07 1100 
[19] 1 130 0.98 0.0042 6010 
[20] 3.12 35.7 1.351 0.0508 1900 
[21] 2 28.3 1.3 0.0128 5754 
[22] 2.5 27.4 0.6 0.0148 2518 
This 

Work 3.2 106 1.54 0.0295 12500 

 
According to Table 6, the proposed lowpass filter 

has good compactness and excellent RSB as well as 
higher roll-off rate and FOM among the published 
works.

 
 

IV. CONCLUSION 
The invasive weed optimization was applied on the 

non-uniform m-segments transmission line to compact it, 
by replacing with n-segments step impedance 
transmission lines. Then the proposed method was 
implied on transmission lines of a seventh-order lowpass 
elliptic filter to reduce the circuit size. The results 
showed about 30% compactness. In the next step, the 
IWO technique was used to design a wideband harmonic 
suppression elliptic low pass filter based on the extracted 
layout in the previous section. The proposed filter was 
simulated, fabricated and measured. The measurement 
results were in good agreement with the simulation 
results and showed the stop band bandwidth more than 
8.5 f0 and about 47% compactness. Also, this technique 
can be use in the design of other microwave devices. 
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Abstract ─ This paper presents a highly structured 
procedure for multi-objective optimal design of radial 
surface Permanent-Magnet Synchronous Motor 
(PMSM). Firstly, a detailed analytical model based on 
the resolution of Maxwell’s equations using the 

separation of variables method is presented. From the 
same model, analytical expressions of four constraint 
functions dedicated for the optimal design of the PMSM 
are developed. These constraints are: electromagnetic 
torque, back electromotive force (back-EMF), flux 
density saturation in stator/rotor yoke and saturation in 
stator tooth. Then, the Non-dominated Sorting Genetic 
Algorithm-II (NSGA-II) is employed to optimize the 
multi-objective problem formed by two objective 
functions (weight and power loss of the motor) and 
different constraints. Finally, the finite element method 
is used to validate the designed 30 kW PMSM. 
 
Index Terms ─ Analytical model, finite elements, 
NSGA-II, optimal design, permanent magnet 
synchronous motor. 
 

I. INTRODUCTION 
In recent years, the manufacturers of electrical 

machines have shown a growing interest for permanent 
magnet synchronous machines (PMSMs). This interest 
is mainly due to the high efficiency, high reliability, high 
power density, small size and decreasing cost of 
magnets. Different topologies of PM machines are 
available; e.g., radial flux machines, axial flux machines 
and transversal flux machines [1]. However, the 
performances of PMSMs are greatly depends on their 
optimal design and control. 

The design and dimensioning of an 
electromechanical actuator calls into play a great number 
of parameters which are subject to the laws which 
describe physical phenomena on the one hand and to the 

specifications of the schedule of conditions on the other 
hand. In the practice, many electromagnetic optimization 
problems are solved by means of highly accurate models 
(e.g., finite element model) with different optimization 
algorithms. However, these approaches are 
computationally expensive, especially when stochastic 
optimization algorithms are used [2]. As an alternative, 
very simplified analytical models are useful tools for first 
evaluation and design optimization. They are proved 
fast, but not very accurate [3]. 

In this paper, the authors attempt to provide helpful 
tools for the fast analysis and multi-objective optimal 
design of PMSMs. Prior to the optimization, an 
analytical model, sufficiently accurate and fast, based on 
the resolution of Maxwell’s equations using the 

separation of variables method is presented. Then, the 
design processes was formulated as a multi-objective 
optimization problem and solved by NSGA-II method. 
Finally, validity of the proposed methodology is 
confirmed through the finite element analysis of the 
designed 30 kW PMSM. 
 
II. DEVELOPMENT OF THE ANALYTICAL 

MODEL 
The general configuration of a slotted surface-

mounted permanent magnet motor considered in the 
present work is shown in Fig. 1. 

The analytical method used in this paper is based on 
analysis of 2-D model in polar coordinates. The 
following assumptions are made [4-7]: 

- The stator and rotor cores are assumed to be 
infinitely permeable. 

- End effect and saturation are neglected. 
- Permanent magnets have a linear demagnetization 

characteristic. 
- Eddy current effects are neglected (no eddy 

current loss in the magnets or armature windings). 
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- Stator current source is represented by a current 
sheet distributed over the stator inner radius. 

 

 
 
Fig. 1. Cross sectional view of the studied PMSM. 
 

In the above considerations, the calculation region 
can be classified into two parts: PMs (Region I), and air-
gap (Region II). The flux density and field intensity are 
expressed as: 
In Region I: .HμB

��
0�  (1) 

In Region II: MμHμμB r

���
00 �� , (2) 

where rμ  is the relative recoil permeability, M
�

 is the 
magnetization vector of permanent magnets. The 
direction of M

�
 depends on the orientation and 

magnetization of permanent magnets. In polar 
coordinates, the magnetization vector M

�
 is expressed 

as: 
 .eMeMM rr ��

���
��  (3) 

The governing field equations are, in terms of the 
Coulomb gauge, A 0� �A 0A , as follows: 
In Region I: .MμA

��
#�
�� 0

2  (4) 

In Region II: .A 02 ��
�

 (5) 
A
�

 (the magnetic vector potential) only has Az 
component which is independent of z (infinitely long 
machine in axial direction). 

By using the method of separating variables, the 
general solution of (4) and (5) can be expressed as: 
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where Ap is the particular solution of (4) for the 
permanent magnets region, given by:
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where Mr,g and Mθ,g are the complex Fourier coefficients 
of the two components Mr(θ) and Mθ(θ) of the 
magnetization vector .M
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where p is the pole pair number and Ω is the rotor speed. 
In (6) and (7), C1, C2, C3, and C4 are constants to be 

determined by applying the boundary conditions on the 
interface between rotor and PMs (i.e., r=R1), PMs and 
air gap (i.e., r=R2) and between the air-gap and stator 
(i.e., r=R3). These conditions can be defined as: 
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J is the total current density vector given by: 

 1 1
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where m is the number of phase windings and Jn is the 
current density for phase n given by the product of the 
conductor density Cn(θ) and the stator current In, with: 
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The Fourier coefficient Sg is determined by taking 
into account the windings characteristics. In the case of 
diametric winding, Sg is given by: 
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where Nspp is the number of slots per pole and per phase, 
Pt is the stator tooth-pitch and γ given by: 
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where Nc is the number of conductors in one slot and bs 
is the slot width.

R0 

R1 

R2 

R3 

R4 
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In the general case, the total stator current density 
can be written as a Fourier series: 
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where Jg is the complex Fourier coefficient given by: 

 

2( 1)

1
( ) ( ) .

2

m jg ng m
g n

n

S
J t I t e

j

*

 


�

� �  (18) 

The resolution of the above system (11) gives the 
constants C1, C2, C3, and C4. They can be expressed as: 
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Hence, the magnetic vector potential is completely 
defined in the two regions by (6) and (7). Therefore, the 
flux density in the air-gap and PMs is given by: 
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where i=I,II design the concerned region. 
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To improve the precision of this analytical model, 
Carter’s coefficient Kc is applied to compensate the slots 
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effects. In this case, a new air gap length ec is defined by 
[8]: 
 c ce K e�� , (50) 
where 
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III. CONSTRAINTS DEDUCED FROM THE 

PROPOSED MODEL 
A. Torque constraint 

The torque developed on the motor can be obtained 
by calculating the Maxwell stress tensors in the air-gap 
[4,6,7]: 
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where L is the axial length. 
Incorporating (40) and (41) in (52) and integrating 

on the tangential direction yields to the final expression 
of the torque in terms of field sources (Mr,g, Mθ,g and In): 
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The torque expression (53) depends on the design 
parameters. Therefore, this expression can be used as 
objective function or as constraint in the preliminary PM 
motor design. 
 
B. Back electromotive force constraint 

The back-EMF created by the permanent magnet 
can be obtained by Faraday’s law: 
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where Φn0(t) is the phase n flux linkage created by PMs. 
Based on Stokes theorem, the flux linkage Φn0(t) is 

calculated by: 
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After the substitution and the simplification, the 
final expression of Φn0(t) is given by: 
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From the equations (55) and (57), the back-EMF 
created by PMs is given by: 
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C. Stator and rotor yoke saturation constraint 

The definition of the no saturation constraint of 
rotor/stator yoke needs the acknowledgement of the flux 
density in these regions. 

The Fig. 2 shows that the magnetic flux in rotor yoke 
Фr(t) is equal to the flux in a half PM pole Фhp(t): 
 ( ) ( )r hpt t= �= . (60) 
 

 
 
Fig. 2. Flux density trajectory in rotor yoke. 
 

From the Fig. 2, the rotor flux yoke is given by: 
 � 	1 0( ) ( ) ( )r r r rt B t S L R R B t= � � 
 , (61) 
where Br(t) is the tangential component of flux density 
in the rotor and Sr is the cross section area of the rotor 
yoke. 

In other hand, the magnetic flux in half PM pole at 
R1 is given by: 

1 1 2 1 1( ) ( ) ( , , ) ( , , ) .I I I
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By using (60), (61) and (62) we obtain the analytical 
expression of the flux density in the rotor/stator yoke 
(supposed to have the same dimensions): 
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Usually, to avoid excessive saturation, the 
maximum flux density of iron core is limited to the range 
1.6-1.9 T [3]. 
 
D. Stator tooth saturation constraint 

In the case of slotted motor, we can introduce a 
constraint for no stator tooth saturation. 

If we neglecting the flux leakage, the flux in the 
stator tooth Фtooth(t) is given by: 
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The stator tooth flux can be also expressed as: 
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 ststtooth StBt )()( �= , (65) 
where Bst(t) and Sst are the flux density and the small 
cross section area of stator tooth respectively. 

By using (62), (64) and (65) we obtain the 
expression of the flux density in the stator tooth as: 
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IV. DESIGN OPTIMIZATION PROCEDURE 

A. Optimization problem definition 
In order to present the design optimization 

procedure of surface mounted PMSM, based on the 
above analytical model, we designed a 30 kw PMSM 
with the following assumptions: 10 poles, 30 slots, one 
slot per pole and per phase (Nspp=1), based speed 
wbase=1500 rpm, maximal speed wmax=4500 rpm, current 
density J=7 A/mm2, NdFeB magnets with a remanent 
flux density of 1.2 and a relative permeability of 1. 

The objective functions fixed for this optimization 
are: 

- Minimizing the weight of the motor (M). 
- Maximizing the efficiency by minimizing the 

power loss (PL). 
The mass M of the active part is given by: 

 RSPMC MMMMM ���� , (67) 
where MC, MPM, MS and MR are respectively the weight 
of: the copper, the permanent magnet, the stator iron and 
the rotor iron. These masses are given by the following 
expressions: 
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where Ss is the section of copper in slot, KPM is the 
magnet-arc to pole-pitch ratio and Ps is the slot depth. 
Also, ρcopper, ρPM and ρiron are respectively the density of: 
copper, permanent magnet and iron. 

The power loss in the PMSM is given by the sum of 
the loss in the stator winding (PLcop) and the core loss 
(hysteresis PLhys and eddy current loss PLeddy) [3]: 
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with 
 ( ) .2

Lcop s neffP W 3R I�  (73) 

 ( . ) .3
Lhys hys sP W m K B w@
 �  (74) 

 ( . ) ,
2T

3
Leddy eddy

0

2 dBP W m K dt
T dt


 � �� � �
� ��  (75) 

where Khys and Keddy are the classical eddy and hysteresis 
loss coefficients which can be calculated at various 
frequencies and flux densities from curve fitting of 
manufacturer data sheets. 

Finally, the multi-objective constrained 
optimization problem is defined as: 
Minimize: weight and power loss (76) 
Subject to the following constraints: 

- Electromagnetic torque, T = 191 Nm 
- Back-EMF at maximum speed, Emax ≤ 500 V 
- Tator/rotor yoke flux density, Byoke ≤ 1.6 T 
- Tator tooth flux density, Btooth ≤ 1.6 T 
Firstly, before solving the above problem (76), we 

have dimensioning our PMSM by using the direct 
method proposed in [3]. From the obtained initial 
dimensioning, we have chosen seven variables, given in 
Table 1 with their exploration domain, to solve the final 
problem (76). 
 
Table 1: The exploration domain for each variable 

Variable Symbol Min Max 
Inner radius of the 

rotor yoke (m) R0 0.07 0.13 

Axial length (m) L 0.06 0.12 
Thickness of 

magnet (m) LPM 0.003 0.006 

Radius of the rotor 

yoke surface (m) R1 0.13 0.2 

Magnet-arc to 

pole-pitch ratio KPM 0.6 0.9 

Slot-opening to 

slot-pitch ratio KSo 0.3 0.6 

Slot depth (m) Ps 0.02 0.03 
 
B. Non-dominated sorting genetic algorithm 

To optimize the constrained multi-objective 
problem (76), the Non-dominated Sorting Genetic 
Algorithm II (NSGA-II) is applied. 

The NSGA-II is one of the most widely used 
algorithms in various engineering optimization 
processes due to its simplicity, parameter less-niching, 
better convergence near the true Pareto-optimal front, 
better spread of solutions and low computational 
requirements [9-11]. 

The main NSGA-II procedure is given below: 
- Create a random population P0 (of size N). 
- Sort P0 according to non-domination. Each 

solution is assigned a new fitness equal to its non-
domination rank (1 is the best level). Then, use 
selection, recombination, and mutation to create 
the offspring population Q0 (of size N) from P0. 

- While generation count is not reached, combine 
parent and offspring population to form the 
combined population Rt (of size 2N). 
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- Perform non-dominated sort on the population Rt. 
Then, calculate the crowding-distance for each 
solution. It is calculated by the size of the largest 
cuboid enclosing each solution without including 
any other point [9,10]. 

- Construct the next parent population Pt+1 by 
choosing only the best N solutions from Rt. Each 
solution is evaluated by using its front rank as 
primary criteria and crowding-distance as 
secondary if it belongs to the last selected front. 

- Use the new parent population Pt+1 (of size N) for 
selection, crossover, and mutation to create a new 
population Qt+1 (of size N). We note that the 
selection criterion between two solutions is now 
based on the crowded-comparison operator (If the 
two solutions are from different fronts, we select 
the solution with lowest front rank. But, if they are 
from the same front, we select the individual with 
the highest crowding distance). 

In this paper, the following parameters are used: 
population size N=200, maximum number of generations 
is 4000, mutation probability is 0.1, and crossover 
probability is 0.9. The variables are treated as real 
numbers and the Breeder Genetic Crossover (BGX) and 
the real-parameter mutation operator are used [12]. 
 
C. Results 

The multi-objective optimization takes 70 minutes 
with NSGA-II method. The Pareto-optimal front for 
motor weight versus total loss is obtained as shown in 
Fig. 3. 

The variables and the performances of the initial 
(MI) and two optimized PMSMs (MW: minimum weight 
and MP: minimum power loss) are presented in Table 2. 
As shown, the optimized motors characteristics are 
significantly better than the initial motor. The mass and 
the total power loss are minimized and are smaller than 
that of the initial motor. Also, the four optimization 
constraints are respected, especially the value of the 
electromagnetic torque. 
 

 
 
Fig. 3. Pareto-optimal front. 

Table 2: Comparison between the initial and optimized 
PMSMs 

Variables and 
Performances MI MW MP 

R0 (m) 0.0955 0.1147 0.113 
L (m) 0.0955 0.06 0.0695 

LPM (m) 0.0077 0.006 0.006 
R1 (m) 0.1251 0.1428 0.1439 

KPM 0.833 0.6 0.6 
KSo 0.5 0.4027 0.3042 
Ps 0.0239 0.0272 0.03 

Number of conductors 

in slot 8 12 10 

Current (A) 100 105 105 
Electromagnetic 

torque (Nm) 177.7 191 191 

Back-EMF at 

maximum speed (V) 448.9 464.3 461.5 

Maximum yoke flux 

density (T) 1.9 1.6 1.5 

Maximum tooth flux 

density (T) 1.4 1.6 1.4 

Mass (kg) 61.3 44.6 56 
Total power loss (W) 3955 2237.7 2092.5 

Efficiency 0.8835 0.9306 0.9348 
 

In order to validate the proposed design procedure, 
the performances of MW designed machine have been 
compared with 2D finite element simulations (2D FE). 
Figures 4 and 5 show respectively the electromagnetic 
torque and the back-EMF. We can observe that the mean 
torque and the maximum value of the back-EMF 
obtained by FE simulations are in good agreement with 
analytical results. However, the small error between the 
two models and the ripples in the torque and in the back-
EMF are due to the effect of stator slots, considered in 
implicit way in the analytical model by Carter’s 
coefficient. 
 

 
 
Fig. 4. Electromagnetic torque obtained for w=1500 rpm 
(the base speed). 
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Fig. 5. Back-EMF obtained for w=4500 rpm (the 
maximum speed). 
 

V. CONCLUSION 
In this paper, an optimal design procedure of surface 

mounted PMSM is investigated. Firstly, an analytical 
model of PMSM is presented. This model is sufficiently 
accurate and fast to be used in the design optimization 
with stochastic methods like genetic algorithms. Then, 
the NSGA-II method is proposed to solve the highly 
nonlinear constrained multi-objective problem formed 
by two objectives (motor weight and total power loss) 
and four important constraints (demanded value of 
electromagnetic torque, maximum limit of back EMF, 
flux density saturation in stator/rotor yoke and saturation 
in stator tooth). 

Finally, this design procedure, based on the 
proposed analytical model and NSGA-II algorithm, has 
been successfully applied for optimal design of 30 
kW/1500 rpm PMSM. The obtained results show that the 
proposed methodology has a good accuracy and requires 
a reasonable computation time. Also, the Pareto fronts 
obtained from this procedure allows the designer to 
consider a good compromise between efficiency and 
weight of the motor in an effective manner. Moreover, 
this method can be used to design another types of 
machine, such as PMSM with external rotor. 
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Abstract ─ This paper presents a mathematical analysis 
of loop-flower basis functions which are adopted to cure 
low frequency breakdown in integral equations for 
solving electromagnetic scattering problems. Flower 
basis functions will be analyzed based on RWG-
connected graph generated according to RWG basis 
functions. This paper will also explore the conditioning 
behavior of loop-flower Gram matrices which greatly 
contributes to the whole conditioning of electric field 
integral equation. The performance of loop-flower basis 
functions is confirmed by numerical results that show 
fast convergence rate of iteration solvers, which are 
better than those of loop-star basis functions. 
 
Index Terms ─ Conditioning behavior, electromagnetic 
scattering, Gram matrices, loop-flower basis functions, 
low frequency breakdown. 
 

I. INTRODUCTION 
Electric field integral equations (EFIEs) are usually 

discretized by using Method of Moment (MoM), which 
is widely adopted to analyze electromagnetic problems 
in computational electromagnetics community. To 
numerically solve EFIE, the surface of the object is often 
discretized as simple elements such as triangles and 
quadrilaterals. Rao-Wilton-Glisson (RWG) basis 
functions are popular to expand surface electric and 
magnetic currents among all divergence-conforming 
vector basis functions. However, the use of RWG basis 
functions for the EFIE exhibits low frequency 
breakdown, that is to say, at very low frequencies the 
discretized EFIE matrix system is highly ill-conditioned, 
and hence is difficult to be solved accurately and 
efficiently [1,2]. In addition, when the EFIE is 
discretized with boundary elements of average geometry 
diameter h, the resulting matrix has a condition number 
growing as (kh)-2, where k is the wavenumber. Moreover, 

the impedance matrices resulting from EFIE tend to be 
ill-conditioned when derived from dense meshes whose 
average lengths are much smaller than the wavelength of 
the excitation [1,3]. 

Performing quasi-Helmholtz decomposition can 
cure the low frequency breakdown effectively. Various 
quasi-Helmholtz decompositions such as loop-star (LS) 
basis functions, loop-tree (LT) basis functions and so on, 
have been proposed in the past few years [4-8]. These 
quasi-Helmholtz decompositions forcibly separate the 
surface currents into the solenoidal part and the 
irrotational one properly at low frequencies. Moreover, a 
frequency scaling scheme is also implemented to obtain 
stable systems. Hence, both two parts of the currents can 
be handled correctly. Even though the quasi-Helmholtz 
decomposition is an efficient method to overcome low 
frequency breakdown, it cannot improve the 
conditioning of the EFIE operator when meshes are 
dense. Recently, an efficient Calderón multiplicative 
preconditioner [9] has been proposed to solve the above 
problems and introduce the Buffa-Christiansen (BC) 
basis functions [10] to avoid the singular Gram matrix. 
BC basis functions can be expressed by the linear 
combinations of the RWG basis functions defined on the 
barycentric refined triangular mesh, and thus additional 
memory is required. Furthermore, the Calderón 
preconditioner with BC basis functions may fail at very 
low frequencies without other special treatments [11]. 

Loop-flower (LF) basis functions are proposed to 
implement Calderón preconditioner directly in [11]. The 
left and right EFIE operators are both discretized by 
using loop-flower basis functions. Consequently, there is 
no need to refine the original mesh to generate BC basis 
functions. Besides, loop and flower basis functions are 
both defined on nodes, which compress the degrees of 
freedom (DoF) compared with RWG basis functions. 
When the loop-flower basis functions are implemented 
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in EFIE, the convergence rate of iterations can be 
estimated by analyzing the conditioning of EFIE system, 
in which the conditioning of loop-flower Gram matrix is 
the sole cause of the overall condition number of the 
decomposed equation. Preliminary results of the 
conditioning properties of loop-flower Gram matrices 
are presented in [12]. 

In this paper, we present an analysis of flower basis 
functions from a perspective of graph theory. Hereafter, 
we will use the terminology ‘RWG-connected’ to denote 
the relationship between two nodes which are free 
vertexes of a RWG basis function, as is defined in [11]. 
The graph generated according to RWG-connected 
relations has a similar behavior compared with the edge-
connected graph. In addition, Gram matrices associated 
with the loop-flower basis functions are analyzed using 
graph Laplacian matrices as auxiliary tools. The 
performance of loop-flower basis functions in 
comparison with loop-star basis functions is also 
presented in this work. 
 

II. LOOP-FLOWER BASIS FUNCTIONS 
Loop-flower basis functions arise from the need to 

perform quasi-Helmholtz decomposition. In this method, 
loop basis functions are used to expand the solenoidal 
currents, while flower basis functions are for the 
irrotational parts [11-13]. A loop basis function is 
defined on each interior vertex jv , which is shown in the 
left one of Fig. 1. Loop basis functions can be written as: 

 ,
1

( ) ( )
N

L
j i j i

i�

0� A�f r f r , (1) 

where N represents the number of RWG basis functions, 
= ij
 �A� �Λ  is the loop to RWG transformation matrix and

( )0f r  means the standard RWG basis function divided 
by the common edge length. 

A loop basis function maintains a direct relationship 
with the piecewise linear Lagrange basis function [12] 
(or the nodal basis function) associated with vertex in the 
FEM community. Consequently, loop basis function can 
be also rewritten by: 
 ˆ ˆ( ) ( ) ( )L

p r p r p� �� �# � #�f n nr rr , (2) 
in which, ˆ  r n denotes the outward normal unit vector and

( ) p� r is piecewise linear Lagrange basis function. It is 
easy to verify that the gradient of ( )p� r  is divergence-
conforming, while ˆ ( )r p�#�n r  is curl- conforming. 

A flower basis function is also defined on the node
jv , like a loop basis function, as depicted in the right one 

of Fig. 1. Its support covers all the RWG bases that share 
the reference node jv  as one free vertex. It can be 
explicitly expressed by: 

 ,
1

( ) ( )
N

F
j i j i

i
F

�

��f r f r , (3) 

where ijF
 �� �F =  stands for the flower to RWG 
transformation matrix. The reference direction of flower 
basis function points away from the reference node. 

Since the space spanned by flower basis functions is 
a subspace of the space spanned by star basis functions, 
the accuracy of the EFIE solver using loop-flower bases 
can be affected by the mesh quality. To improve the 
accuracy, the flower basis function is slightly modified 
and constructed by using RWG bases without 
normalization directly. 
 

      

iv

 
 
Fig. 1. Loop and flower basis function. 
 

In order to proceed, we need to summarize a number 
of preliminary facts. Recall that the Laplacian matrix of 
the graph G is the N × N symmetric matrix L: 
 � 
L D A , (4) 
in which, A  is the adjacency matrix of the graph G and 
D  stands for the diagonal matrix diag(d1, d2, …, dm) 
whose diagonal entries are the degree of the 
corresponding vertices [14-16]. Since all the sums of 
rows in L  equal to zero, the matrix L has a zero 
eigenvalue with the corresponding eigenvector 1  
containing all ones. In other words, the Laplacian matrix 
L  has a one-dimensional null-space spanned by vector 
1.  We can denote eigenvalues of the Graph G by 

1( ),G"  2( ),G"  …, ( )N G"  with the following 
assumption: 
 1 2( ) ( ) ... ( ) 0NG G G" " "B B B � . (5) 
As for a connected graph without isolated vertices or 
components, 1( )N G" 
 is the smallest nonzero eigenvalue 
[15,16]. Here, we call the (N-1) × (N-1) submatrix, 
obtained by deleting row i and column i of the Laplacian 
matrix, principal submatrix. It is easy to prove that the 
principal submatrix is of full rank when the graph is 
connected. 

The number of loop basis functions has been 
explicitly investigated in [5]. It is obvious that the matrix 

TΛ Λ  is the principal submatrix of the Laplacian matrix 
associated with the graph constituted by nodes and edges 
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of the mesh in the closed structure. 
The RWG-connected graph can also be analyzed in 

a similar manner. By deleting edges between two nodes 
and drawing lines between RWG-connected vertices, a 
companion graph can be obtained. As shown in Fig. 2 
(b), where three subgraphs are drawn with solid lines 
using different colors in the RWG-connected graph 
which is the companion one of the edge-connected graph 
in Fig. 2 (a). In the companion graph, there are at most 
three isolated subgraphs [11], while vertices are 
connected in every subgraph. Assume that the number of 
the subgraph is sN  and the flower to RWG base 
transformation matrices in every subgraphs are denoted 
by iF , then it follows: 

      ( , 1,..., ;  )T
i j si j N i j� � :F F 0 . (6) 

The matrix T
i iF F  is the principal submatrix of the 

Laplacian matrix 
iL  corresponding to the i-th 

subgraph. Given that every subgraph is connected, the 
smallest eigenvalue of the Laplacian matrix is zero, 
while the second smallest eigenvalue is positive. In result, 
the multiplicity of zero eigenvalues of the Laplacian 
matrix associated with the total RWG-connected graph 
equals to the number of the subgraph. In order to make 
sure that flower basis functions are linearly independent, 
one node should be dropped in every subgraph, 
consequently, sN  nodes must be dropped in total. 
 

 
 (a) (b) 
 
Fig. 2. Graphs generated using the same mesh nodes: (a) 
edge-connected graph, and (b) RWG-connected graph. 
 

III. ELECTRIC FIELD INTEGRAL 
EQUATION WITH LOOP-FLOWER BASIS 

FUNCTIONS 
Consider the problem of electromagnetic wave 

scattering by three dimensional perfectly conducting 
surface Ω. The scatter fields ( sE , sH ) are generated by 
surface current ( )J r . The EFIE can be written by: 

 ˆ( ) inc� 
 #J n E( ) n) � 
 , (7) 

where incE  is the incident electric field and the EFIE 
operator  is defined by: 

 

ˆ( ) ( ') ( , ') d

1
ˆ             + ' ( ') ( , ') d

j g

g
j

)'

)(

;

;

� 
 # ;

# � � � ;

�

�

J n J r r r

n J r r r

( ) j)

, (8) 

in which, )  is the angular frequency, ' and (  
denote the permeability and the permittivity respectively. 
By expanding the surface current J  using RWG basis 
functions and applying Galerkin’s method to the EFIE, 

we can obtain the following linear system: 
 ��Z I V . (9) 

When the loop-flower decomposition is performed, 
the surface current satisfies: 
 L F� �J J J , (10) 
in which, the two currents satisfy that 0,L� � �J  

0L� :# J , 0F� � :J and 0L�# 6J , consequently 
the EFIE (9) can be rewritten by: 

 
   

  

LL LF L L

F FFL FF


 � 
 �
 �
�� � � �� �

� � � � � �

Z Z I V

I V Z Z
. (11) 

In order to obtain stable system, a frequency scaling is 
adopted as follows: 

 
1 1

1

   

    

LL LF L L

F FFL FF

k k

kk


 






 � 
 �
 �
�� � � �� �

� � � � � �

Z Z     I V

I     V  Z Z
. (12) 

After the treatment, the low-frequency breakdown can be 
overcome, and the conditioning of the impendence 
matrix can be improved significantly, hence the linear 
equation system is now solvable even at very low 
frequencies. From another point of view, loop-flower 
basis functions can be easily integrated into existing 
EFIE-MoM codes as if they construct an algebraic 
preconditioner. Consequently, (9) can be rewritten by: 

 � 	 � 	1T RWG LF T RWG

LF LF LFPR PO PO PR

 �P H Z H P P I P H V , (13) 

where 

 
1    

      
PR

k 


�

 �
� �
� �

U 0
P

  0 U
, (14) 

and 

 
    

  
PO

k
�

 �
� �
� �

U 0
P

 0 U
, (15) 

in which, U  is the identity matrix, and [ , ]LF �H Λ F  
denotes loop-flower to RWG basis functions 
transformation matrix. Finally, the coefficients of RWG 
basis functions can be obtained by: 
 RWG LF LF�I H I . (16) 
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IV. LOOP-FLOWER GRAM MATRIX 
It can be found in [17] that the Gram matrix of RWG 

basis functions: 
 ,( ) ,i j i j�9 8f fG , (17) 
is well-conditioned. Here, the inner product is defined by 

, d .
�

9 8� �� d .�dda b a b  The Gram matrix of RWG basis 

functions has the same conditioning property as the 
identity matrix [12,17]. 

Since loop and star coefficient matrices are 
orthogonal [5], in addition, flower basis functions are 
actually the linear combinations of star basis functions 
surrounding their reference nodes, it can be validated 
that loop and flower coefficient matrices are also 
orthogonal between each other. Loop and flower Gram 
matrices can be written by: 
 , ,{ } { } ,L T L L

i j i j i j� �9 8f fG Λ GΛ , (18) 

 , ,{ } { } ,F T F F
i j i j i j� �9 8f fG F GF i j

F F 8F
ji ji , j, , (19) 

respectively, here ,{ }L
i jG  means the � 	,i j  element of 

matrix LG . According to above discussion, the Gram 
matrix of loop-flower basis functions has the following 
relationship: 

 

    
 

         

      

             

T
LF T T

LF LF LF LF T

T L

T F

� �
� �� �
� �
� �

� � � �
� � � ��
� � � �
� � � �

Λ Λ  0
G H GH H H

0 F F

Λ GΛ 0 G 0

0 F GF 0 G

T
LF LFH HT
LFLF

�
�
��

�
��
��

. (20) 

The notation A B  denotes that there exist two 
constant numbers C1 and C2 such that 

1 2
T T TC CC Cv Bv v Av v Bv  holds true for every 

arbitrary vector v , which means that spectral properties 
between matrix A  and B  are equivalent. After 
investigating (20), we can find that the Gram matrix of 
loop-flower basis functions has the equivalent 
conditioning behavior of the block diagonal matrix with 
two block elements which are Gram matrices of loop 
basis functions and flower basis functions. So we can 
analyze the two block elements separately to obtain the 
total conditioning property of the Gram matrix of loop-
flower basis functions. Assume that the surface of a 
concerned object is discretized using uniform triangular 
mesh with average edge length h, it has been presented 
in [17] that: 

 2

1cond( )L

h
G 2

1
h

, (21) 

holds true for both closed and open objects. In addition, 
cond( )LG  should be interpreted as the reduced 

condition number 1 1( )/ ( )L L
Nl" " 
G G  when the closed 

structure is analyzed and meshed with Nl loop basis 

functions. Since the number of the triangular mesh is 
subject to 21/ ,hN h21/ ,21/  we can also find that 

cond( )L
hNG hNh . For more details associated with the 

conditioning of loop Gram matrix, the reader should 
refer to [17,18] and references therein. 

From (18), (20) and (21), it follows that: 

 2

1cond( )T

h
Λ Λ 2

1
h

, (22) 

where TΛ Λ  is the principal submatrix of the Laplacian 
matrix. We can also obtain that: 
 2

1 1( ) 1  and ( )T T
Nl h" " 
Λ Λ Λ Λ 2

11  and ( )1
T1 and (Nl h1 and . (23) 

The analysis of FG  can be traced to the analysis 
of .LG  Given that the RWG Gram matrix is well-
conditioned, the matrix FG  maintains the following 
equivalences: 
 F T T�G F GF F FTF FT , (24) 

so that we can analyze the principal submatrix TF F  of 
the Laplacian matrix L  of the RWG-connected graph 
instead. For the sake of brevity, here we assume that 
there are three RWG-connected subgraphs in the mesh 
structure. According to the discussion in the previous 
section, the flower coefficient matrix F  can be 
expressed by: 
 1 2 3[ , , ]�F F F F , (25) 

and the principal submatrix TF F  turns to be: 

 

1 1

2 2

3 3

          

         

           

T

T T

T

� �
� �
� ��
� �
� �
� �

F F 0 0

F F 0 F F 0

0  0 F F

, (26) 

where T
i iF F  is the principal submatrix of the Laplacian 

matrix iL corresponding to the subgraph Gi that is 
connected. According to Cauchy interlacing theorem in 
[16,19], we can get the following spectral inequality: 

 
1

1 1 1

1 2 2

1 1

( ) ( ) ( ) ( ) ...

      ( ) ( ) ( ) 0

T T
i i i i i i

T
N i N i i N i

" " " "

" " "
 


B B B B

B B B �

L F F L F F

L F F L
. (27) 

Since the maximum singular value of the Laplacian 
matrix iL  is bounded by: 

 1( ) 1 ( )

            max{ ( ) ( ) | ( , ) }( )
i

i

d u

d u d Ev u v G

"�

� �

C

C

L
, (28) 

where u and v are two vertices of arbitrary edges in the 
graph iG , and d(u) means the degree associated with the 
vertex u [15], so that the maximum singular value of 

T
i iF F  is also bounded. From the inequality (27), it is 
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obvious that the smallest eigenvalue is rather small and 
becomes an isolated singular value from the perspective 
of quantity. The isolated singular value is irrelevant for 
iterative solution [17], so that we can use the reduced 
condition number, which is the ratio between the 
maximum singular value and second smallest one, to 
estimate the global convergence. 

Consider that RWG-connected relation behaves 
similarly to edge-connected relation in the analysis of 
loop basis functions, we can also obtain that: 
 2

1 1( ) 1  and ( )T T
i i Nfi i i h" " 
F F F F 2)T1 d (Nfi i i1(1 h1 and (1 and (((11 and1 and , (29) 

so that, 

 2

1cond( )T

h
F F 2

1
h

. (30) 

From (24) and (30), it follows that: 

 2

1cond( )F

h
G 2

1
h

. (31) 

In result, from (20), (21) and (31), 

 2

1cond( )LF

h
G 2

1
h

. (32) 

In fact, the transformation matrix F  is defined on the 
total nodes in the mesh except no more than three 
discarded nodes and the number of the discarded nodes 
equals to the multiplicity of zero eigenvalue of the 
Laplacian matrix associated with the RWG-connected 
graph. Furthermore, the discarded nodes can be selected 
and dropped according to the algorithm in [11]. 
 

V. NUMERICAL RESULTS 
This section presents numerical tests that 

corroborate the theory developed in the previous sections. 
The efficiency and accuracy of loop-flower basis 
functions have been validated by a scattering example. 
Unless otherwise specified, the simulations are run on a 
personal computer equipped with four Core Intel(R) 
Core(TM) i5-4440 CPU at 3.10 GHz and 8 GB of RAM. 
 
A. Conditioning of loop-flower Gram matrices 

The first test illustrates the validity of spectral 
properties of the principal submatrix corresponding to 
the Laplacian matrix associated with the RWG-
connected graph. The test is conducted with a 1m×1m 
PEC square plate discretized by using different uniform 
meshes. It is obvious in Fig. 3 that the maximum singular 
value is bounded and the upper bound is about 10, while 
the second smallest singular value decays in the same 
order of 2h . In addition, the smallest value is 
vanishingly small. 

Figure 4 shows the reduced condition numbers for 
loop-flower Gram matrices in both closed and open 
structures. In Fig. 4 (a), the reduced condition number of 
the loop-flower Gram matrix corresponding to the above 
square plate is presented. The results indicates that the 

reduced condition number of the loop-flower Gram 
matrix has a predicted growth of h-2. Additionally, the 
loop-flower Gram matrix associated with a PEC sphere 
discretized with several uniform meshes is also 
investigated. Figure 4 (b) shows that the reduced 
condition number of the loop-flower Gram matrix 
associated with a sphere also grows theoretically as h-2. 
 

 
 
Fig. 3. Singular value of principal submatrix. 
 

 
 (a) 

 
 (b) 
 
Fig. 4. Reduced condition number of loop-flower Gram 
matrix: (a) square plate, and (b) sphere. 
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B. Performance of loop flower basis functions 
In this part, the structures are under the excitation of 

x-polarized plane waves with amplitude of 1 V/m and 
frequency of 300 Hz, traveling along z
  axis. 

A PEC cylinder is analyzed in this part. The radius 
of the cylinder is 0.5 m and the height is 2 m. The surface 
mesh contains 3372 triangles, 5058 edges and 1688 
nodes. Figure 5 shows the RCS calculated by LS bases, 
LF bases. The result obtained by LF bases agrees well 
with LS bases. 

Convergence results for LS bases and LF basis 
functions are given in Fig. 6 with conjugate gradient (CG) 
iteration. It can be seen that iteration associated with LF 
bases converge fast compared with LS basis functions. It 
took the LS bases 154920 times of iterations to achieve 
a relative residual error of 610
 , while LF bases 4203 
times of iterations. 

Furthermore, the total CPU time of LS solver is 
13350 seconds, which is about 30 times more than LF 
with the CPU time of 453 seconds only. 
 

 
 
Fig. 5. BiRCS solutions for a PEC cylinder when the 
frequency equals to 300 Hz. 
 

 
 
Fig. 6. Relative residual error versus number of iterations 
for a PEC cylinder scattering problems when frequency 
is 300 Hz. 

VI. CONCLUSION 
We have analyzed flower basis functions based on 

RWG-connected graphs which are generated according 
to RWG basis functions. The number of zero eigenvalues 
of the Laplacian matrix associated with the RWG-
connected graph equals to the number of redundant 
nodes of flower basis functions. In addition, the 
maximum singular value of flower Gram matrix is 
bounded, and the reduced condition number of flower 
Gram matrix grows as h-2. Furthermore, the reduced 
condition number of loop-flower basis functions also has 
a growth as h-2 and the condition behavior of the Gram 
matrix becomes worse with increase of the mesh density. 

Loop-flower basis functions are efficient to 
overcome the low frequency breakdown. Compared with 
loop-star basis functions, the linear EFIE system with 
loop-flower basis functions has a better conditioning. 
The numerical results demonstrate the excellent 
performance of loop-flower basis functions. 
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Abstract ─ In this paper, a new numerical method for 
solving of one-dimensional stationary Schrödinger 
equation has been presented. The method is based on the 
Fourier transform of a wave equation. It is shown that, as 
a result we obtain an integral equation where integral is 
replaced by sum. A main problem is transformed in the 
eigenvalue/eigenvector problem which corresponds to 
discrete energy levels as well as the Fourier transform of 
wave functions. Wave function is obtained by usage of 
the inverse Fourier transform. Discrete energy levels are 
split and form the forbidden and permitted zones for the 
one-dimensional finite crystal. The method is tested in 
many examples, and it is characterized by high accuracy 
and stability of search of the discrete energy levels. 
 
Index Terms ─ Convolution, energy levels, Fourier 
transform, Schrödinger equation. 
 

I. INTRODUCTION 
Quantum wells [1] emerging in semiconductor 

heterostructures have recently become the subject of 
significant scientific interest. They are often studied 
since their physical effects can be seen at room 
temperature and can be exploited in real devices [2]; for 
example, as a primary component of a number of 
optoelectronic devices such as: photo-detectors in 
infrared spectral range [3], quantum cascade lasers [4] 
and other optoelectronic devices [5]. A detailed theory of 
optoelectronic devices based on quantum wells is offered 
by Bastard in [6]. 

An analysis of devices based on quantum wells 
requires a solution of the stationary Schrödinger 
equation solution is reduced to the transcendental 
equation if a potential well has a rectangular form. In 
case of two or more rectangular wells, the obtained 

transcendental equation becomes much more 
complicated. In addition, a solution becomes more 
difficult if the potential well hasn’t a rectangular barrier. 
Precise solutions of one-dimensional stationary 
Schrödinger equation [7] have been obtained only for a 
small number of functional dependencies of a well 
potential. For this reason, search of solutions of one-
dimensional Schrödinger stationary equation continues; 
moreover, there are attempts to form potential energy in 
such a way to obtain a precise analytical solution of the 
corresponding equation [8-10]. 

A similar problem exists at the finding of 
propagation constants of waveguide modes in the 
gradient planar waveguides [11-16]. The methods 
described in [12-16] can be used for solving the 
Schrödinger equation as a structure of the wave equation 
is identical to the one-dimensional stationary 
Schrödinger equation for planar waveguides. On the 
other hand, the approaches developed in quantum 
mechanics, for instance, the WKB approximation [11], 
can be used to search propagation constants of gradient 
planar waveguides. 

The current state of computer technologies and the 
sophistication of software allow applied numerical 
methods to solve equations of the various types. The 
numerical method ensures high accuracy, and it is 
relatively simple. It enables its application in quantum 
mechanics and waveguide technologies. A well-known 
numerical method to find propagation constants of 
waveguide modes [16] is based on replacing the second 
derivative of the wave equation by the difference 
operator. The solution is reduced to the 
eigenvalue/eigenvector problem in this method. This 
method also can be used to search discrete energy levels 
of the stationary Schrödinger equation. However, it 
doesn’t offer high accuracy. In addition, the evidence of 
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numerical differentiation is found as a source of noise 
due to approximation in the numerical process. 

It should be noted that, the known methods of 
searching the discrete levels of energy (searching of 
propagation constants of waveguide modes) are based on 
the solution of a wave equation in a coordinate domain. 
The relevant wave functions and the primary derivatives 
of coordinate x at ±∞ are zero for discrete levels of 
energy. Therefore, there is the Fourier transform [17] of 
a wave function, and the appropriate wave equation can 
be transformed into a frequency domain by the Fourier 
transform. At the same time, integral equation will be 
obtained and also can be solved by numerical methods. 

The aim of this study is to develop a new numerical 
method to solve the Schrödinger one-dimensional 
stationary equation using the Fourier transform, and 
demonstrate some advantages in comparison with the 
known methods. The second section of this paper is 
devoted to numerical implementation of the method 
proposed. The third section presents the results of the 
numerical analysis of the stationary Schrödinger 
equation for certain functional dependencies of the 
potential energy. The fourth section presents the results 
of the solution of the Schrödinger one-dimensional 
stationary equation in accordance with the method 
proposed for the one-dimensional crystal which has 
several periods. 
 

II. ONE-DIMENSIONAL SCHRÖDINGER 
WAVE EQUATION AND ITS FOURIER 

TRANSFORM 
The one-dimensional stationary Schrödinger 

equation is: 

 
� 	 � 	 � 	 � 	xExxU

dx
xd

m
D�D�

D

 2

22

2
�

, (1) 

where U(x) is a potential energy of particle which has 
only discrete values, � 	xD  is a wave function. 

Dimensionless equation is used [7] frequently in 
quantum mechanics, which is obtained by replacing the 
variables. The dimensionless equation (1) can be 
presented as: 

 
� 	 � 	 � 	 � 	xExxU

dx
xd

D�D�
D


 2

2

. (2) 

Function � 	xD  is a solution of the stationary 
Schrödinger equation, which corresponds to discrete 
levels of energy, and their primary derivatives tend to 
zero at x → ±∞. Therefore, the Fourier transform for 
these functions as well as for their primary and secondary 
derivatives exists. Let’s write the appropriate 
proportions for � 	xψ . Thus, the Fourier transform of 
� 	xψ  and its primary and secondary derivatives are zero 

[17], and it can be written as follows: 

 � 	 � 	 � 	dxuxixu �
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3


*
D�D 2exp , (3) 
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3
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In addition, for functions for which a Fourier 
transform exists, the next conditions are satisfied [17]: 

 

� 	E F � 	 � 	E F � 	
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3

3



�

��

,
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dvvHvuGxhxgF
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 (6) 

where E F...F  is the Fourier transform. Expression (6) 
describes the content of the convolution theorem. 

Let’s execute the Fourier transform of left and right 
parts of equation (2) by using equations (3), (5) and (6). 
As a result we obtain: 

 
� 	 � 	 � 	 � 	�

3

3


D�D
�D* uEdvvvuUuu 224 . (7) 

Therefore, we have moved from the differential 
equation (2) for eigenfunctions and eigenvalues to the 
integral one equation (7). In the last equation we can 
replace integral by sum, so the continuous values u and 
v can be replaced by discrete ones: 

� 	 � 	 � 	 � 	
� 	

� 	

� 	�D���D�
���D�* �





�

sEppsUss
N

Np

2/1

2/1

224 , (8) 

where ,/max Nu��  ,�� sus  �� pvp , � 	 sN C

 2/1 , 

� 	 2/1
C Np , s and p are integers; 2/maxuu B ; values 

of � 	xD  are almost equal to zero. Value of N must be 
large and preferably unpaired. Obviously, sum in 
equation (8) should have N elements. 

Let’s write the last equation for all discrete spatial 
frequencies ,�� sus  where s  changes between 
� 	 2/1

 N  and � 	 2/1
N . Then a set of equations in 

the amount of N can be written in a matrix form, where 
E is common for all values of s: 

 � 	 D�D� EUP , (9) 

where P  is a diagonal matrix with elements � 	24 �*s , U  
is a square symmetric matrix with elements � 	�
� ksU , 
D  is a vector-column with elements � 	�D s . 

Therefore in the last case, the problem is reduced to 
the problem of eigenvalues (energy) and eigenvectors 
(the discrete Fourier transform of � 	xD ) which 
corresponds to the given value of energy. We can have 
many eigenvalues and its corresponding eigenvectors. 
By carrying out the inverse discrete Fourier transform of 
eigenvector, we obtain the eigenfunction � 	xD . All 
eigenvalues (discrete levels of energy) are determined 
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inside the potential well for quantum-mechanical 
problems. If, the potential well has finite depth, then the 
precision is determined by N and .�  If, the potential 
energy varies from zero to infinity (for example 2xU � ), 
then in this method the potential energy is limited; i.e., it 
serves up to a certain value as � 	xU , and further acquires 
a constant value. Obviously, in this case, the lowest 
levels of energy can be determined with the highest 
accuracy. In our numerical calculations whose results are 
presented below, we used the simplest way to replace 
integral by sum. 
 

III. EXAMPLES OF NUMERICAL 
SIMULATION 

Example 1. Schrödinger equation according to 
equation (2), for which potential energy is: 

 
,.

,
-
+

�8
C

�
7,

,,
2

2

axa
axx

U . 

Numerical process parameters are: sampling 
number 1001,N �  maximum frequency max 8.0u � . The 
25 eigenvalues of energy are obtained by numerical 
calculations. There are 13 lowest energy levels which 
have next values: 50000000002.10 �E , ..., 

6 13.00000000025,E �  ..., 12 24.999999971,E �  and 
they accurately fit the data of [7], where 2 1.nE n� �  
However, error is large enough at potential energy 
� 	 2xxU �  for 24 48.64036656,E �  which is 

sufficiently accurate for our model potential. Figure 1 
shows the wave functions (not normalized) for the three 
lowest values of energy. One can see well that points fit 
with continuous curves. 

Example 2. Schrödinger equation according to 
equation (2) where potential energy is: 

 
,.

,
-
+

�8
C

�
3,

,,
4

4

axa
axx

U . 

Numerical process parameters are next: 1001,N �  
max 25u � . The 11 smallest eigenvalues nE  are found at 

these data, there are: 0 1.0603646,E �  ..., 

5 21.238375,E �  ..., 10 50.256257E � . This quantum 
problem is not solved precisely by analytical methods, 
therefore the value of the lowest level of energy is found 
by approximation at which 0 1.156194E 6  [7]. In other 
words, the approximate value is found with a large error. 
In addition, this problem can be solved by the numerical 
difference method [16], however, it offers solutions with 
low accuracy: 0 1.0603593,E �  ..., 5 21.237897,E �  ..., 

10 50.253695E � . 
 

 
 
Fig. 1. Wave functions of the three lowest energy levels. 
The continuous curves correspond to exact wave 
functions, while the points correspond to the results of 
calculation obtained by the method proposed in this 
study. 
 

IV. NUMERICAL SIMULATION OF ONE-
DIMENSIONAL CRYSTAL 

One-dimensional crystal consists of periodic 
placement of potential wells, which are described by the 
following analytical function: 

 � 	 � 	2exp xaaxU *

� , (10) 
where a is a certain positive number determining the 
depth of a potential well. 

The Fourier transform of this function is: 
 � 	E F � 	 � 	2exp uauaxUF *

$� . (11) 

If we have N1 number of periodically placed (N1 is 
unpaired) potential wells on a distance Λ from each 
other, we will receive one-dimensional crystal, whose 
potential energy will be described as following 
expression: 

 � 	 � 	> ?
� 	

� 	

�




�

A
*

�
2/1

2/1

2
1

1

exp
N

Nn
kr nxaaxU . (12) 

After simple mathematical transformations we 
obtain the Fourier transform of equation (12): 

 � 	E F � 	 � 	 > ?
� 	u

uNuauaxUF kr A*
A*

*

$�
sin

sinexp 12 . (13) 

The five energy levels are found ( 100a � ): 
0 16.539595,E �  1 47.036248,E �  2 72.011285,E �  
3 90.446940,E �  4 99.832730E �  for the potential 

energy according to equation (10) at parameters of the 
numerical process 1001N �  and max 10 20u � G . 

A more detailed dependence of the calculated 
energy levels as function on maxu  is presented in Table 
1. Table 2 shows the dependence of the calculated energy 
levels on N at max 15u � . Analysis of Table 1 indicates 
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that there is a frequency range at sufficiently large N in 
which values of energy are constant (these values of 
energy in the Tables are shown in bold). 

Four levels are split into 11 sublevels and form the 
permitted zones, but level 4E  splits only into two 

sublevels: 4,0 99.041696E �  and 4,1 99.551008E � . 
The widths of permitted zones increase with the 

increase of energy. The fact that the fourth level splits 
into two sublevels only can be understood from Fig. 2. 

 
 
Table 1: The dependence of the calculated energy levels on maxu  at 1001N �  

maxu  4 6 10 14 20 24 28 

0E  16.54607358 16.53959718 16.53959510 16.53959509 16.53959509 16.53959509 16.53959510 

1E  47.08219239 47.03626733 47.03624767 47.03624767 47.03624767 47.03624767 47.03624768 

2E  72.15044578 72.01136385 72.01128540 72.01128540 72.01128540 72.01128540 72.01128541 

3E  90.66025796 90.44709161 90.44693968 90.44693968 90.44693968 90.44693968 90.44693969 

4E  99.88445912 99.83277513 99.83272955 99.83272955 99.83272955 99.83272950 99.832729002 
 
Table 2: The dependence of the calculated energy levels on N  at maxu = 15 

N  101 201 401 601 801 1001 1501 
0E  16.53959512 16.53959510 16.53959511 16.53959509 16.53959509 16.53959509 16.53959509 

1E  47.03624768 47.03624766 47.03624768 47.03624767 47.03624767 47.03624767 47.03624767 

2E  72.01128540 72.01128539 72.01128542 72.01128540 72.01128540 72.01128540 72.01128540 

3E  90.44694122 90.44693968 90.44693970 90.44693968 90.44693968 90.44693968 90.44693968 

4E  99.76898968 99.82787662 99.83270759 99.83272945 99.83272955 99.83272955 99.83272955 

 

 
 
Fig. 2. Dependence of potential energy on the coordinate and energy level (horizontal line): (a) single potential well, 
and (b) one-dimensional crystal. 
 

The numerical analysis of one-dimensional crystal 
was carried out at the following parameters: 1001�N , 

25max �u , 2�A . 

Figure 2 demonstrates the potential energies and 
energy levels for single potential well and one-
dimensional crystal. The scales of Figs. 2 (a) and 2 (b) 
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are vertically the same; the starting point of the 
coordinates for both pictures is combined. The lowest 
level is split to the least degree: 533261.1610,0 �E . Level 

3E  is split at most: 157709.870,3 �E , 704412.9310,3 �E . 
Table 2 leads to a conclusion that the calculated 

energy tends toward a certain value at increase of N for 
certain frequencies. 
 

V. CONCLUSION 
The new numerical method for solving stationary 

Schrödinger equation based on the Fourier transform is 
developed. The integral equation is obtained as a result 
of mathematical manipulations. The next step is to obtain 
the eigenvalue/eigenvector problem by replacing 
integral by sum and to write the corresponding equation 
for a set of discrete frequencies, where the eigenvalues 
correspond to energy levels and eigenvectors do to the 
discrete Fourier transforms of wave functions. Carrying 
out the inverse Fourier transform of the eigenvector, the 
wave function in a coordinate domain is obtained. The 
method is tested on a number of examples, and it shows 
high accuracy of the energy levels for a single potential 
energy. The method is characterized by numerical 
stability. 

The discrete levels of energy have been determined 
for one-dimensional crystal, consisting of 11 regularly 
placed potential wells. It demonstrates that discrete 
levels are split and form permitted zones during the 
formation of one-dimensional crystal, and the 
multiplicity of splitting equals to a number of potential 
wells that form one-dimensional crystal. The energy 
width of the permitted zone expands at the increase of 
energy of corresponding discrete level of a single 
potential well. This conclusion is consistent with the data 
of [18]. 
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Abstract ─ In this paper, a novel structure for impedance 
matching in microwave frequency range is introduced. 
The proposed structure utilizes one or more patterned 
conducting planes, which are placed transversely in a 
waveguide. The patterned conducting planes act as 
frequency selective surfaces for impedance matching 
purposes. The Green’s function of one or more desired 

patterned planes, considering coupling effects between 
them, is obtained. Then magnetic field integral 
equations, in terms of unknown magnetic currents of 
patterned planes, are calculated and solved using method 
of moment. The suitable pattern of a patterned plane is 
obtained using optimization by genetic algorithm, so that 
the return loss of whole structure, in the desired 
frequency range vanishes. 

The proposed structure, compared with traditional 
impedance matching structures, is very compact and 
wideband. It has been shown that its length, in 
comparison with another compact and wideband 
microwave impedance matcher, is fifty times shorter. 

The usefulness of the proposed structure and its 
performance is verified in some examples, and the 
response of designed impedance matchers are compared 
with the results of simulations. 
 
Index Terms ─ Frequency selective surfaces, genetic 
algorithm, impedance matching, magnetic field integral 
equation, patterned conducting planes. 
 

I. INTRODUCTION 
Impedance matching structures are very important 

parts of microwave systems. Impedance matching is 
necessary in the input of waveguide type power dividers 
and antennas [1-3]. The most important goal of 
impedance matching is maximum power delivery from 
the source to the load. 

Some considerations in the design of impedance 
matching structures are complexity of implementation, 

adjustability, compactness and depending on the 
application, matching may be required over a band of 
frequencies, such that the bandwidth of the matching 
network is an important design parameter. Many 
approaches has been investigated for impedance 
matching in microwave devices such as using irises, 
rods, apertures, posts, and lumped microwave elements 
[1-4]; which could be used only for narrow band 
matching, i.e., a few percent. Other approaches are 
multi-section quarter-wave transformers, tapered 
homogeneous dielectrics filled waveguide [5,6], 
longitudinally inhomogeneous waveguides (LIWs) [7], 
and tapered or stepped transformer [8], whose length 
often is long; besides, construction of LIWs is not such 
practical. 

In this article, we proposed patterned dielectric 
backed conducting planes as an impedance matcher, 
which is located transversely in a waveguide. 
Conducting plane of suitable pattern, supported by a 
dielectric layer acts as a frequency selective surface 
(FSS), which has many applications in microwave and 
antenna engineering. FSS improves the gain and return 
loss of antennas [9,10], it can also shift the phase of 
incident electromagnetic waves, and this characteristic 
could be used for beam steering of antenna [11], 
increases antenna gain, even for ultra-wide frequency 
band [12], transforms linear polarization to circular [13]. 
Also, it has been used as spatial microwave filter [14], 
and it has capability of switching between reflection and 
transmission for incident waves that was used for 
modifying the electromagnetic architecture of buildings 
[15]. 

Frequency response of a dielectric backed 
conducting plane such as its bandwidth, depends on the 
pattern of the plane, thickness and electric permittivity 
of the supported layer. So, using dielectric backed 
conducting planes in the structure of an impedance 
matcher, makes it possible to achieve compact 
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impedance matching devices. In addition, according to 
the frequency selectivity of such planes, wide band or 
multiband impedance matcher can be designed. Design 
procedure is based on deriving magnetic field integral 
equations in terms of unknown magnetic currents of 
patterned conducting plane which can be solved using 
the method of moment. Suitable pattern for a desired 
specification can be extracted by genetic algorithm 
optimization. 
 

II. DESIGN METHOD 
Figure 1 (a) shows three dimensional view of the 

proposed impedance matcher, consisting of one 
dielectric backed patterned conducting plane which is 
located transversely in a waveguide. This structure is a 
two dimensional symmetric structure. Relative 
permittivity of dielectric layer is εr with thickness of d. 
Figure 1 (b) illustrates side view of the structure. 

According to equivalence theorem, the equivalent 
magnetic current of the proposed structure in two regions 
has been shown in Fig. 1 (c). Using spectral domain 
immitance approach [16,17], one can derive magnetic 
type dyadic Green’s functions in two side of conducting 
plane. 

As it has been shown in Fig. 1 (c), the electric and 
magnetic fields in region of z<0 is due to induced 
magnetic current on the aperture parts of patterned plane 
and incident wave, which is TE10 mode, while fields in 
region of z>0 is only due to induced magnetic current on 
the aperture parts of patterned plane. 

Then magnetic fields, in two side of the conducting 
plane, in terms of their spectral Green’s function and 
magnetic current, were obtained. Then boundary 
condition of transverse magnetic fields across the 
aperture parts of the patterned plane must be satisfied. A 
coupled set of magnetic field integral equations is 
obtained by enforcing continuity of tangential 
component of magnetic fields at z=0. 

Expressing the magnetic fields, in term of their 
spectral magnetic type Green’s function, makes it 
possible to use the method of moment with traditional x- 
and y-directed piece-wise linear or triangle basis and 
testing functions. So, integral equations are converted 
into linear equations. 

To derive linear equations, unknown magnetic 
currents can be considered as follows: 
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where x
lB , and y

lB  are the x-directed and y-directed 
triangular sub-domain basis functions for Mx and My 
representation, and R and C are the number of 
subsections at x direction and y direction, respectively. 

By applying Galerkin’s method, the following 
matrix equations are obtained: 
 1 2

inc
x y x� �Z C Z C U , (3) 

 3 4 .inc
x y y� �Z C Z C U  (4) 

Each of above matrices has been given in the appendix. 
Cx and Cy are obtained by solving equations, and then x-
directed and y-directed magnetic currents can be 
achieved. 
 

 
 
Fig. 1. The structure of proposed impedance matcher: (a) 
three dimensional view, (b) side view, and (c) equivalent 
structure of Fig. 1 (a). 
 

The amplitude of reflected wave at z=0, is calculated 
by the following equation: 
 1 .inc xP

v

A dv
 �� �H M , (5) 

where P is the total incident power, and Hinc is the 
magnetic field of dominant mode. So, reflection 
coefficient can be obtained from the following equation: 

 
11 .inc

inc

x

x

A
S
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�

H

H
 (6) 

It is aimed to achieve a specific pattern for patterned 
conducting plane, so that a desired reflection coefficient 
for the impedance matcher, in a given frequency range, 
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can be obtained. This procedure is performed with 
MATLAB GA tool. 

For this purpose, the cross-section area of 
waveguide is divided into R C#  subsections. Non-
metalized parts and metalized parts are presented in 
terms of 1 s and 0 s in the GA, respectively. Also, GA 
population type is set to bit string, consisting of 0 and 1 
binary digits. Also, those are produced with uniform 
creation function. 

Here, based on the symmetry excitation 
requirements (incident plane wave), it is assumed that 
the pattern of the patterned conducting plane is 
symmetric respect to horizontal and vertical axes of the 
waveguide cross-section. Consequently, GA operated 
only on one quarter region of cross-section [14]. 

The designing method is based on the optimization 
of a suitable fitness function so that, return loss of the 
structure can be adjusted to the desired return loss in the 
frequency range. The following fitness function is 
defined here: 

 � 	
2

11
1

desir1 20log ( ed RL)
M

m
m

Sfitness f
M �

� 
� , (7) 

where � 	11 mS f  are reflection coefficient of the structure 
at frequency samples, calculated with mentioned manner 
and M is the number of frequency samples in the 
frequency range. 
 

III. EXAMPLES AND RESULTS 
A. Example I 

In the first example, an impedance matching 
network in a frequency range from 8 to 12 GHz (X-band) 
using a waveguide with dimensions of 0.9 and 0.4 (in), 
WR-90, and one dielectric backed patterned conducting 
plane with the relative electric permittivity of 3.55 and 
thickness of 0.4 mm is designed. Three dimensional view 
of this structure is shown in Fig. 1 (a). 

We consider the right medium of the network has 
been connected to a frequency dependent load 
impedance, whose reflection coefficient is varying from 
0.48×exp (1.91i) to 0.28×exp (1.45i) in the frequency 
range. We also considered 10×10 subsections for the 
quarter of conductive plane and M=17 frequency 
samples with equal distance of 250 MHz. 

Figure 2 illustrates the designed geometry of 
conductive plane. Figure 3 compares the return loss of 
the designed impedance matching structure with the 
simulated one, which is obtained by HFSS. It is obvious 
that there is a good agreement between two curves in the 
frequency range. 

Also, an impedance matcher using a waveguide 
filled by inhomogeneous dielectrics for the same load is 
presented in [7]. Figure 4 compares the return loss of the 
proposed impedance matcher in this example and that in 
[7]. This impedance matcher is fifty times as short as that 

impedance matcher; besides, the constructing of 
inhomogeneous dielectrics is not such practical, while 
constructing of the proposed structure is quite practical. 
 

 
 
Fig. 2. The designed geometry of patterned conducting 
plane of impedance matching structure. 
 

 
 
Fig. 3. The return loss of designed, and simulated 
impedance matching structure. 
 

 
 
Fig. 4. The return loss of the proposed impedance 
matcher in this example versus the proposed one in [7]. 
 
B. Example II 

In the second example, impedance matching 
network for a frequency dependent load impedance, 
whose reflection coefficient is varying from 0.64×exp 
(1.97i) to 0.43×exp (1.4i) in X-band, is proposed. All 
specification of the network is the same as previous 
example, except the pattern of the conducting plane. We 
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considered 8×12 subsections for the quarter of 
conductive plane and M=27 frequency samples with 
equal distance of 150 MHz. 

Figure 5 illustrates the designed geometry of 
conductive plane. Figure 6 compares the return loss of 
the designed impedance matching network obtained by 
MATLAB with the simulated one obtained by HFSS. As 
it shows, this approach is effective to obtain a good 
impedance matching condition in desired frequency 
range. 
 

 
 
Fig. 5. The designed geometry of patterned conducting 
plane of impedance matching structure. 
 

 
 
Fig. 6. The return loss of designed and simulated 
impedance matching structure. 
 
C. Example III 

In the third example, impedance matching network 
for a frequency dependent load impedance, whose 
reflection coefficient is varying from 0.43×exp (3.14i) to 
0.3×exp (3.14i) in X-band, using the same WR-90 is 
designed. For given reflection coefficient, we have to 
utilize more than one patterned conducting plane to 
realize impedance matching structure. In this example, 
three patterned conducting plane is considered; also, the 
first and the last planes are the same. The space between 
them is assumed to be 2.5 mm, and all are selected with 
relative permittivity of 3.55 and thickness of 0.4 mm. So 
the total length of impedance matching structure is 6.2 
mm. Its three dimensional view is shown in Fig. 7. In this 
design procedure, coupled magnetic field integral 
equations are used, which has been obtained in [14]. It is 

assumed that the number of subsections is 8 12# , also, 
M=17 frequencies with equal distance of 250 MHz, is 
considered in the optimization process. Also, Fig. 8 
illustrates the designed geometry of patterned 
conducting planes. 
 

 
 
Fig. 7. Three dimensional view of impedance matching 
structure for ΓL=1/3exp (jπ), based on 8-12 GHz 
optimization frequency range. 
 

 

 
 
Fig. 8. The designed geometry of three FSSs: (a) 
geometry of first and third FSS, and (b) geometry of 
second FSS. 
 

Figure 9 compares the return loss of the designed 
impedance matcher with the simulated one. It can be 
deduced that the designed structure has yielded a good 
impedance matching in the desired frequency band. 
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Fig. 9. The return loss of the designed impedance 
matcher, and that of the simulated one. 
 

IV. CONCLUSION 
In this paper, the idea of using dielectric backed 

patterned conducting planes in a waveguide for 
impedance matching was confirmed. A designing 
approach for finding suitable pattern of patterned 
conducting planes (PCPs) was introduced. The results of 
simulation show using only one dielectric backed PCP 
with inconsiderable thickness about 0.4 mm, adjust some 
loads to air filled waveguides. Matching condition was 
good about -25 dB return loss in a wide frequency band 
about 40 percent. Also, for other loads, which one 
dielectric backed PCP was not sufficient for their 
matching, we could use more than one dielectric backed 
PCPs. The usefulness and performance of the proposed 
structure was verified by testing three extended 
frequency dependent loads. The proposed method can be 
applied to any realizable and practical loads in desired 
frequency range, and for each given loads there is a 
specified patterned plane which can match the given load 
to the air-filled waveguide in the desired frequency 
range. 
 

V. APPENDIX 
In this appendix, we gave the matrices of third and 

fourth equation:Z 
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where Ya, YL and Yd are wave admittance, in air, load and 
dielectric layer, respectively. 
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Abstract ─ A novel compact dual-band monopole 
antenna for WLAN and WiMAX applications is 
presented. The antenna is fed by a microstrip feed line 
and consists of two side-by-side split-ring structure as 
the radiating element. The proposed antenna is compact 
in size and provides 25.5% and 11.8% dual band 
performance covering 2.4/5.2 GHz WLAN and 2.5/2.7 
GHz WiMAX bands, respectively. Also, the antenna 
exhibits uniform radiation patterns at each frequency 
band in both E- and H-planes. Comparison of simulated 
and measured results of return losses, radiation patterns 
and gains of the antenna are provided. 
 
Index Terms ─ Dual-band antenna, monopole antenna, 
split-ring elements, WiMAX, WLAN. 
 

I. INTRODUCTION 
The explosive growth in the number and variety of 

mobile communication devices, such as cell phones, 
laptops, and wireless modems, necessitates design of 
adaptable, miniature, multi-functional antennas. In this 
context, several frequency bands and signaling standards 
are typically exploited by means of a single antenna that 
must either support multiband or wideband operation. 
Conventional microstrip antennas have been the 
preferred choice for mobile devices due to their low-
profile and high efficiency; however, they are inherently 
narrowband. It is, thus, necessary to tailor either the feed 
structure or the antenna element or both to achieve 
acceptable performance. Moreover, due to limited RF 
real-estate on mobile devices, antenna sizes must be kept 
to a minimum. In an effort to address the aforementioned 
requirements, monopole type printed antennas have 
played an increasingly important role. As they exhibit 
wide impedance bandwidth, compact and simple 
structure and ease-of-fabrication. Also, the omni-
directional radiation pattern characteristics of monopole 
antenna make them very suitable for indoor applications 

such as airplane, shopping center, hospital, etc. Thus, the 
monopole structure has received much attention in the 
design of small antennas having wideband or multiband 
operation in recent years, as reported in literature. 

For example, a monopole antenna can be designed 
to generate multiple resonant modes for size reduction 
and bandwidth improvement. In [1], an antenna with an 
L-shaped strip is designed for this purpose. There are 
many reported antenna designs for wireless systems such 
as coplanar waveguide (CPW)-fed monopole antenna 
with embedded slots [2], meandered split-ring (SR) slot 
[3], and slot monopole antenna with rectangular parasitic 
elements [4]. A dual-band back-to-back printed 
monopole antenna operating at UMTS and 2.4 GHz 
WLAN is reported in [5]. In [6], a dual-band orthogonal 
C-shaped printed monopole antenna with protruding T-
shaped ground plane for 2.4 and 5.2 GHz WLAN 
operation is reported. In addition, miniature dual-band or 
multiband monopole antennas based on SR elements [7] 
and complementary-SR elements are reported in [8,9]. 
The antenna presented in [7] using concentric split-ring 
elements and metallic loadings appropriately placed 
between the rings provides dual-wideband performance. 
The dual-band antenna in [8] is formed by concentric 
complementary-SR resonators and slot elements inserted 
between the rings, and the antenna in [9] consists of two 
side-by-side complementary SR elements generating 
multiband performance. 

In this paper, a novel SR antenna fed by a microstrip 
feed line is proposed. Unlike the designs in [7-9], two 
side-by-side split-ring elements are used as the main 
radiator in the new design as shown in Fig. 1. 
Furthermore, in order to achieve desired antenna 
performance, several ground plane geometrics were 
investigated and compared (also depicted in Fig. 1). In 
addition, dimensions of the microstrip feed line were 
optimized to obtain a very wide bandwidth. Based on this 
analysis, a dual-wideband antenna was fabricated and 
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characterized. The measurement results are in good 
agreement with the simulations (carried out using Ansoft 
HFSS v.14). The proposed antenna provides dual-band 
operation covering an impedance bandwidth of 25.5% at 
2.75 GHz and 11.8% at 5.27 GHz, with a compact size 
of 28 mm by 32 mm. We also demonstrate that this 
antenna exhibits well-behaved radiation patterns in the 
respective bands. 
 

 
 
Fig. 1. Geometry of the printed SR-antenna: (a) full-
covered ground plane, (b) half-covered ground plane, 
and (c) CPW-type ground plane. L1=32, L2=16, W=28, 
wf =2.5. 
 

II. NUMERICAL DESIGN OF THE 
ANTENNA 

Figures 1 (a)-(c) shows three versions of the 
proposed antenna with two side-by-side SR elements and 
microstrip feed line. All antennas shown in Fig. 1 have 
same geometric dimensions apart from the difference in 
the ground plane metallization. In Fig. 1, while L1 and L2 
are the lengths of ground planes, wf is the width of 
microstrip feed line for three cases. The analysis of the 
three configurations shown in Fig. 1 reveals that the 
antenna with full-covered ground plane doesn’t exhibit 

any resonances (as shown in Fig. 2). While the antenna 
with CPW-type ground plane provides single band 
performance at 3 GHz, a dual-band performance at 2.9 
GHz and 5.2 GHz can be achieved using half-covered 
ground plane. 

On the other hand, in order to enhance the 
bandwidths of the design with half-covered ground plane 
and achieve desired dual-wideband operation, the width 
of microstrip feed line are varied and compared as shown 
in Fig. 3. When width of the microstrip feed line is 1.5 
mm, the antenna provides a single band operation about 
3 GHz. When it is 3.5 mm, a single band operation about 
5 GHz is observed. When the width of the feed line is 2.5 
mm, a dual band operation about 2.9 and 5.2 GHz is 
obtained. Finally, in order to obtain broader bandwidth, 
two stage microstrip feed line is introduced as shown in 
the inset of Fig. 3. As seen, when the first stage of the 
feed line (W1) is 3.5 mm and the second stage (W2) is 1.5 
mm, the antenna provides dual-wide band performance 
at 2 and 5 GHz bands. 
 

 
 
Fig. 2. Simulated return loss characteristics for different 
geometrical ground planes. 
 

 
 
Fig. 3. Simulated return loss characteristics for different 
widths of microstrip feed line. 
 

The optimum split-ring antenna (SRA) 
configuration with its design parameters is shown in Fig. 
4. Here, the compact SRA is composed of two side-by-
side split-ring elements fed by a two-stage microstrip 
feed line. The first stage of the feed line is 6 mm in length 
and 3.5 mm in width, while the second stage has a size 
of 12×1.5 mm2. The split-ring resonators with microstrip 
feed-line are placed on a half grounded Rogers TMM4 
substrate with 0.76 mm thickness and dielectric constant 
of (r=4.4. On the back side of the dielectric substrate, a 
half ground plane is printed below the microstrip feed-
line. In order to tune first frequency band, a small patch 
(3.5×1 mm) is implemented into the top of the ground 
plane as shown in Fig. 4 (b). The design of the proposed 
antenna was carried out by means of Ansoft HFSS v.14, 
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and the final dimensions of the antenna are recorded as 
follows (in millimeters): W=28, L=32, L1=8.5, L2=12, 
w1=1.5, w2=5, f1=6, f2=12, g=1, g1=17, g2=22, g3=16.5, 
h=0.76. 
 

 
 (a) (b) 
 
Fig. 4. Configuration of proposed SRA with its design 
parameters: (a) top view, and (b) bottom view. 
 

III. SIMULATION AND MEASURMENT 
RESULTS AND DISCUSSION 

Based on the design parameters shown in Fig. 4, a 
prototype antenna was fabricated, and the return loss, 
radiation pattern and gain measurements were carried 
out at The Ohio State University ElectroScience 
Laboratory. The return loss characteristics of the 
simulated as well as measured designs are shown in Fig. 
5. As seen, for the simulated design dual-band coverage 
is achieved at 2.75 GHz and 5.27 GHz with 
corresponding 25.5% and 11.8% bandwidths, 
respectively. This modular design achieves coverage of 
WLAN bands in 2.4 (2.4
2.84 GHz), 5.2 (5.15
5.35 
GHz) and WiMAX band in 2.6 GHz (2.5
2.7 GHz) and 
2.8 GHZ (2.7
2.9 GHz). 

The radiation patterns and gain of the proposed 
antenna were also measured. The simulated and 
measured radiation patterns on the y
z plane and x
y 
plane for 2.4, 2.6 and 5.3 GHz are shown in Fig. 6 (a), 
(b) and (c), respectively. As seen, the simulation and 
measurement results are in excellent agreement, and 
show that the proposed antenna exhibits omnidirectional 
radiation pattern in the H-plane (y
z plane) and dipole-
like radiation pattern in the E-plane (x
y plane) at the 
respective bands. In addition, simulated and measured 
gains of the antenna are shown in Fig. 7 for the H-plane. 

The measured gain at the frequencies 2.4 GHz, 2.6 
GHz and 5.25 GHz are approximately 1.5, 1 and 2 dBi, 
respectively. 
 

 
 
Fig. 5. Simulated and measured return loss (S11) 
characteristics for the proposed SRA and the prototype 
of the antenna. 
 

 
 
Fig. 6. Measured and simulated radiation patterns of 
proposed antenna at: (a) 2.4, (b) 2.6, and (c) 5.3 GHz. 
 

548 ACES JOURNAL, Vol. 30, No. 5, May 2015



 
 
Fig. 7. Simulated and measured gain of the proposed 
antenna for the 2 GHz and 5 GHz band. 
 

IV. CONCLUSION 
A new dual-band monopole antenna for 2.4/5.2 GHz 

band WLAN and 2.6/2.8 GHz band WiMAX 
applications was presented. In order to keep the antenna 
size small, side-by-side split-ring elements are used as 
the main radiator of the antenna. The two-stage 
microstrip feed line and a partial ground plane provides 
to enhance bandwidth of the antenna at the dual 
respective bands. In addition, a good radiation pattern as 
well as gain performance is achieved for the frequency 
bands considered. 
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Abstract ─ This paper presents a method which 
combines impedance measurements, calculations, and 
equivalent model together to predict crosstalk spectrums. 
It is simple for calculation and also has good accuracy, 
because frequency-dependent parameters of both cables 
and terminal loads are considered. So it has advantages 
in some complex situations such as electric vehicle (EV). 
Firstly, a model of single line and twisted-pair wires is 
established to describe the crosstalk system. In this 
model, crosstalk voltage expressions are given, and 
frequency-dependent parameters are obtained from 
impedance measurements and calculations. Then in 
order to verify the method, crosstalk spectrums are 
predicted under conditions of resistance load and 
frequency-dependent load. Furthermore, predictions and 
experiments are compared to assess the effectiveness of 
the method. Based on the predicted and experimental 
results, frequency domain characteristics of crosstalk are 
discussed and influence factors are analyzed. 
 
Index Terms ─ Crosstalk, electromagnetic 
compatibility, frequency domain analysis, frequency 
estimation, impedance measurement. 
 

I. INTRODUCTION 
Crosstalk problems appear in many integrated 

electric or electrical systems [1]. Crosstalk among cables 
is the main interference propagation path when cables 
are banded together or placed closely [2]. High power 
interference sources and restricted spaces in electric 
vehicle (EV) make it even worse. Bus-connected units 
are usually vulnerable to these crosstalk interferences, 
which decline the stability and safety of the entire 
vehicle. 

Some research on the transmission line can help to 
analyze this problem [3-6]. Also, the distributed 
parameters are used to analyze cables in the frequency 
domain or the complex frequency domain; for example, 
finite difference time domain (FDTD) [7,8] and methods 
of moments [9]. However, under some complicated 
conditions, such as EV applications, these methods are 

not applicable because long simulation time and massive 
computing resources are required. Another method is 
lumped parameter descriptions [10,11]. But this method 
ignores the distributed parameters which affect the high 
frequency characteristics significantly. Furthermore, 
communication systems, such as controller area network 
(CAN) buses, have been tested to estimate the impacts of 
electromagnetic interferences [12]. Moreover, attempts 
of taking statistical results as input signals have been 
experimented to get crosstalk waveforms [13]. Though 
these methods can represent some interference 
characteristics clearly, they are not related to the 
mechanism of the crosstalk system and do little help to 
solve the problem fundamentally. 

To the twisted-pair wires which are widely used in 
communication buses in EV, the typical method is to 
treat them as spiral lines, get distributed parameters of 
one twist and integrate all twists to parameter matrixes 
[14]. This will lead to substantial calculations and 
inaccuracy under the EV environment, where frequency-
dependent parameters commonly exist. 

Developments of impedance measurement 
technology provide a way to get frequency-dependent 
parameters [15-17]. Frequency-dependent parameters 
can be obtained from open-circuit and short-circuit 
impedance measurements. This technology can be 
extended to crosstalk analysis to obtain the frequency-
dependent parameters of crosstalk systems. With the 
crosstalk equivalent model together, it can be used to 
predict the crosstalk interference spectrums. 

The above discussions suggest traditional crosstalk 
calculation methods have limits in some complex 
situations, such as EV applications because of the 
following reasons: length of the cable is not meet the 
requirement of electric short; conductors and non-
uniform dielectric objects around make non-uniform 
distributions of charge and flux in the cable; skin effect 
and proximity effect in high frequency range; irregular 
cable shape and inconsistent distances between cables, 
etc. These factors will significantly increase the 
calculation and bring the deviation. 
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So in this paper, we used cable parameters 
calculated from actual measurement results to make sure 
the above factors are considered. Furthermore, we 
established an approximate lumped parameter crosstalk 
model. Combined with the model and the frequency-
dependent parameters, we proposed a crosstalk 
prediction method. It is simple for calculation because of 
the lumped parameters model. Also, it has good accuracy 
because the frequency-dependent parameters obtained 
from measurements are considered. At last, the proposed 
method is verified on conditions of both resistance load 
and frequency-dependent load. 
 

II. SPECTRUM PREDICTION METHOD 
The spectrum prediction method contains two 

stages: one is the crosstalk model expressing the cable 
system; the other is the impedance measurements and 
calculations from which frequency-dependent 
parameters of the crosstalk model obtain. To predict the 
spectrums, firstly, the input impedances among cables 
and the impedances of terminal loads are measured. 
Then, the frequency-dependent parameters of the 
crosstalk system are calculated. Finally, the parameters 
are taken into the frequency domain expressions which 
are obtained from the crosstalk model to get the crosstalk 
voltage spectrums. 
 
A. Equivalent model 

Figure 1 shows the equivalent model of single line 
and twisted-pair wires which is used to analyze crosstalk 
among cables in EV. The purpose of crosstalk analysis 
in this paper is to define the spectrums of the voltage on 
the near terminal Ut1(jω) and the voltage on the remote 
terminal Ut2(jω). 
 

 
Fig. 1. Equivalent model of crosstalk system containing 
single line and twisted-pair wires. 

 
Firstly, effect of twisted-pair wires on single line is 

approximately expressed in order to get the current and 
voltage in the single line. Because the inductive coupling 
between single line and twisted-pair wires is 
proportional to the difference of mutual-inductances 
between single line and the two twisted-pair wires; hence, 
an inductance Lsf is introduced to show twisted-pair 
wires’ effect as shown in Fig. 2. And its value is 
approximately given by equation (1): 

 1 2( ) ,sf s st stL L M M26 � 
 H  (1) 
where Ls is the self-inductance of the single line; Mst1 and 
Mst2 are mutual-inductances between single line and 
twisted-pair wires; α is the coefficient related to the 
difference of power levels between single line and 
twisted-pair wires. Also, Rsf is used to express the 
resistance of the single line, which is frequency-
dependent because of the skin effects. 
 

 
Fig. 2. Equivalent parameters and inductive, capacitive 
coupling equivalent sources. 
 

So the current and voltage in single line are defined 
by equation (2): 
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Then treating Us(jω) and Is(jω) as interference 
sources, effects of inductive and capacitive couplings 
can be equivalent to voltage and current sources given 
by equation (3) [18] and shown in Fig. 2: 

 
1 1

2 2

1 1

2 2

( ) ( )
( ) ( )

( ) ( )
( ) ( ) ,

st s

st s

st s

st s

U j M j I j
U j M j I j
I j C j U j
I j C j U j

� HIHH

� HI

� HIH
� H

) ) )
) ) )
) ) )
) ) )

 (3) 

where Cst1 and Cst2 are coupling capacitances between 
the single line and the two twisted-pair wires. 

Finally, crosstalk voltages on the near and the 
remote terminal are calculated. And their frequency 
domain forms are given by equation (4) and equation (5). 
Where, 
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“//” means the two impedance variables are in parallel; 
Zt1f and Zt2f are the equivalent self-impedances of the 
twisted-pair wires, which contain the self-resistances, 
self-inductances of the twisted-pair wires. 

 
B. Frequency-dependent parameter calculation 

Equation (4) and (5) indicate that there are two kinds 
of frequency-dependent parameters. One is terminal 
loads, such as ZS, ZL, Zt1, and Zt2. The other is the 
parameters of the cables, including the equivalent 
impedances Lsf, Zt1f, Zt2f; mutual inductances Mst1, Mst2 
and coupling capacitances Cst1, Cst2, Ct1t2. The former can 
be directly measured by an impedance analyzer. The 
latter can be calculated through the following steps. 

Firstly, the elements of impedance matrixes Zsc and 
Zoc can be expressed by input measurement impedances 
as follows: 
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where Zsc(i,i), Zsc(i,j) and Zoc(i,i), Zoc(i,j) are diagonal, 
non-diagonal elements of the short-circuit impedance 
matrix Zsc and the open-circuit impedance matrix Zoc; 
Zin

sc(i,i) and Zin
oc(i,i) are short-circuit and open-circuit 

input measurement impedances between conductor i and 
the reference conductor; Zin

sc(i,j) and Zin
oc(i,j) are short-

circuit and open-circuit input measurement impedances 
between conductor i and conductor j; , 1,2,i j N� N
and i j: , N is the number of the conductors. 

Then, series impedance matrix Z and parallel 
admittance matrix Y are obtained from Zsc and Zoc 
through equation (7). Where l is the lengths of the cables; 
Γ and Zc are the propagation constant matrix and the 
characteristic impedance matrix: 
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Finally, frequency-dependent resistance matrix R, 
inductance matrix L, admittance matrix G and 
capacitance matrix C are given by equation (8): 
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So, the parameters of the cables can be found or 
calculated in the elements of R, G, L and C. Combining 
with the directly measurement results of ZS, ZL, Zt1, and 
Zt2, spectrums of crosstalk voltage Ut1(jω) and Ut2(jω) 
can be got through equation (4) and equation (5). 
 

III. PREDICTIONS CONSIDERING 
RESISTANCE LOAD 

In order to verify the model and prediction method, 
single line and twisted-pair wires are lying in parallel in 
an experimental platform. They are bounded together 
with the length of 1 m and 30 mm high from the 
grounded plane. The cables are multi strand of copper 
wires with conductor cross sectional area 0.75 mm2, and 
their gauge is 227 IEC 06(RV). A series of rectangular 
pulses are used as an interference source to imitate the 
crystal oscillator signals. They have a frequency of 8 
MHz, which is the frequency of the crystal oscillators 
used in electric control units (ECUs) in the experimental 
EV. Under this condition, 51 Ohm resistors are 
connected as terminal loads of both single line and 
twisted-pair wires. 
 
A. Parameter measurement results 

Short-circuit and open-circuit input impedances 
between different cables are measured by an impedance 
analyzer. The sweeping frequency is 0 Hz - 300 MHz. 
Part of the results are shown in Fig. 3 and Fig. 4. Where 
ZS11 is the short-circuit impedances between the single 
line and the reference plane; ZO11 is the open-circuit 
impedances between the single line and the reference 
plane; ZS12 is the short-circuit impedances between the 
single line and one of the twisted-pair wires; ZO12 is the 
open-circuit impedances between the single line and one 
of the twisted-pair wires. 
 

 
Fig. 3. Self-impedance measurement results of the single 
line. 
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Fig. 4. Mutual-impedance measurement results between 
single line and one of twisted-pair wires. 
 

Figures 3 and Fig. 4 suggest that, the open-circuit 
and short-circuit impedances change linearly in the low 
frequency range. While, there are oscillations in the high 
frequency range, because the inductances and 
capacitances of the crosstalk system are usually very 
small. These stray parameters will significantly affect the 
measured impedances among cables. 
 
B. Predictions and experiments 

Based on the parameter measurement results and the 
prediction algorithm, crosstalk spectrums can be 
predicted. In this paper, the terminal of twisted-pair 
wires close to the interference source is designated as the 
near terminal and the other is defined as the remote 
terminal. It is in consistent with the equivalent model in 
Fig. 1. Simulation study has been conducted in 
MATLAB in order to verify the performance of the 
proposed prediction method. 

Considering 8 MHz pulse interference source, the 
predicted crosstalk spectrum of Ut1 on the near terminal 
of twisted-pair wires is shown in Fig. 5, and the 
experimental result is given for comparison. In the same 
way, predicted spectrums and experimental results of Ut2 
on the remote terminal of twisted-pair wires are shown 
in Fig. 6. 

Figure 7 shows the deviations between predicted 
and experimental spectrums for resistance loads. It 
suggests the predicted results have some differences with 
the experimental ones. Especially in a few frequencies, 
the deviation is bigger than 10 dBmV. This may be 
caused by the approximation of modeling process and 
measure deviations. However, average deviation in the 
whole frequency range up to 300 MHz is very small. 
Considering the main interference frequencies which 
have amplitudes higher than -65 dBmV, average 
deviation of the spectrum on the near terminal is 1.06 
dBmV and average deviation of the spectrum on the 
remote terminal is 0.99 dBmV. Compared with the 
traditional crosstalk calculation method [18], deviations 

of the proposed method are much smaller. So the 
proposed crosstalk predicted method has advantages in 
EV applications. 
 

 
Fig. 5. Crosstalk spectrum predicted and experimental 
results on the near terminal for resistance loads. 
 

 
Fig. 6. Crosstalk spectrum predicted and experimental 
results on the remote terminal for resistance loads. 
 

 
Fig. 7. Deviations between spectrum predicted and 
experimental results for resistance loads. 
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The predicted and experimental results not only 
prove the effectiveness of the method, but also provide 
materials for the frequency domain characteristics 
analysis of crosstalk in EV. They can be used to analyze 
the influence of the interference source. The interference 
source is a series of rectangular pulses, and the envelope 
curve of its spectrum is given by equation (9). Where A 
is the amplitude of the rectangular pulses, and τ is the 
width of the pulses: 

 ( ) sin( ) / .
2 2

F j A )L )L) L�  (9) 

So the amplitude of the interference source spectrum 
is decided by equation (9). The frequencies of the 
spectrum are the frequency of the pulses and its multiples. 
Figure 5 and Fig. 6 indicate that the interference 
frequencies of crosstalk voltages are basically the same 
as the source. However, there are some new interference 
frequencies appeared, which are caused by the non-linear 
factors, such as small deformations of the cables, non-
uniform distances between cables and so on. Also, they 
have different amplitudes because of the influence of the 
frequency-dependent parameters. Besides, the amplitude 
of the crosstalk spectrum on the remote terminal is a little 
smaller than that on the near terminal. That is because 
the inductive coupling is positive on the near terminal 
but negative on the remote terminal as expressed in 
equation (4) and equation (5). 
 

IV. PREDICTIONS CONSIDERING 
FREQUENCY-DEPENDENT LOAD 

Many ECUs in EV have frequency-dependent 
characteristics. These ECUs are wildly used as loads of 
communication buses and their frequency-dependent 
impedances have effects on crosstalk interferences. So it 
is more appropriate to consider them for interference 
simulation and estimation. 

Considering the experimental platform above, an 
ECU used for battery management system (BMS) in Fig. 
8 is connected on the remote terminal of twisted-pair 
wires instead of the 51 Ohm resistor. The impedance is 
measured between the positive terminal and the negative 
terminal of the BMS without power. The measurement 
result is shown in Fig. 9. 

The measured impedances can be described as a 
series of complex numbers, which change with 
frequencies. These complex numbers are used as Zt2(jω) 
in equation (4) and equation (5), so crosstalk spectrums 
can be calculated. Predicted and experimental results on 
the near and the remote terminal of twisted-pair wires are 
shown in Fig. 10 and Fig. 11. Also, the deviations 
between predicted and experimental spectrums for a 
frequency-dependent load are shown in Fig. 12. 
 

 
 
Fig. 8. Photo of the battery management system. 

 
Fig. 9. Measurement impedance of the BMS. 
 

 

Fig. 10. Crosstalk spectrum predicted and experimental 
results on near terminal for a frequency-dependent load. 
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Fig. 11. Crosstalk spectrum predicted and experimental 
results on the remote terminal for a frequency-dependent 
load. 
 

 
Fig. 12. Deviations between spectrum predicted and 
experimental results for a frequency-dependent load. 
 

Similar with the results of resistance loads, 
predicted results have some differences with the 
experimental ones, especially in a few frequencies. 
However, considering the main interference frequencies 
which have amplitudes higher than -65 dBmV, average 
deviation of the spectrum on the near terminal is 1.92 
dBmV, and average deviation of the spectrum on the 
remote terminal is 2.02 dBmV. Average deviation in the 
whole frequency range up to 300 MHz is also very small. 
So the proposed crosstalk prediction method is effective 
and has the advantage under the condition of frequency-
dependent load. 

These predicted and experimental results can be 
used to discuss the effects of the frequency-dependent 
load. The average deviations of a frequency-dependent 
load are only a little larger than the ones of resistance 
loads. It is caused by the following reason: Fig. 9 infers 

that the impedance differences between a BMS and a 51 
Ohm resistor are mostly in the high frequency range. In 
this range, amplitude of the interference source spectrum 
is even smaller than the background noises in the 
environment of electric vehicles. So the effects of BMS 
on the crosstalk spectrums are not very apparent as 
shown in Fig. 10 and Fig. 11. However, if the 
interference source has a higher frequency or the 
frequency-dependent loads have more complex 
inductive and capacitive impedances in the low 
frequency range, the effects will be significant. 

So we believe that crosstalk spectrums are decided 
by the frequency characteristics of the interference 
source, the frequency-dependent parameters of the 
cables, and the terminal loads. Crosstalk spectrums can 
be predicted through the frequency-dependent parameter 
measurements, calculations, and the crosstalk equivalent 
model. 
 

V. CONCLUSION 
A simple method to predict crosstalk spectrums is 

discussed in this paper. It does not require long 
simulation time and substantial computing resources. 
Good accuracy has been achieved because frequency-
dependent impedances of cables and terminal loads, 
which are obtained from measurements, are considered. 
So it is practical in some complex situations such as EV 
applications. This has been verified by experiments 
under the conditions of both resistance load and 
frequency-dependent load. The deviation analysis 
indicates the proposed method can provide more precise 
results than traditional crosstalk calculation method. 
Based on the simulations and experiments, the 
interference source, frequency-dependent parameters of 
cables and loads are analyzed to get the crosstalk 
frequency domain characteristics. 

Although this method is proposed in the particular 
EV environment, it can be used in much more 
applications where conductors are put closely and their 
impedances can be measured easily. Also, this method 
will help interference suppression and electromagnetic 
compatibility (EMC) design. 
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Abstract ─ A novel elliptical slot antenna with band-
notched characteristics is presented for ultra-wideband 
(UWB) applications. The proposed antenna is fed via a 
microstrip-line that is connected to an elliptically shaped 
patch. Dual band-notched characteristic is achieved by 
utilizing an L-shaped strip and an inverted U-shaped slot 
incorporated within the antenna’s structure. This antenna 
configuration enables the notch band to be finely tuned 
by simply adjusting the parameters of notch function 
components, the L-shaped slot and the inverted U-
shaped slot. The antenna with optimal parameters was 
fabricated on RT/Duroid 6006 that has a thickness of 
1.27 mm and a relative permittivity of 6.15. The size of 
the actual antenna is 50×50 mm2. The measured VSWR, 
gain, impedance and radiation characteristics of the 
proposed antenna confirm it satisfies UWB system 
requirements. 
 
Index Terms ─ Dual band notched, elliptical slot 
antenna, UWB. 
 

I. INTRODUCTION 
Ever since the Federal Communications 

Commission (FCC) first approved the regulations for the 
commercial use of ultra-wideband (UWB) in 2002 [1], 
the design and implementation of feasible UWB systems 
has become a highly competitive topic in both academic 
and industry communities of telecommunications. 
Antennas are the particularly challenging aspect of UWB 
technology. To satisfy such a requirement, various 
wideband antennas have been studied [2]-[4]. The design 
of UWB systems is further complicated as other radio 
systems co-exist within the 3.1–10.6 GHz UWB 
frequency band. These systems include the IEEE802.16 
WiMAX system with an operating band of 3.3–3.7 GHz, 

the C-band (3.7–4.2 GHz) satellite communication 
systems, and IEEE802.11a WLAN systems operating 
between 5.15–5.825 GHz. Inevitably UWB 
communication systems are likely to experience 
unwanted electromagnetic interference with such 
communication systems. To overcome this interference, 
various UWB antennas with single or multiple notch 
functions have been investigated for UWB 
communication systems [5]-[9]. 

In this paper, a novel elliptical slot antenna with dual 
band-notched characteristics is described for UWB 
applications. The proposed antenna comprises of an 
elliptical shaped patch etched on the front side of the 
substrate which is excited via a microstrip-line, and an 
elliptical shaped slot etched in the ground-plane on the 
back side of the substrate. To achieve dual band-notched 
characteristics at the frequency band of WLAN and C-
band satellite communication systems, an inverted U-
shaped slot and an L-shaped stub are included within the 
antenna structure. The bandwidth and center frequency 
of the notched bands can be finely controllable by 
adjusting the parameters of the inverted-U slot and an L-
shaped stub. The proposed antenna is shown to operate 
over the commercial UWB frequency range (3.1–10.6 
GHz) and also effectively suppresses interference with 
wireless local area network (WLAN) and C-band 
satellite communication systems. Effects of the notch 
function parameters on the performance of antenna have 
been investigated using Ansoft HFSS software [10]. A 
conceptual circuit model, which is based on the 
measured impedance of the proposed antenna, is 
presented to explain the dual band-notched 
characteristics. The prototype of the proposed antenna 
with optimal dimensions was fabricated and its 
characteristics are measured to confirm the validity of 
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the design. Comparison between experimental and 
simulation results demonstrate good agreement over 
virtually the entire UWB operating range. The remaining 
part of the article is organized as follows: Section 2 
presents the configuration of proposed antenna, and 
parametric study of antenna is investigated in Section 3. 
The simulated and measured results are discussed in 
Section 4, and finally the conclusion is provided in 
Section 5. 
 

II. ANTENNA GEOMETRY 
The configuration of the proposed UWB elliptical 

slot antenna possessing two band-notched functions is 
depicted in Fig. 1, where the parameters of the geometry 
are defined. The antenna is located on the x–y plane and 
the normal direction is parallel to z-axis. The antenna 
consists of an elliptical slot with axial dimensions of A 
and B. The elliptical slot is located directly below an 
elliptical radiating patch with axial dimensions of a and 
b, and is feed via a 50 Ω microstrip-line of width Wf = 2 
mm. The band-notching characteristics of antenna are 
achieved by creating an inverted-U slot within the 
elliptical patch and by connecting a thin L-shaped strip 
to the feed line. The proposed antenna is constructed on 
a dielectric substrate RT/duroid 6006 with relative 
permittivity (εr) of 6.15 and thickness of 1.27 mm. The 
antenna has a ground-plane size of Lg ×Wg = 50×50 mm2. 
 

 
(a) Top layer 

 
(b) Bottom layer 

 

 
 (c) Top and bottom layers of fabricated antenna 
 
Fig. 1. Geometry of proposed UWB antenna. 
 

III. PARAMETRIC STUDY OF ANTENNA 
To achieve the desired band-notched characteristic, 

the effect of the L-shaped stub and inverted U-shaped 
slot parameters on the antenna’s overall performance 
was studied. The simulated VSWR of the antenna for 
different values of LSP is plotted in Fig. 2. This figure 
shows that by increasing the length of LSP the first 
notch’s frequency shifts towards lower frequencies. In 
this case, the values of Ls and Hs are fixed at 12 mm and 
2.25 mm respectively. 
 

 
 
Fig. 2. Effect of LSP on the antenna’s band-notching 
characteristics. 
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Figure 3 shows the VSWR curve of the proposed 
antenna for Lsp=9.5 mm, Hs=2.25 mm and for different 
values of LS. It can be observed that, in this case the 
second notch’s center frequency decreases with the 

increase of the length LS. Also, we can see that when the 
length of LS increases to 13 mm, the first notch’s center 

frequency shifts towards higher frequencies. 
Figure 4 shows the simulated VSWR response of 

antenna for different values of HS and fixed values of Ls 
and Lsp. It can be observed in that, in this case the second 
notch’s center frequency decreases with the increase of 

HS length. 
 

 
 
Fig. 3. Effect of LS on the antenna’s band-notching 
characteristics. 
 

 
 
Fig. 4. Effect of parameter HS of inverted-U slot on the 
antenna’s band-notching characteristics. 
 

As observed in Figs. 2 to 4, the filtering property of 
the antenna can be tuned by varying the principal 
parameters of L-shaped stub and inverted U-shaped slot. 

IV. RESULTS AND DISCUSSIONS 
The simulated and measured results of VSWR, 

radiation patterns, gain, and input impedance of the 
proposed antenna are presented in this section. The 
simulations were performed using Ansoft HFSS and 
CST Microwave Studio, which utilize numerical 
methods for electromagnetic computations. The VSWR 
and input impedance of antenna was measured by the 
Agilent 8722ES network analyzer and radiation 
characteristics measurements were performed in 
anechoic chamber at the antenna laboratory of Iran 
Research Institute for ICT (ITRC). 
 
A. VSWR 

The simulated and measured VSWR curves of the 
proposed dual band-notched UWB antenna, whose 
dimensions are given in Table 1, are shown in Fig. 5. 
This figure shows the simulated bandwidth of the 
proposed antenna for which VSWR≤2 is from 3 GHz to 
greater than 11 GHz, and it includes two notched 
frequency bands between 3.6–4.35 GHz (consistent with 
the C-band satellite communication system) and 
between 5.2–6 GHz (frequency band of WLAN systems) 
for VSWR≥2. The measured 3-dB bandwidth of 
fabricated antenna is from 2.5 GHz to greater than 
11 GHz with VSWR≤2, and the notched bandwidths are 
over 3.65–4.35 and over 4.85–5.9 GHz for VSWR≥2. 
The measured frequency range encompasses the 
commercial UWB band (3.1–10.6 GHz), and the notch 
functions reject the frequency bands of C-band satellite 
communication and IEEE 802.11a to overcome EMI 
problems of UWB systems with WLAN and C-band 
satellite communication systems. The correlation 
between the numerical and experimental results is 
considered to be excellent. 
 

 
 
Fig. 5. The VSWR response of the proposed UWB 
antenna with dimensions given in Table 1. 
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B. Input impedance 
The input impedance curve of the proposed dual 

band-notched UWB antenna is shown in Fig. 6. In the 
notched-bands, the imaginary component curve shows 
parallel resonance characteristics and the real component 
presents high resistance characteristics. As a result of 
impedance curve of proposed antenna, the input 
impedance of the notched antenna is equivalent to the 
input impedance Ra of the un-notched reference antenna 
connected with two parallel LC-resonant circuits in 
series. The conceptual circuit model is shown in Fig. 7. 
 

 
 
Fig. 6. The measured input impedance of proposed dual 
band-notched antenna. 
 

 
 
Fig. 7. Conceptual circuit model for proposed dual band-
notched antenna. 
 

When the proposed antenna is operating at the two 

desired notched frequencies, the two corresponding LC-
resonant circuits lead to the input impedance to be 
opened-circuited. Therefore, proposed band-notched 
UWB antenna presents high impedance characteristics at 
notched frequencies. 
 
C. Radiation patterns and gain 

The simulated and measured antenna gain over the 
entire UWB band is shown in Fig. 8. This graph shows a 
sharp drop in gain occurring over the bands 3.6–4.2 and 
5–6 GHz. However, for other frequencies outside the 
reject bands, the antenna gain variation is steady and is 
less than 2 dBi across the UWB band. 

The measured and simulated radiation patterns of 
proposed dual band-notched UWB antenna in the E-
plane (yz-plane) and H-plane (xz-plane) for three 
different spot frequencies of 4.5, 7.5, and 10 GHz are 
shown in Fig. 9. As shown in the H-plane, the antenna 
design exhibits an omni-directional profile at low and 
high frequencies and quasi bidirectional in the mid-range 
frequencies. However in the E-plane, the radiation 
pattern is bidirectional at low frequencies and quasi 
bidirectional at mid and high frequencies. The agreement 
between the measured and simulated radiation patterns 
is very good. However at 10 GHz a discrepancy is 
occurred. 
 

 
 
Fig. 8. The calculated and measured gain of the proposed 
UWB antenna. 

 
Table 1: Dimensions of the proposed UWB antenna 

Parameter gW gL A B 1L a b fW fL sW sL sH d spL spW 
Value (mm) 50 50 12 16 13 5.25 7.5 2 13.3 0.5 12 2.25 0.5 9.5 0.4 
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(a) f = 4.5 GHz  

  
(b) f = 7.5 GHz 

  
(c) f = 10 GHz 

H-plane E-plane 
 
Fig. 9. Measured and simulated E-plane and H-plane radiation patterns for proposed antenna at: (a) 4.5 GHz, (b) 7.5 
GHz, and (c) 10 GHz. 
 

V. CONCLUSION 
An UWB elliptical slot antenna with dual band-

notched characteristics at C-band (3.7–4.2 GHz) 

satellite communication systems and WLAN 
frequencies has been proposed and fabricated. The 
measurements show that VSWR is below 2 within the 

  -40

  -20

0

30

210

60

240

90

270

120

300

150

330

180
0

Measured
Simulated

z

x

 -40

  -20

  0

30

210

60

240

90

270

120

300

150

330

180
0

Measured
Simulated

z

y

 -40

  -20

  0

30

210

60

240

90

270

120

300

150

330

180
0

Measured
Simulated

z

x

  -40

  -20

  0

30

210

60

240

90

270

120

300

150

330

180
0

Measured
Simulated

z

y

  -40

  -20

  0

30

210

60

240

90

270

120

300

150

330

180
0

Measured
Simulated

z

x

  -40

  -20

  0

30

210

60

240

90

270

120

300

150

330

180
0

Measured
Simulated

z

y

562 ACES JOURNAL, Vol. 30, No. 5, May 2015



desired UWB frequency bandwidth from 2.5 to greater 
than 11 GHz, and two notched frequency bands 
obtained where VSWR≥2 are 3.65–4.35 and 4.85–

5.9 GHz. Stable radiation patterns and approximately 
constant gain in the UWB band, with the exception of 
notched bands, are obtained. The mechanism of the 
antenna’s filtering properties was represented by a 

conceptual circuit model based on the dual band-
notched phenomenon. The proposed antenna is 
compact and is considered to be a very candidate for 
use in various UWB systems. 
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Abstract � This paper presents quad-band printed 
inverted-F antenna that employs transmission-line based 
on inspired metamaterials for USB applications. The 
reactive loading of the printed IFA is inspired by 
transmission-line based metamaterials (TL-MTM), 
which is exploited to create a new resonant frequency 
while maintaining the antenna’s small form-factor. The 
proposed USB antenna structure consists of two arms 
printed IFA CPW-fed loaded with two TL-MTM unit 
cells to achieve two operating bands with the same 
antenna size in addition to the two fundamental resonant 
frequencies of IFA arms themselves. The structure is 
designed to operate at LTE 11 0.9 GHz, Bluetooth 2.4 
GHz, WIMAX 3.5 GHz, and WLAN 5.2 GHz. The 
component interaction including housing case, USB 
connector, and laptop device are also characterized. The 
design concept, a parametric study of the proposed 
antenna is carried out using HFSS ver. 14 and CST ver. 
2014, and general design guidelines are provided. 
Experimental results are presented to validate the new 
design concept. Measurements and EM simulations are 
in a good agreement.

Index Terms � High frequency structure simulator 
(HFSS), inspired metamaterials, inverted-F antenna 
(IFA), transmission-line based metamaterials (TL-
MTM), universal serial bus (USB).

I. INTRODUCTION
Universal serial bus device (USB) [1] is a good 

candidate for data transmission in most digital devices. 
The challenge in designing a USB antenna is to design 
compact, low cost and multiband antenna to support 
multi standards as much as possible. Generally, the 
monopole antenna applied to a wireless USB dongle has 
dual resonances including 2.4 GHz and 5.2 GHz bands 

only [2-3]. A new research paper [4] supports triple band 
operation. These designs use traditional approach such 
as meander shaped slots [2], [4], and fractal shapes [3];
however, there is tradeoff between design complexity, 
and fabrication cost associated with multiband 
extension. On the other hand, the printed-F antenna 
offers an attractive solution for modern wireless 
communication systems because it has a low profile, can 
be etched on a single substrate and can provide the 
feature of broadband or multiband operation. Recently, 
the combination of inspired metamaterial and printed 
IFA has proven to be a good candidate for the design of 
compact multiband USB antennas [5]. Also, the 
transmission-line metamaterials (TL-MTM) provide a 
conceptual route for implementing small resonant 
antennas [6]-[9]. TL-MTM structures operating at 
�������	�
���
����

��
����
��
�����
��
��
������ small 
printed antennas in [7].

In this paper, quad-band CPW fed printed IFA 
antenna is proposed using reactive loading, that is 
inspired by using the negative-refractive-index (NRI) 
������������
����
������������
�
����
	���
����
��
�����
��


����
 ���
 �
�	��	������
 ��
 ���
 ���� term evaluation 
LTE900 (0.9–0.96) GHz, the Wi-Fi bands (lower Wi-Fi 
band) of (2.4–2.48) GHz and upper Wi-Fi band of (5.2–
5.25) GHz, and the WiMAX (3.5–3.6) GHz band while 
maintaining a small form factor for USB applications. 
All simulations are carried out using the EM commercial 
simulator, HFSS which is based on finite element 
method.

The rest of the paper is organized as follows: in 
Section II, the design and simulation of the proposed 
antenna is described. Section III discussed the 
components interaction. Section IV explains the 
experimental results and discussion. Section V 
concludes and summarized the features of the proposed 
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antenna.

II. ANTENNA DESIGN AND SIMULATION
Figure 1 shows the geometry of the 2D and 3D 

antenna, resonating at four frequency bands at 0.9, 1.8, 
3.5, and 5.2 GHz, respectively. Table 1 shows the 
optimized dimensions of the proposed antenna. The 
antenna is designed on a low-cost FR4 substrate with 
height h = 0.8 mm, dielectric constant �r = 4.7 and loss 
tangent ���� �� = 0.025. The antenna is fed by a CPW 
transmission-line, which can be easily integrated with 
other CPW-based microwave circuits printed on the 
same substrate. The CPW feed is connected to the 
	������
	����
�������
�
��������
��
�
!"#
	����	���$


The overall size of the antenna including the ground 
plane is 50×20×0.8 mm3. The proposed design is via-free 
and can therefore be easily fabricated. The design steps 
and their responses are shown in Fig. 2. The reactive 
loading of the CPW fed IFA is inspired by transmission-
line metamaterials, specifically the concept of a zero-
index of refraction.

(a) (b) (c)

(d)

Fig. 1. Quad-band CPW fed printed IFA antenna with 
two metamaterial inspired unit cells: (a) top view, (b) 
bottom view, (c) side view, and (d) 3D schematic with 
housing case and USB connector.

Table 1: The dimensions of the proposed antenna (all 
dimensions in mm)
Wp Lp L1 L2 S1 S2 S3 S4 Lsw

20 50 39 6.75 4.5 14.1 7.3 3.8 9.5
LGP A B Wm1 Wm2 Lm1 Lm2 C1 T
34 1.8 0.2 0.8 0.3 7.7 5.4 5.2 1
C2 C3 C4 C W W1 W2 L H
8.5 3 5 3.4 26 1 0.3 55.5 10

In order to maintain the antenna’s small form-factor 
while achieving more operating frequencies, the CPW 
two IFA arms were loaded with a dual asymmetric 
negative-refractive-index transmission line (NRI-TL) 
metamaterial-�����
�
����
 	����
 ��
 ���%�
 ��
&��$
' (a). 
(��
���	���
���
������
	����	�������	�
��
���

��
����
�


unit cell is shown in Fig. 3 (b) [8]-[14-16] around 2.4
GHz. The structure consists of a host TL medium 
periodically loaded with discrete lumped element 
components. The unit cell was implemented at 2.4 GHz 
using the advanced design system (ADS) microwave 
circuit simulator. The impedance matching condition 
[8]-[14-15] has been satisfied and, therefore, the stop 
band has been closed. It can also be observed that at 2.4
GHz, the phase shift is 0 (balanced case).

The design flow can be described with the aid of 
Figs. 2 (a) to (d), and its corresponding reflection 
coefficient |S11| less than -6 dB is shown in Fig. 2 (e) as 
follows.

First step starts by designing the conventional CPW 
fed printed IFA as shown in Fig. 2 (a) to operate at 0.9 
GHz, with L1=39 mm. |S11| is shown as blue dashed 
dotted line in Fig. 2 (e).

Second step is to add the IFA second arm with L2 =
6.75 mm as shown in Fig. 2 (b), to operate at WLAN 5.2 
GHz, shown as red dashed line in Fig. 2 (e).

The resonant frequencies of first and second IFA 
arms can be approximately determined by [10]:

� � �

����	

(��)
, (1)

where C, Li and 
���� are the speed of light, the IFA 1st,
2nd arm lengths and the effective dielectric constant, 
respectively.

Third step of design, shown in Fig. 2 (c), is to load 
the first cell to operate at 2.7 GHz, shown as dotted green 
line in Fig. 2 (e).

Fourth step of design, shown in Fig. 2 (d), is adding 
the second cell with different size to operate at WIMAX 
3.5 GHz, shown as gray solid line in Fig. 2 (e). It is 
noticed that the resonant frequency at 2.7 GHz is reduced 
to be at Bluetooth 2.4 GHz, due to the coupling effect of 
the nearby elements. All dimensions are listed in Table 
1. The two capacitors formed between the first cell, the 
first IFA arm and ground plane, are represented by the 
two lengths C1 and C2, respectively. The same with the 
second cell, the lengths C3 and C4 represent the two 
capacitors between the second cell, the first IFA arm and 
ground plane while the two inductors of first and second 
cells are represented by the two lengths meander lines, 
Lm1 and Lm2, respectively. The length Lm1 is represented 
by ten turns of 8.8 mm one turn length. The length Lm2 is 
represented by seven turns of 8.8 mm one turn length. 
With decreasing the capacitor C1 between the first cell 
and the IFA first arm, the three resonant 3.5 GHz, 2.5 
GHz, and 5.2 GHz are affected, while all other 
parameters remain constant. The first cell is coupled to 
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the second cell and the IFA second arm. The same 
happens when decreasing the number of meander line 
length as shown in Fig. 4. The parameters C1 and C2

represent the capacitive loading (distance to ground 
plane), therefore the most significant effect will be 
capacitive. While the length Lm1 and Lm2 represent the 
inductive loading (the parameter’s lengths are increased 
right and left without moving toward the ground plane),
therefore the most significant effect will be inductive.

(a) (b) (c) (d)

(e)

Fig. 2. (a)-(d) Design steps of the proposed quad printed-
IFA, and (e) the |S11| design procedures of the proposed 
antenna.

(a) (b)

Fig. 3. (a) The equivalent circuit when the proposed 
antenna operates at the first arm IFA, and (b) dispersion 
relation calculated for the balanced �����
�
����
	���$

(a) (b)

Fig. 4. Variation of |S11| against first cell parameters: (a) 
C1, and (b) Lm1.

On the other hand, with decreasing the number of 
meander line turns and length C3 between the second cell 
and IFA second arm, the resonant frequency is increased 
for wireless communication applications, as shown in 
Figs. 5 (a) and (b), while all other parameters almost 
remain unchanged. The same happens when increasing 
the length C4 between the second cell and the IFA second 
arm, as shown in Fig. 5 (c). The second cell has 
independent tuning due to free space zone to the ground 
plane

Otherwise, the first cell has dependent tuning due to 
coupling effect with second cell and IFA second arm
loading. The operations of the antenna at the four 
resonant frequencies are further studied using the surface 
current distribution, as shown in Fig. 6. In addition to the 
two fundamental resonant frequencies of the two IFA 
arms, at 0.9 GHz and 5.2 GHz, the two TL-MTM 
reactive loading unit cells introduce new two resonances 
around Bluetooth 2.4 GHz and WIMAX 3.5 GHz. At 
these frequencies, the antenna no longer acts as a printed 
IFA mode, but rather as dipole mode along the x-axis [7], 
as shown in Figs. 6 (b) and (c). The highest current 
densities mainly flow around each element that 
corresponds to its resonant frequency, and so is 
responsible for the corresponding radiations.

(a) (b)

(c)

Fig. 5. Variation of |S11| against second cell parameters:
(a) C3, (b) Lm2, and (c) C4.

(a) (b) (c) (d)

Fig. 6. The surface current distribution at: (a) 0.9 GHz, 
(b) 2.4 GHz, (c) 3.5 GHz, and (d) 5.2 GHz, respectively.

1 2 3 4 5 6
-40

-30

-20

-10

0

|S
11

|(d
B

)

Frequency (GHz)

 IFA single arm
 IFA with two arms
 Two arms IFA  with first cell 
 Two arms IFA with two cells 

1 2 3 4 5 6
-40

-30

-20

-10

0

|S
11

|(d
B

)

Frequency (GHz)

Effect of C1
 =2mm
 =3mm
 =4mm
 =5mm

1 2 3 4 5 6
-40

-30

-20

-10

0

|S
11

|(d
B

)

Frequency (GHz)

Effect of Lm1
 1turn
 2turn
 3turn
 4turn

1 2 3 4 5 6
-40

-30

-20

-10

0

|S
11

|(d
B

)

Frequency (GHz)

Effect of C3
 =1.5
 =2
 =2.5
 =3

1 2 3 4 5 6
-40

-30

-20

-10

0

|S
11

|(d
B

)

Frequency (GHz)

Effect of Lm2
 1turn
 2turn
 3turn
 4turn

1 2 3 4 5 6
-40

-30

-20

-10

0

|S
11

|(d
B)

Frequency (GHz)

Effect of C4
 =2
 =3
 =4
 =5

566 ACES JOURNAL, Vol. 30, No. 5, May 2015



III. COMPONENTS INTERACTION
The whole USB structure has dimensions of 

0.8×20×50 mm3, while the USB antenna has dimensions 
of 0.8×20×16 mm3. The rest of this space is used to 
mount the other components of the USB. Therefore, 
component interaction is an issue to take into account as 
for mobile handset [11]. This section deals with the 
effect of the housing case, USB connector and laptop 
device on the antenna performance.

Figure 7 (a) shows the geometry of the USB antenna 
with housing case, USB connector, and laptop device. 
The antenna is packaged with PVC (Polyvinyl chloride) 
casing materials of permittivity 4.5. The permittivity of 
screen, keyboard, laptop housing are 3.5, 2.25 and 3,
respectively. Figure 7 (b) shows the effect on antenna 
reflection coefficient of the proposed antenna. To 
validate our results we are using another simulator, 
microwave studio transient solver (CST) ver. 2013, 
which is based on finite integral technique.

It is noticed that loading the antenna with PVC 
housing case, USB connector, and laptop device causes 
a slight shift on the frequencies at 0.9 GHz, 3.5 GHz and 
5.2 GHz, but still covers the channel bandwidth of LTE, 
WIMAX and upper WLAN.

(a)

(b)

Fig. 7 (a). The HFSS proposed antenna with housing 
case, USB connector and laptop device, and (b) 
simulated |S11| of the proposed antenna with housing 
case, connector and laptop using different simulators.

In the simulation, it seems that the proposed antenna 
is too small with respect to the laptop. The simulation 
results are performed using HFSS, both solver discreet 
and interpolating setup solution and CST microwave 
studio time domain solver. HFSS and CST programs 
have automatic and manual adaptive meshing options. 
The number of mesh cells could be controlled in the 

antenna’s area than the other areas (laptop), as shown in 
Table 2. As expected, there is a slight difference between 
both results due to different methods of meshing, as 
shown in Fig. 7 (b).

Table 2: Different simulator parameters
Simulator HFSS 

Interpolating
HFSS 

Discreet
CST

Start Fo

(GHz)
0.1 0.1 0.1

Stop Fo

(GHz)
6 6 6

Step Fo

(GHz)
0.01 0.01 0.01

No. of points 551 551 551

No. of tetra 
hydras

95391 195244 -

No. of mesh 
cells

- - 24200079

IV. EXPERIMENTAL RESULTS AND
DISCUSSION

To verify the simulated results, two proposed 
antennas are fabricated at C4=5 mm and C4=2 mm, as 
shown in Figs. 8 (a) and (b). The antennas are fabricated 
using photolithographic technique and were measured 
�����
)����
���
!	�%��*
+,#./$
#
��
�
369
����


line with a metal strip width Ws =1 mm and a gap distance 
Wss =0.2 mm is used to excite the designed antenna. 
Figure 9 (a) shows the comparison between the 
simulated and measured reflection coefficient of the 
antenna. The experimental result shows good agreement 
with the simulated one at the target operating 
frequencies. Figure 9 (b) shows that the unbalanced case 
between the right and left handed regions [8] are 
appeared when decreasing the length C4 to 2 mm, which 
broaden the bandwidth of the original resonant 
frequency of the second cell itself, covering wide 
bandwidth at 3 GHz.

Figure 8 (c) and Fig. 9 (c) show the fabricated USB 
antenna with the PVC case material and comparison 
between measured and simulated |S11|, respectively. It is 
noticed that matching is improved by increasing the 
permittivity of the casing material, while the radiation 
efficiency is worsened. The simulated gains, radiation 
efficiency at each operating frequency are summarized 
in Table 3. The radiation efficiency was measured by 
using wheeler-cap method [12-13]. The average 
radiation efficiency is more than 75% over operating 
frequencies. The measured -6 dB impedance bandwidths 
for each resonance are suitable for the channel 
bandwidth of the LTE band 11 (0.9-0.96 GHz), 
Bluetooth (2.4-2.45 GHz), WIMAX (3.5-3.6 GHz), and 
upper WLAN (5.2-5.25 GHz).

1 2 3 4 5 6
-40

-30

-20

-10

0

|S
11

|(d
B)

Frequency (GHz)

Without housing
Housing case and laptop (HFSS-discret)
Housing case and laptop (HFSS-Interpolating)
Housing case and laptop (CST)
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(a) (b) (c)

Fig. 8. Photos of proposed antennas (C4 =2 mm & 5 mm):
(a) upper layer, (b) bottom layer, and (c) with casing 
material.

(a)

(b)

(c)

Fig. 9. Simulated and measured |S11| of the proposed 
antenna: (a) C4=5 mm, (b) C4=2 mm, and (c) with 
package of PVC casing material.

Table 3: The simulated and measured antenna 
parameters

                      Fo (GHz)
Parameter 0.9 2.4 3.5 5.2

Sim. Gain (dBi) 2.2 2.5 2.6 2.9
Sim. Effi. (%) 65 79 85 88

Measu. Effi. (wheeler) (%) 68 81 84 86
Sim. BW (MHz) (-6 dB) 70 80 95 80

Measu. BW (MHz) (-6 dB) 70 80 90 120

The radiation patterns of the proposed antenna are 
measured in a Star-Lab 18 anechoic chamber, and the 
walls inside the chamber are covered with absorbing 
materials to mitigate signal reflections. The simulated 
and measured radiation patterns of the proposed antenna 
are listed in Table 4 in E-plane (��	�
0) and H-Plane (��
= 900), with normalized co- and cross-polarization (E�
and E�), respectively. For almost all frequency bands, the 
normalized co-polarized (co-pol) patterns show nearly 
omni-directional radiations and their corresponding 
cross-polarized (x-pol) patterns exhibit monopole-like. 
The average difference between the co and cross levels 
in the main plane for most of the frequencies is higher 
than 10 dB, which is accepted for wireless 
communication. Some discrepancies between the 
simulated and measured results appear at certain
frequencies that may be attributed to the inadequate size 
of the absorbers in addition to normalization error.

Table 4: Radiation patterns, simulated: black lines; 
measured: red lines; E:: solid lines; E;: dotted lines at 
each resonant frequency; axes are shown in Fig. 1
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(GHz) XZ XY
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V. CONCLUSION
New quad-band USB antenna was presented in this 

paper. A metamaterial inspired reactive loading was used 
to create multiband for wireless USB applications. The 
theory of the proposed antenna was verified by using EM 
simulator and measurements. The antenna was designed 
to have quad-band operation covering LTE 0.9 GHz, 
Bluetooth 2.4 GHz, WIMAX (3.5 GHz), and upper 
WLAN (5.2 GHz) bands. The effect of the laptop, 
housing case, and USB connector is studied using 
different simulation programs. The results show that 
these components have no significant effect on the 
performance of the proposed antenna. The measured and 
simulated results were in good agreement. The proposed 
antenna demonstrates good gain and radiation efficiency. 
The radiation patterns approximate an omnidirectional 
pattern. These features make the antenna a good 
candidate for a multiband USB dongle antenna.

ACKNOWLEDGEMENTS
This research is funded by the National 

Telecommunication Regularity Authority, (NTRA), 
Ministry of Communication and Information 
Technology, Egypt.

REFERENCES
[1] http://en.wikipedia.org/wiki/Universal_Serial_Bus
[2] S. Lee and Y. Sung, “Multiband antenna for 

wireless USB dongle applications,” IEEE 
Antennas and Wireless Propagation Letters, vol. 
10, pp. 25-28, 2003.

[3] S. Chaimool, C. Chokchal, and P. Akkrak,
“Multiband loaded fractal loop monopole antenna 
for USB dongle applications,” IET Electronics 
Letters, vol. 48, pp. 388-390, 2012.

[4] Y. Park, D. Kang, and Y. Sung, “Compact folded 
tri-band monopole antenna for USB dongle 
applications,” IEEE Antennas and Wireless 
Propagation Letters, vol. 11. pp. 228-231, 2012.

[5] A. Soliman, D. E-Sheakh, and E. A. Abdallah,
“Compact independent tri-band printed-IFA 
loaded with inspired metamaterial for wireless 
communication applications,” 17th European 
Conference on antenna and Propagation (EUCAP) 
Conference, pp. 931-934, 2013.

[6] G. Eleftriades, A. Lyar, and P. Kamar, “A compact 
tri-band monopole antenna with single-cell 
metamaterial loading,” IEEE Trans. Antennas 
Propagat., vol. 58, pp. 1031-1038, Apr. 2010.

[7] G. Eleftriades and K. Balmain, Negative-
Refraction Metamaterials: Fundamental 
Principles and Applications, Hoboken/Piscataway, 
NJ: Wiley/IEEE Press, 2005.

[8] G. Eleftriades, A. Grbica, and M. Antoniades, 
“Compact linear lead/lag metamaterial phase 
shifters for broadband applications,” IEEE 

Antennas and Wireless Propagation Letters, vol. 2, 
pp. 104-107, 2003.

[9] M. Antoniades and G. Eleftriades, “A folded-
monopole model for electrically small NRI-TL 
metamaterial antennas,” IEEE Antennas and 
Wireless Propagation Letters, vol. 7, pp. 425-428, 
2008.

[10] D. Elesheakh, H. Elsadek, and H. Ghali, “Single 
feed compact quad-band PIFA antenna for wireless 
communication applications,” IEEE Trans. 
Antennas Propagat., vol. 53, pp. 36-43, 2005.

[11] K. Wong and H. Chang, “Surface-mountable EMC 
monopole chip antenna for WLAN operation,”
IEEE Trans. Antennas Propagat., vol. 54, pp.
1100-1104, 2006.

[12] H. Wheeler, “The radian sphere around a small 
antenna,” Proceedings of the IRE, vol. 47, pp. 
1325-1331, 1959.

[13] 9$
"	<��*���
=#
�������
%������
	�

������
���


���������
�������
���	���	>,” Proceedings of the 
IEEE Symp. Antennas and Propag., pp. 542-545, 
1997.

[14] T. Zvolensky, J. A. Laurinaho, C. R. Simovski, and 
A. V. Räisänen, “A systematic design method for 
CRLH periodic structures in the microwave to 
millimeter-wave range,” IEEE Trans. Antennas 
Propagat., vol. 62, no. 8, pp. 4153-4161, Aug. 
2014.

[15] A. Lai, T. Itoh, and C. Caloz, “Composite 
right/left-handed transmission line metamaterials,” 
IEEE Microw. Mag., vol. 5, no. 3, pp. 34-50, Sep. 
2004.

[16] C. Caloz and T. Itoh, Electromagnetic 
Metamaterials: Transmission Line Theory and 
Microwave Applications, Hoboken, NJ, USA: 
Wiley, ch. 3, 5, and 6, 2006.

Ahmed M. Soliman was born in 
Cairo in 1987. He received the B.Sc. 
degree (with honors) in Electrical 
and Communication Engineering 
from Shoubra Faculty of 
Engineering, Zagazig University, 
Cairo, Egypt, in 2009. Currently, he 
is working towards the M.Sc. degree 

at the Faculty of Engineering, Ain Shams University. 
Since his graduation, he was appointed as an R.A. by the 
Electronics Research Institute, Microstrip Department, 
Giza, Egypt. His graduation project was to design a 
communication system for cube satellite under the 
supervision of the National Authority for Remote 
Sensing and Space Sciences (NARRS). He and his 
graduation projects team received the Information 

SOLIMAN, ELSHEAKH, ABDALLAH, ET.AL.: INSPIRED METAMATERIAL QUAD-BAND PRINTED INVERTED-F (IFA) ANTENNA 569



Technology Industry Development Agency Award, the 
2009 Young Investigator Award, and Giza Systems 
School of Technology scholarship Award.

Dalia M. Elsheakh born in Giza, 
Egypt, in 1976. She received the 
B.S., M.S., and Ph.D. degrees in 
Electrical and Communication 
Engineering from Ain Shams 
University, Cairo, Egypt, in May 
1998, 2004 and 2010 respectively. 
M.Sc. title, “The Design of 

Microstrip PIFA Antennas for Mobile Handsets” and 
Ph.D. entitled, “Electromagnetic Band-Gap (EBG) 
Structure for Microstrip Antenna Systems (Analysis and 
Design)”. From 2000 to 2004 she was a Research 
Assistant and from 2004 to 2010 she has been an 
Assistant Researcher with the Microstrip Department, 
Electronic Research Institute. She has been an Assistant 
Professor with the Microstrip Department. 2014 she has 
been an international visitor in Hawaii Center for 
Advanced Communications (HCAC).

Esmat A. Abdallah graduated from 
the Faculty of Engineering and 
received the M.Sc. and Ph.D. 
degrees from Cairo University, 
Giza, Egypt, in 1968, 1972, and 
1975, respectively. She was 
nominated as Assistant Professor, 
Associate Professor and Professor 

in 1975, 1980 and 1985, respectively. In 1989, she was 

appointed President of the Electronics Research Institute 
ERI, Cairo, Egypt, a position she held for about ten 
years. She became the Head of the Microstrip 
Department, ERI, from 1999 to 2006. She has focused 
her research on microwave circuit designs, planar 
antenna systems and nonreciprocal ferrite devices, and 
recently on EBG structures, UWB components and 
antenna and RFID systems.

Hadia M. El Hennawy received the 
B.Sc. and the M.Sc. degrees from 
Ain Shams University, Cairo, Egypt, 
in 1972 and 1976, respectively, and 
the Ph.D. degree from the Technische
Universitat Braunschweig, Germany, 
in 1982. In 1982, she returned to 
Egypt and joined the Electronics and 

Communications Engineering Department, Ain Shams 
University, as an Assistant Professor. She was 
nominated an Associate Professor in 1987 and then a 
Professor in 1992. In 2004, she was appointed as the 
Vice-Dean for Graduate Study and Research. In 2005, 
she was appointed as the Dean of the Faculty of 
Engineering, Ain Shams University. She has focused her 
research on microwave circuit design, antennas, 
microwave communication and recently wireless 
communication. She has been the Head of the 
Microwave Research Lab since 1982.

570 ACES JOURNAL, Vol. 30, No. 5, May 2015



Optimization of the Auxiliary Sources Method for 2D Arbitrary-Shaped 
Scattering Problems 

 
 

A. Bouzidi and T. Aguili 
 

Department of Information Technology and Communication 

Tunis El Manar University, Tunisia, B. P. 37, Le Belvedere, Tunis 1002 

afif.bouzidi@gmail.com, taoufik.aguili@gmail.com 

 

 

Abstract ─ The distribution of radiation centers plays an 

important role in the auxiliary sources method. It has a 

decisive influence on the accuracy of solutions, the 

convergence rate and the computation cost. The optimal 

selection of the MAS (method of auxiliary sources) 

parameters (auxiliary surface, position of radiation 

centers) is considered an open issue. This work presents 

a systematic optimization framework to achieve the 

optimal configuration of the MAS for scattering by an 

infinite arbitrary-shaped cylinder. 

 

Index Terms ─ Auxiliary sources method, level set 

method, radar cross-section. 

 

I. INTRODUCTION 
The method of auxiliary sources presents an 

auspicious alternative to standard integral equation 

techniques (such as the moment method) to solve 

scattering problems with an optimal compromise 

between accuracy and computational resources. 

Previous researches [1,2] have shown that the rigorous 

location of the auxiliary sources (AS) is imperative to 

achieve efficiency of the MAS, the distribution of the AS 

strongly affects the convergence rate and the accuracy of 

the solution. It is shown that to guarantee the optimality 

of the MAS, the auxiliary surface should encircle the 

scattered field singularities as tightly as possible [3]. The 

standard allocation of the auxiliary sources is based on 

empirical rules and on the caustic hypothesis. 

Consequently, the appropriate distribution of the 

auxiliary sources, for a predesigned accuracy is achieved 

by try-and-error processes or by searching the 

corresponding caustic surfaces [4,5,6]. These 

approaches are applicable only for problems with simple 

canonical geometries. The obscurity associated with the 

location of the auxiliary sources for arbitrary-shaped 

objects is the prevailing breakdown point of the MAS. 

The salient feature of the proposed technique is the 

replacement of laborious trial and error procedure of the 

standard MAS by a systematic and fully automated one. 

The outline of the paper is as follows. First we go over 

2D scattering problem with perfectly conducting 

boundary conditions, we present the formulation of the 

MAS and we discuss the impact of the singularities 

localization on its efficiency. Secondly, we review the 

level set method and we adapt it to our purpose. 

Proceeding from this, we set up a numerical framework 

to automatically carry out the optimal auxiliary sources 

distribution. Finally, we report some numerical 

experiments to clearly demonstrate the accuracy and the 

robustness of the optimized MAS compared to the 

standard one. 

 

II. AUXILIARY SOURCES METHOD 
FORMULATION 

Let us consider a two-dimensional object having an 

arbitrary cross-section Ω as shown in Fig. 1. The object 

is assumed to be uniform in the z direction and a 

perfectly conducting boundary condition is held on its 

contour Г. The polarization of the incident wave is 

assumed to be transverse magnetic (TM) with respect to 

the cylinder axis z. It is obvious that the scattered field is 

z directed too, which reduces the scattering problem to a 

bidirectional one. 

On the boundary Г the scattered electric field 

satisfies: 

 Γs i
z zE E r� 
 & �Γ�r . (1) 

 

 
 

Fig. 1. MAS geometry. 
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According to the auxiliary sources method, let S 

designates the auxiliary surface, 
niM CC1
the radiation 

centers located at points nir CC1

�
 as shown in Fig. 1, and 

nii
)( )rr(kH CC


1

2

0

��  the Hankel functions of zero order 

and second kind associated with elementary sources. 

Kupradze [2] proved that the set of functions 

3CC
 ii
)( )rr(kH

1

2

0

��  is complete and linearly independent 

on the surface Г. So, there are coefficients 
nia CC1

 such 

that, using the n first functions of the aforementioned 

system, the scattered electric field can be approximated 

as follows: 

 �
�


6
n

i
ii

s
z rrkHaE

1

)2(

0
)(

��
. (2) 

This will approach exact solution as 3�n  It has 

been proved that any scattered field that transfers energy 

to infinity must have areas of irregular sources within 

finite volume, otherwise the scattered field is null 

everywhere [7]. So, it is obvious that 
s
zE  certainly has 

irregular domains that could be in form of isolated 

points, lines or surfaces. S should enclose the 

singularities as tightly as possible. Ignoring this point 

leads to a weakening of convergence and even diverging 

of the equation (2) when n increases. By matching the 

boundary condition at m collocation points 
mpr CC1

�
, the 

problem can be formulated as follows. Find 
nia CC1
 such 

that: 

 mprErrkHa p
i
z

n

i
pii CC
�
�

�

1)()(
1

)2(

0

���
. (3) 

The stability and the size of the obtained algebraic 

system depend on the proper choice of auxiliary 

parameters that are the shape of the auxiliary surface S 

and the distribution of the radiation centers ni1
r CC

�
. 

The necessary number of terms of the series (2) 

strongly depends on the relative distance between the 

real surface and the auxiliary surface S on which the 

auxiliary sources are placed. When the auxiliary surface 

moves away from the real one the number of terms in (2) 

decreases strongly and consequently, the computational 

cost decreases, but it should be noted that if the scattered 

field singularities appear outside the auxiliary surface, 

the computing process might diverge. Therefore a good 

description of singularities is an essential part of the 

method to carry out the optimal solution. 

 

III. THE LEVEL SET METHOD 
A. An overview of level set method 

The level set method was introduced by Osher and 

Sethian [8] in the field of fluid dynamics, to trace 

interfaces between different phases of fluid flows. Later, 

it has been used for many different kinds of physical 

problems. The main idea behind this method is to 

represent the interface at each time t as the zero level set 

of a function ,t)r(�/ . Thus, given a contour S bounding 

an open region D in 2M , we wish to study its motion 

under a velocity field v. The level set idea consists in 

defining a smooth function to implicitly represent S as 

the set of points where ),( tr�/  vanishes. That is

E F0),(/2 �M�� trrS �� / . The function ),( tr�/  is 

called the level set function, and it has the following 

properties: 

 

Srfor
Drfor
Drfor

��
N8
�9

�

�

�

0

0

0

/
/
/

. (3) 

This concept is illustrated by the Fig. 2. 

 

 
 

Fig. 2. Level set function. 

 

The Fig. 2 shows a propagating contour and the 

accompanying function φ, S moves along its forwards 

pointing normal at a fixed speed v. We remark that the 

evolution of S is perfectly described by the zero level set 

of φ. The evolution of the implicit function φ can be 

described by the following partial differential equation, 

known as Hamilton-Jacobi equation [8]: 

 
0,0)r(0,v

t
////

����
�
� �

, (4) 

where, 
t�
�  denotes a partial derivative to the temporal 

variable t and � denotes the gradient operator. The 

function 
0/ embeds the initial position of the moving 

contour S. 

 

B. The level set dictionary 
Once the level set function / is defined, most of the 

geometrical quantities of the contour S can be 

represented in terms of the function/ : 

The normal vector is given by: 

 
/
/

�
�

�n� . (5) 

The mean curvature: 
 

/
/O

�
�

������ n� . (6) 
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The length of S: 

 dSL //$/ �� �; )()( , (7) 

where )(/$ denotes the Dirac function: 

 

.
-
+

:
�

�
0if0

0if1
)(

/
/

/$ . (8) 

Moreover, the integral of a function f along S can be 

writing in function of / : 

 drrfdSrf
S

//$ �� �� ;
)()()( . (9) 

 

IV. OPTIMIZATION METHOD 
The algebraic system (3) can be written in the 

following form: 

 mprEdSrrkHrA p
i
zp

S

CC
�
� 1)()'()'( )2(

0

����
, (10) 

where )(rA �
represents the distribution of the auxiliary 

sources over S. Let’s consider D an open subset of Ω 

enclosed by the auxiliary surface S as shown in Fig. 3. 

We define /  as level set function of S by: 

 

.
-
+

N
�


�
DrifSr
DrifSr

tr ��

��
�

),(distance

),(distance
),(/ . (11) 

S divides the domain D into two parts, and then the 

level set function /  is negative inside and positive 

outside, 

 E F0),(/2 �M�� trrS �� / . (12) 

By using the property (9) of the level set method, the 

equation (10) can be writing as: 

 

mprE

drrrkHrA

p
i
z

p

CC
�

�
�
;

1)(

')()'()'( )2(

0

�

��� /$/
. (13) 

The problem can be formulated as an optimization 

one: 

 ),(argmin),(
,

** //
/

AJA
A

� . (14) 

Find distribution *A  and the level set function 
*/

which minimize the cost function J: 
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/$/

/

. (15) 

The optimal distribution of the radiation centers 

strongly depends on the area of the auxiliary surface. By 

shifting the sources into the conducting body the 

scattered field function becomes smoother on the surface 

of the body and the fulfillment of the boundary 

conditions in the region between collocation points is 

improved. However, the shift of the auxiliary surface is 

restricted by the location of the scattered field 

singularities. So, the area of the auxiliary surface should 

be added to the cost functional J as regularization term. 

Therefore, we force the algorithm to search the best-

suited auxiliary surface that encloses the singularities: 
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where @ is a real-valued regularization coefficient. 

 

 
 

Fig. 3. Level-set representation of the auxiliary surface. 

 

A. Localization of the auxiliary surface 
The evolution of /  is described by the following 

Hamilton-Jacobi equation (4). In this differential form t 

stands for not actual time, but instead optimization steps. 

We want to choose an evolution law v such 09
�
�

t
J , J 

will decrease with the artificial time evolution during a 

sufficient small time interval, > ?L,0  
t
J
�
� is given by: (by 

applying the chain’s rule and the definition of Gateaux 

differential): 

 � ��
�

��
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J
� , (17) 

where n�  denotes the unit normal to the auxiliary surface 

S and 
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,  denotes the dot product. An obvious selection for v 

is: 
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After substituting v into (4), the differential equation can 
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be solved numerically using the upwind scheme. 

 

B. Calculation of the radiation center positions 
Suppose /  is perturbed by a small variation $/  and 

let r$  be the resulting variation of the point r as shown 

in Fig. 4. By taking the variations of the equation (4) 

between 0�t  and L�t , we get: 

 0vτδ ��� // . (20) 

We have δrvτ � . We find the relation between r$
and $/ : 

 
/

$/$
�


�r . (21) 

So, the radiation center positions nir CC1  are updated 

as follows: 

 
/

$/L
�


�� )()( trtr ii
. (22) 

 

 
 

Fig. 4. Deformation of shapes by the level set 

formulation 

 

C. Calculation of the auxiliary sources' amplitudes 
To find the optimal auxiliary sources' amplitudes, 

we should update nia CC1
 by following the descent 

direction of the cost function J. The descent direction is 

given by the negative derivative of J with respect to 

nia CC1
. So, we just need to compute 

niia
J

CC�
�

1

 and 

updating ia as follows. Choose the step size 082 : 
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ia
J

�
� is given by: (by applying the chain's rule and the 

definition of Gateaux differential): 
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D. Numerical scheme 
To summarize we can list the optimization steps as 

below: 
1- Choose the initial level set function 

0/  that 

represents the initial auxiliary surface 
0S . 

2- Choose the initial positions and amplitudes of the 

radiation centers ( nir CC1
, nia CC1

). 

3- For 0Bj : 

- Choose the regularization coefficient β and 

calculate v (equation (19)). 

- Determine the level set function j/  by 

resolving the Hamilton-Jacobi equation in the 

time interval > ?L,0  with the initial condition 

1
� j//  (equation (4)). 

- Update 
j

ir (equation (22)). 

- Update j
ia (equation (23)). 

- Go to the next iteration if not converged. 

The error of the boundary condition is used for 

convergence criterion: 
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Iterations continue until the stop criterion will be 

satisfied, typically when the errors mpe CC1 exhibit, 

between two iterations, become smaller than a 

predefined threshold. The proposed optimization 

procedure provides three degrees of freedom (auxiliary 

surface, positions and amplitudes of the radiation 

centers) to achieve any boundary condition error, which 

is a great advantage over classical MAS 

implementations. Indeed, in the classical MAS 

implementations, the auxiliary surface and the radiation 

center positions are fixed beforehand. So, the accuracy is 

not automatically adjustable, the only degree of freedom 

is the auxiliary sources' amplitudes. Generally, the 

standard MAS is based on empirical rules and on the 

caustic concept leading to the following 

recommendations [9,10,11,12,13]. The distance d 

between the physical surface Г and the auxiliary surface 

S should satisfy the condition d<Rmin, where Rmin is 

the minimal radius of positive curvature of the surface Г. 

Several numerical methods have been proposed to 

overcome these constraints such as [6,14,15]. By using 

level set technique, the proposed method shows a great 

potential to determine the optimal MAS parameters that 

satisfy any accuracy. 

 

V. NUMERICAL EXPERIMENTS 
We present two experiments. The aim of the first 

one is showing the aptitude of the optimized method to 

trace scattered field singularities. The second numerical 

example is about RCS (radar cross-section) calculating, 
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we compare the accuracy and the computational cost 

obtained by the proposed method and those obtained by 

the standard MAS. 

 

A. Singularities localization 
We consider an elliptical cylinder illuminated by an 

incident plane wave at 100 MHz. It is well-known that 

the singularities of the wave field in this problem are 

located at focal points [16]. The auxiliary surface 

evolution at 0, 23, 50 and 70 iterations is shown at Fig. 

5. The angle α (Figs. 5 and 6) is used to indicate the 

positions of the radiation centers on the auxiliary surface. 

When the boundary condition error does not exceed 

1% (iteration 70), the distribution of the sources' 

amplitudes for different angle α is shown in Fig. 5. The 

obtained surface passes through the foci’s region and for 

particular angles E F**2 2,,0�  the sharpest amplitude 

is observed. These angles correspond to focal points F1 

and F2, which is consistent with the analytic result. 

 

 
 

Fig. 5. Singularities location. 

 

 
 

Fig. 6. The distribution of the auxiliary sources 

amplitudes. 

 

B. Accuracy and computational cost evaluation 
We present numerical experiments for some 

canonical geometries: infinite cylinders with square 

cross-section, circular cross-section, star-shaped cross-

section and dumbbell-shaped cross-section. All these 

obstacles are illuminated by an incident plane wave at f 

= 300 Mhz. Figures 7, 8, 9 and 10 show a comparison 

between the bistatic RCS values obtained from the 

optimized MAS and those obtained by the standard 

implementation, the result from FEKO electromagnetic 

simulation software is taken as reference. Tables 1 and 2 

show comparison between the optimized and the 

standard MAS method, the following criteria are taken 

into account: achieved accuracy (error on the boundary 

condition), number of auxiliary sources and number of 

collocation points. 

 

 
 

Fig. 7. RCS of an infinite length cylinder with square 

cross-section. 

 

 
 

Fig. 8. RCS of an infinite length cylinder with circular 

cross-section. 

 

 
 

Fig. 9. RCS of an infinite length cylinder with star-

shaped cross-section. 
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Fig. 10. RCS of an infinite length cylinder with 

dumbbell-shaped cross-section 

 

Table 1: Results obtained by the standard MAS 

implementation 

 Accuracy Auxiliary 

Sources 

Collocation 

Points 

Circular 

cross-section 
5% 300 300 

Square cross-

section 
7% 400 400 

Star-shaped 

cross-section 
5% 400 400 

Dumbbell 

shaped cross-

section 

6% 400 400 

 

Table 2: Results obtained by the optimized MAS 

 Accuracy Auxiliary 

Sources 

Collocation 

Points 

Circular 

cross-section 
0.1% 50 300 

Square cross-

section 
0.2% 90 400 

Star-shaped 

cross-section 
0.1% 50 400 

Dumbbell 

shaped cross-

section 

0.1% 50 400 

 

As a conclusion of these numerical experiments, it 

appears clearly that the optimized method is able to 

achieve high accuracy with less implementation cost 

than the standard MAS implementation. 

 

VI. CONCLUSION 
We have reported a numerical scheme for 

determining the optimal MAS parameters for two-

dimensional scattering problem by using the level set 

method. The comparison between RCS obtained from 

the proposed framework and those obtained from the 

standard MAS implementation shows that the proposed 

method can achieve high accuracy with less 

implementation cost. We have restricted our study to 

perfect electric cylinders, but the optimized method can 

be easily extended to study partially or fully penetrable 

ones. 
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