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Abstract ─ This paper presents a mathematical analysis 
of loop-flower basis functions which are adopted to cure 
low frequency breakdown in integral equations for 
solving electromagnetic scattering problems. Flower 
basis functions will be analyzed based on RWG-
connected graph generated according to RWG basis 
functions. This paper will also explore the conditioning 
behavior of loop-flower Gram matrices which greatly 
contributes to the whole conditioning of electric field 
integral equation. The performance of loop-flower basis 
functions is confirmed by numerical results that show 
fast convergence rate of iteration solvers, which are 
better than those of loop-star basis functions. 
 
Index Terms ─ Conditioning behavior, electromagnetic 
scattering, Gram matrices, loop-flower basis functions, 
low frequency breakdown. 
 

I. INTRODUCTION 
Electric field integral equations (EFIEs) are usually 

discretized by using Method of Moment (MoM), which 
is widely adopted to analyze electromagnetic problems 
in computational electromagnetics community. To 
numerically solve EFIE, the surface of the object is often 
discretized as simple elements such as triangles and 
quadrilaterals. Rao-Wilton-Glisson (RWG) basis 
functions are popular to expand surface electric and 
magnetic currents among all divergence-conforming 
vector basis functions. However, the use of RWG basis 
functions for the EFIE exhibits low frequency 
breakdown, that is to say, at very low frequencies the 
discretized EFIE matrix system is highly ill-conditioned, 
and hence is difficult to be solved accurately and 
efficiently [1,2]. In addition, when the EFIE is 
discretized with boundary elements of average geometry 
diameter h, the resulting matrix has a condition number 
growing as (kh)-2, where k is the wavenumber. Moreover, 

the impedance matrices resulting from EFIE tend to be 
ill-conditioned when derived from dense meshes whose 
average lengths are much smaller than the wavelength of 
the excitation [1,3]. 

Performing quasi-Helmholtz decomposition can 
cure the low frequency breakdown effectively. Various 
quasi-Helmholtz decompositions such as loop-star (LS) 
basis functions, loop-tree (LT) basis functions and so on, 
have been proposed in the past few years [4-8]. These 
quasi-Helmholtz decompositions forcibly separate the 
surface currents into the solenoidal part and the 
irrotational one properly at low frequencies. Moreover, a 
frequency scaling scheme is also implemented to obtain 
stable systems. Hence, both two parts of the currents can 
be handled correctly. Even though the quasi-Helmholtz 
decomposition is an efficient method to overcome low 
frequency breakdown, it cannot improve the 
conditioning of the EFIE operator when meshes are 
dense. Recently, an efficient Calderón multiplicative 
preconditioner [9] has been proposed to solve the above 
problems and introduce the Buffa-Christiansen (BC) 
basis functions [10] to avoid the singular Gram matrix. 
BC basis functions can be expressed by the linear 
combinations of the RWG basis functions defined on the 
barycentric refined triangular mesh, and thus additional 
memory is required. Furthermore, the Calderón 
preconditioner with BC basis functions may fail at very 
low frequencies without other special treatments [11]. 

Loop-flower (LF) basis functions are proposed to 
implement Calderón preconditioner directly in [11]. The 
left and right EFIE operators are both discretized by 
using loop-flower basis functions. Consequently, there is 
no need to refine the original mesh to generate BC basis 
functions. Besides, loop and flower basis functions are 
both defined on nodes, which compress the degrees of 
freedom (DoF) compared with RWG basis functions. 
When the loop-flower basis functions are implemented 
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in EFIE, the convergence rate of iterations can be 
estimated by analyzing the conditioning of EFIE system, 
in which the conditioning of loop-flower Gram matrix is 
the sole cause of the overall condition number of the 
decomposed equation. Preliminary results of the 
conditioning properties of loop-flower Gram matrices 
are presented in [12]. 

In this paper, we present an analysis of flower basis 
functions from a perspective of graph theory. Hereafter, 
we will use the terminology ‘RWG-connected’ to denote 
the relationship between two nodes which are free 
vertexes of a RWG basis function, as is defined in [11]. 
The graph generated according to RWG-connected 
relations has a similar behavior compared with the edge-
connected graph. In addition, Gram matrices associated 
with the loop-flower basis functions are analyzed using 
graph Laplacian matrices as auxiliary tools. The 
performance of loop-flower basis functions in 
comparison with loop-star basis functions is also 
presented in this work. 
 

II. LOOP-FLOWER BASIS FUNCTIONS 
Loop-flower basis functions arise from the need to 

perform quasi-Helmholtz decomposition. In this method, 
loop basis functions are used to expand the solenoidal 
currents, while flower basis functions are for the 
irrotational parts [11-13]. A loop basis function is 
defined on each interior vertex jv , which is shown in the 
left one of Fig. 1. Loop basis functions can be written as: 

 ,
1

( ) ( )
N

L
j i j i

i�

0� A�f r f r , (1) 

where N represents the number of RWG basis functions, 
= ij
 �A� �Λ  is the loop to RWG transformation matrix and

( )0f r  means the standard RWG basis function divided 
by the common edge length. 

A loop basis function maintains a direct relationship 
with the piecewise linear Lagrange basis function [12] 
(or the nodal basis function) associated with vertex in the 
FEM community. Consequently, loop basis function can 
be also rewritten by: 
 ˆ ˆ( ) ( ) ( )L

p r p r p� �� �# � #�f n nr rr , (2) 
in which, ˆ  r n denotes the outward normal unit vector and

( ) p� r is piecewise linear Lagrange basis function. It is 
easy to verify that the gradient of ( )p� r  is divergence-
conforming, while ˆ ( )r p�#�n r  is curl- conforming. 

A flower basis function is also defined on the node
jv , like a loop basis function, as depicted in the right one 

of Fig. 1. Its support covers all the RWG bases that share 
the reference node jv  as one free vertex. It can be 
explicitly expressed by: 

 ,
1

( ) ( )
N

F
j i j i

i
F

�

��f r f r , (3) 

where ijF
 �� �F =  stands for the flower to RWG 
transformation matrix. The reference direction of flower 
basis function points away from the reference node. 

Since the space spanned by flower basis functions is 
a subspace of the space spanned by star basis functions, 
the accuracy of the EFIE solver using loop-flower bases 
can be affected by the mesh quality. To improve the 
accuracy, the flower basis function is slightly modified 
and constructed by using RWG bases without 
normalization directly. 
 

      

iv

 
 
Fig. 1. Loop and flower basis function. 
 

In order to proceed, we need to summarize a number 
of preliminary facts. Recall that the Laplacian matrix of 
the graph G is the N × N symmetric matrix L: 
 � L D A , (4) 
in which, A  is the adjacency matrix of the graph G and 
D  stands for the diagonal matrix diag(d1, d2, …, dm) 
whose diagonal entries are the degree of the 
corresponding vertices [14-16]. Since all the sums of 
rows in L  equal to zero, the matrix L has a zero 
eigenvalue with the corresponding eigenvector 1  
containing all ones. In other words, the Laplacian matrix 
L  has a one-dimensional null-space spanned by vector 
1.  We can denote eigenvalues of the Graph G by 

1( ),G"  2( ),G"  …, ( )N G"  with the following 
assumption: 
 1 2( ) ( ) ... ( ) 0NG G G" " "B B B � . (5) 
As for a connected graph without isolated vertices or 
components, 1( )N G"  is the smallest nonzero eigenvalue 
[15,16]. Here, we call the (N-1) × (N-1) submatrix, 
obtained by deleting row i and column i of the Laplacian 
matrix, principal submatrix. It is easy to prove that the 
principal submatrix is of full rank when the graph is 
connected. 

The number of loop basis functions has been 
explicitly investigated in [5]. It is obvious that the matrix 

TΛ Λ  is the principal submatrix of the Laplacian matrix 
associated with the graph constituted by nodes and edges 
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of the mesh in the closed structure. 
The RWG-connected graph can also be analyzed in 

a similar manner. By deleting edges between two nodes 
and drawing lines between RWG-connected vertices, a 
companion graph can be obtained. As shown in Fig. 2 
(b), where three subgraphs are drawn with solid lines 
using different colors in the RWG-connected graph 
which is the companion one of the edge-connected graph 
in Fig. 2 (a). In the companion graph, there are at most 
three isolated subgraphs [11], while vertices are 
connected in every subgraph. Assume that the number of 
the subgraph is sN  and the flower to RWG base 
transformation matrices in every subgraphs are denoted 
by iF , then it follows: 

      ( , 1,..., ;  )T
i j si j N i j� � :F F 0 . (6) 

The matrix T
i iF F  is the principal submatrix of the 

Laplacian matrix 
iL  corresponding to the i-th 

subgraph. Given that every subgraph is connected, the 
smallest eigenvalue of the Laplacian matrix is zero, 
while the second smallest eigenvalue is positive. In result, 
the multiplicity of zero eigenvalues of the Laplacian 
matrix associated with the total RWG-connected graph 
equals to the number of the subgraph. In order to make 
sure that flower basis functions are linearly independent, 
one node should be dropped in every subgraph, 
consequently, sN  nodes must be dropped in total. 
 

 
 (a) (b) 
 
Fig. 2. Graphs generated using the same mesh nodes: (a) 
edge-connected graph, and (b) RWG-connected graph. 
 

III. ELECTRIC FIELD INTEGRAL 
EQUATION WITH LOOP-FLOWER BASIS 

FUNCTIONS 
Consider the problem of electromagnetic wave 

scattering by three dimensional perfectly conducting 
surface Ω. The scatter fields ( sE , sH ) are generated by 
surface current ( )J r . The EFIE can be written by: 

 ˆ( ) inc�  #J n E( ) n) �  , (7) 

where incE  is the incident electric field and the EFIE 
operator  is defined by: 

 

ˆ( ) ( ') ( , ') d

1
ˆ             + ' ( ') ( , ') d

j g

g
j

)'

)(

;

;

�  # ;

# � � � ;

�

�

J n J r r r

n J r r r

( ) j)

, (8) 

in which, )  is the angular frequency, ' and (  
denote the permeability and the permittivity respectively. 
By expanding the surface current J  using RWG basis 
functions and applying Galerkin’s method to the EFIE, 

we can obtain the following linear system: 
 ��Z I V . (9) 

When the loop-flower decomposition is performed, 
the surface current satisfies: 
 L F� �J J J , (10) 
in which, the two currents satisfy that 0,L� � �J  

0L� :# J , 0F� � :J and 0L�# 6J , consequently 
the EFIE (9) can be rewritten by: 

 
   

  

LL LF L L

F FFL FF


 � 
 �
 �
�� � � �� �

� � � � � �

Z Z I V

I V Z Z
. (11) 

In order to obtain stable system, a frequency scaling is 
adopted as follows: 

 
1 1

1

   

    

LL LF L L

F FFL FF

k k

kk

 




 � 
 �
 �
�� � � �� �

� � � � � �

Z Z     I V

I     V  Z Z
. (12) 

After the treatment, the low-frequency breakdown can be 
overcome, and the conditioning of the impendence 
matrix can be improved significantly, hence the linear 
equation system is now solvable even at very low 
frequencies. From another point of view, loop-flower 
basis functions can be easily integrated into existing 
EFIE-MoM codes as if they construct an algebraic 
preconditioner. Consequently, (9) can be rewritten by: 

 � 	 � 	1T RWG LF T RWG

LF LF LFPR PO PO PR
 �P H Z H P P I P H V , (13) 

where 

 
1    

      
PR

k 

�

 �
� �
� �

U 0
P

  0 U
, (14) 

and 

 
    

  
PO

k
�

 �
� �
� �

U 0
P

 0 U
, (15) 

in which, U  is the identity matrix, and [ , ]LF �H Λ F  
denotes loop-flower to RWG basis functions 
transformation matrix. Finally, the coefficients of RWG 
basis functions can be obtained by: 
 RWG LF LF�I H I . (16) 
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IV. LOOP-FLOWER GRAM MATRIX 
It can be found in [17] that the Gram matrix of RWG 

basis functions: 
 ,( ) ,i j i j�9 8f fG , (17) 
is well-conditioned. Here, the inner product is defined by 

, d .
�

9 8� �� d .�dda b a b  The Gram matrix of RWG basis 

functions has the same conditioning property as the 
identity matrix [12,17]. 

Since loop and star coefficient matrices are 
orthogonal [5], in addition, flower basis functions are 
actually the linear combinations of star basis functions 
surrounding their reference nodes, it can be validated 
that loop and flower coefficient matrices are also 
orthogonal between each other. Loop and flower Gram 
matrices can be written by: 
 , ,{ } { } ,L T L L

i j i j i j� �9 8f fG Λ GΛ , (18) 

 , ,{ } { } ,F T F F
i j i j i j� �9 8f fG F GF i j

F F 8F
ji ji , j, , (19) 

respectively, here ,{ }L
i jG  means the � 	,i j  element of 

matrix LG . According to above discussion, the Gram 
matrix of loop-flower basis functions has the following 
relationship: 

 

    
 

         

      

             

T
LF T T

LF LF LF LF T

T L

T F

� �
� �� �
� �
� �

� � � �
� � � ��
� � � �
� � � �

Λ Λ  0
G H GH H H

0 F F

Λ GΛ 0 G 0

0 F GF 0 G

T
LF LFH HT
LFLF

�
�
��

�
��
��

. (20) 

The notation A B  denotes that there exist two 
constant numbers C1 and C2 such that 

1 2
T T TC CC Cv Bv v Av v Bv  holds true for every 

arbitrary vector v , which means that spectral properties 
between matrix A  and B  are equivalent. After 
investigating (20), we can find that the Gram matrix of 
loop-flower basis functions has the equivalent 
conditioning behavior of the block diagonal matrix with 
two block elements which are Gram matrices of loop 
basis functions and flower basis functions. So we can 
analyze the two block elements separately to obtain the 
total conditioning property of the Gram matrix of loop-
flower basis functions. Assume that the surface of a 
concerned object is discretized using uniform triangular 
mesh with average edge length h, it has been presented 
in [17] that: 

 2

1cond( )L

h
G 2

1
h

, (21) 

holds true for both closed and open objects. In addition, 
cond( )LG  should be interpreted as the reduced 

condition number 1 1( )/ ( )L L
Nl" " G G  when the closed 

structure is analyzed and meshed with Nl loop basis 

functions. Since the number of the triangular mesh is 
subject to 21/ ,hN h21/ ,21/  we can also find that 

cond( )L
hNG hNh . For more details associated with the 

conditioning of loop Gram matrix, the reader should 
refer to [17,18] and references therein. 

From (18), (20) and (21), it follows that: 

 2

1cond( )T

h
Λ Λ 2

1
h

, (22) 

where TΛ Λ  is the principal submatrix of the Laplacian 
matrix. We can also obtain that: 
 2

1 1( ) 1  and ( )T T
Nl h" " Λ Λ Λ Λ 2

11  and ( )1
T1 and (Nl h1 and . (23) 

The analysis of FG  can be traced to the analysis 
of .LG  Given that the RWG Gram matrix is well-
conditioned, the matrix FG  maintains the following 
equivalences: 
 F T T�G F GF F FTF FT , (24) 

so that we can analyze the principal submatrix TF F  of 
the Laplacian matrix L  of the RWG-connected graph 
instead. For the sake of brevity, here we assume that 
there are three RWG-connected subgraphs in the mesh 
structure. According to the discussion in the previous 
section, the flower coefficient matrix F  can be 
expressed by: 
 1 2 3[ , , ]�F F F F , (25) 

and the principal submatrix TF F  turns to be: 

 

1 1

2 2

3 3

          

         

           

T

T T

T

� �
� �
� ��
� �
� �
� �

F F 0 0

F F 0 F F 0

0  0 F F

, (26) 

where T
i iF F  is the principal submatrix of the Laplacian 

matrix iL corresponding to the subgraph Gi that is 
connected. According to Cauchy interlacing theorem in 
[16,19], we can get the following spectral inequality: 

 
1

1 1 1

1 2 2

1 1

( ) ( ) ( ) ( ) ...

      ( ) ( ) ( ) 0

T T
i i i i i i

T
N i N i i N i

" " " "

" " " 

B B B B

B B B �

L F F L F F

L F F L
. (27) 

Since the maximum singular value of the Laplacian 
matrix iL  is bounded by: 

 1( ) 1 ( )

            max{ ( ) ( ) | ( , ) }( )
i

i

d u

d u d Ev u v G

"�

� �

C

C

L
, (28) 

where u and v are two vertices of arbitrary edges in the 
graph iG , and d(u) means the degree associated with the 
vertex u [15], so that the maximum singular value of 

T
i iF F  is also bounded. From the inequality (27), it is 
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obvious that the smallest eigenvalue is rather small and 
becomes an isolated singular value from the perspective 
of quantity. The isolated singular value is irrelevant for 
iterative solution [17], so that we can use the reduced 
condition number, which is the ratio between the 
maximum singular value and second smallest one, to 
estimate the global convergence. 

Consider that RWG-connected relation behaves 
similarly to edge-connected relation in the analysis of 
loop basis functions, we can also obtain that: 
 2

1 1( ) 1  and ( )T T
i i Nfi i i h" " F F F F 2)T1 d (Nfi i i1(1 h1 and (1 and (((11 and1 and , (29) 

so that, 

 2

1cond( )T

h
F F 2

1
h

. (30) 

From (24) and (30), it follows that: 

 2

1cond( )F

h
G 2

1
h

. (31) 

In result, from (20), (21) and (31), 

 2

1cond( )LF

h
G 2

1
h

. (32) 

In fact, the transformation matrix F  is defined on the 
total nodes in the mesh except no more than three 
discarded nodes and the number of the discarded nodes 
equals to the multiplicity of zero eigenvalue of the 
Laplacian matrix associated with the RWG-connected 
graph. Furthermore, the discarded nodes can be selected 
and dropped according to the algorithm in [11]. 
 

V. NUMERICAL RESULTS 
This section presents numerical tests that 

corroborate the theory developed in the previous sections. 
The efficiency and accuracy of loop-flower basis 
functions have been validated by a scattering example. 
Unless otherwise specified, the simulations are run on a 
personal computer equipped with four Core Intel(R) 
Core(TM) i5-4440 CPU at 3.10 GHz and 8 GB of RAM. 
 
A. Conditioning of loop-flower Gram matrices 

The first test illustrates the validity of spectral 
properties of the principal submatrix corresponding to 
the Laplacian matrix associated with the RWG-
connected graph. The test is conducted with a 1m×1m 
PEC square plate discretized by using different uniform 
meshes. It is obvious in Fig. 3 that the maximum singular 
value is bounded and the upper bound is about 10, while 
the second smallest singular value decays in the same 
order of 2h . In addition, the smallest value is 
vanishingly small. 

Figure 4 shows the reduced condition numbers for 
loop-flower Gram matrices in both closed and open 
structures. In Fig. 4 (a), the reduced condition number of 
the loop-flower Gram matrix corresponding to the above 
square plate is presented. The results indicates that the 

reduced condition number of the loop-flower Gram 
matrix has a predicted growth of h-2. Additionally, the 
loop-flower Gram matrix associated with a PEC sphere 
discretized with several uniform meshes is also 
investigated. Figure 4 (b) shows that the reduced 
condition number of the loop-flower Gram matrix 
associated with a sphere also grows theoretically as h-2. 
 

 
 
Fig. 3. Singular value of principal submatrix. 
 

 
 (a) 

 
 (b) 
 
Fig. 4. Reduced condition number of loop-flower Gram 
matrix: (a) square plate, and (b) sphere. 
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B. Performance of loop flower basis functions 
In this part, the structures are under the excitation of 

x-polarized plane waves with amplitude of 1 V/m and 
frequency of 300 Hz, traveling along z  axis. 

A PEC cylinder is analyzed in this part. The radius 
of the cylinder is 0.5 m and the height is 2 m. The surface 
mesh contains 3372 triangles, 5058 edges and 1688 
nodes. Figure 5 shows the RCS calculated by LS bases, 
LF bases. The result obtained by LF bases agrees well 
with LS bases. 

Convergence results for LS bases and LF basis 
functions are given in Fig. 6 with conjugate gradient (CG) 
iteration. It can be seen that iteration associated with LF 
bases converge fast compared with LS basis functions. It 
took the LS bases 154920 times of iterations to achieve 
a relative residual error of 610 , while LF bases 4203 
times of iterations. 

Furthermore, the total CPU time of LS solver is 
13350 seconds, which is about 30 times more than LF 
with the CPU time of 453 seconds only. 
 

 
 
Fig. 5. BiRCS solutions for a PEC cylinder when the 
frequency equals to 300 Hz. 
 

 
 
Fig. 6. Relative residual error versus number of iterations 
for a PEC cylinder scattering problems when frequency 
is 300 Hz. 

VI. CONCLUSION 
We have analyzed flower basis functions based on 

RWG-connected graphs which are generated according 
to RWG basis functions. The number of zero eigenvalues 
of the Laplacian matrix associated with the RWG-
connected graph equals to the number of redundant 
nodes of flower basis functions. In addition, the 
maximum singular value of flower Gram matrix is 
bounded, and the reduced condition number of flower 
Gram matrix grows as h-2. Furthermore, the reduced 
condition number of loop-flower basis functions also has 
a growth as h-2 and the condition behavior of the Gram 
matrix becomes worse with increase of the mesh density. 

Loop-flower basis functions are efficient to 
overcome the low frequency breakdown. Compared with 
loop-star basis functions, the linear EFIE system with 
loop-flower basis functions has a better conditioning. 
The numerical results demonstrate the excellent 
performance of loop-flower basis functions. 
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