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A Brief History of Finite Element Method and Its Applications to
Computational Electromagnetics

Stefano Selleri

Department of Information Engineering
University of Florence, Florence I-50139, Italy

stefano.selleri@unifi.it

Abstract – The development of the finite element method
is traced, from its deepest roots, reaching back to the
birth of calculus of variations in the 17th century, to its
earliest steps, in parallel with the advent of computers,
up to its applications in electromagnetics and its flourish-
ing as one of the most versatile numerical methods in the
field. A survey on papers published on finite elements,
and on ACES Journal in particular, is also included.

Index Terms – Finite elements, history of computation,
numerical methods.

I. THE PRODROMES

If, by finite elements (FEs), we intend the piecewise
polynomial approximation of the solution of a partial dif-
ferential equation (PDE) with adequate boundary condi-
tions, then an exact date of its birth is known: January
1943. In an appendix to [1], Richard Courant (Figure 1),
who had already investigated finite differences (FDs) in
1928 [2], sketched in two pages the essence of FE as
intended above [3].

The paper was the written record of a dissertation
on the equilibrium and vibrations of 2D domains: plates,
membranes, and the like. The dissertation was held on
May 3, 1941, and submitted as a paper on June 16, 1942.
The matter treated in the appendix, the numerical solu-
tion of the problem, was indeed not included in the dis-
sertation.

While Courant founded the computational part of
FE, its essence was in the variational problem he was
addressing, and variational problems are much older
than FE.

Johan Bernoulli in 1696 proposed the problem of the
shortest time path connecting two points at different alti-
tudes A and B [4]. This was something Galileo Galilei
had already investigated, showing, experimentally, that
a straight path is slower than an arc of circumference,
but there was no proof that, in this latter, time was mini-
mum [5].

Indeed, Isaac Newton, Jakob Bernoulli, Got-
tfried Wilhelm von Leibnitz, Ehrenfried Walter von

Tschirnhaus, and Guillaume de l’Hôpital provided their
own solution. In particular, Leibnitz exploited a piece-
wise linear approximation, which was a first step in his
development of differential calculus, which he finally
published [6], independently and shortly before New-
ton [7]. The question on the priority of this development
lasted for decades. Leonhard Euler later worked on these
kinds of problems and developed a brand-new branch
of mathematics: the Calculus of Variations, a name sug-
gested to Euler by Joseph-Louis Lagrange.

Indeed, also the idea of approximating a 2D vari-
ational problem on a mesh of triangles is older than
Courant. Karl H. Schellbach in 1851 proposed a FE-like
solution for determining the surface S of minimum area
enclosed by a given curve by using a piecewise approxi-
mation of S on triangles [8].

A subsequent, important, step was done by John
W. Strutt, Lord Rayleigh, who proposed a variational
approach to the solution of PDEs with appropriate
boundary conditions, which is of boundary value prob-
lems (BVPs) [9]. This approach was later developed by
Walther Ritz, who conceived an approximation of the
BVP solution as a finite linear combination of continuous
functions [10]. One classical approach to FEs is indeed
called Rayleigh–Ritz method.

An alternative approach to FE is that based on the
idea of the minimization of an error defined in terms
of an orthogonality condition versus some appropriate
finite-dimensional sub-space. This technique was first
suggested by Boris G. Galerkin [11] and developed by
Alessandro Faedo [12], to what is now called a Faedo–
Galerkin approach to FEs.

Before Courant, an FEs harbinger is the tear method
introduced by Gabriel Kron, where a large and complex
system is reduced to a network of interconnected small
and simpler systems (1939). This was not indeed a solu-
tion of a PDE since the simple systems, the elements,
were exactly specified, and, hence, the issue was just the
algebraic interconnection [13]. Later, in 1941, Alexan-
der Hrennikoff solved plane elasticity problems by split-
ting up the domain into little finite pieces whose stiffness
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Fig. 1. Left to right: Richard Courant (1888-1972), John H. Argyris (1913-2004), and Ray W. Clough (1920-2016).

was approximated by ideal bars, beams, and springs [14].
Shortly later, Douglas McHenry exploited a similar lat-
tice analysis [15], leading to solutions which were prim-
itive in mathematical and physical terms, but which were
clearly leading to something implying a piecewise linear
approximation over square or cubic cells.

John H. Argyris (Figure 1) then began in the 1950s
to put all these ideas together by developing further
Kron’s technique and adding an approximation which
was truly based on a variational method [16]. In the
same years, Samuel Levy introduced an evolution of
Hrennikoff and McHenry lattice models by analyzing
the behavior of aircraft wings via an assembly of box-
elements comprising beams, torsion bars, rods, and shear
panels [17]. Levy’s direct stiffness method had a great
impact on aircraft structure analysis.

Actually, it is interesting to note that, after the early
mathematical developments, the main actors on FEs in
the 1950s and 1960s were not mathematicians but engi-
neers, concerned more with design issues of airplanes
than on the theoretical aspects of the method.

II. EARLY FINITE ELEMENTS

The first work truly embodying the essence of FEs
and which can be pointed to as giving birth to the method
is that of M. Jon Turner and co-workers [18]. In this
paper, an attempt to exploit both a local approximation
of the PDE of elasticity and an assembly strategy among
local approximations was carried out, even if no varia-
tional principle was used. This paper was followed by
the one by Ray W. Clough (Figure 1) where the name FE
method finally appeared [19].

In the 1960s, the engineering community started to
recognize the usefulness of FEs in its variational for-

mulation, which is that of Rayleigh and Ritz, which,
indeed, was applicable only to symmetric operators. In
these years, aeronautics was the main application, and
the Dayton Conferences on FEs held in 1965, 1968,
and 1970 were occasions of remarkable and innovative
accomplishments. In these same years, the fact that FEs
could also be applied to unsymmetric operators become
clear, with the solution of Navier–Stokes equations by J.
Tinsen Oden (Figure 2) [20–22].

The first comprehensive textbook on FEs appeared
in those same years, authored by Olgierd C. Zienkiewicz
(Figure 2) and Yau K. Cheung in 1967 [23], shortly fol-
lowed by one by Zienkiewicz alone [24].

Of course, these developments were made possible
by the parallel development of digital computers, born
around World War II, and of adequate programming lan-
guages, like FORTRAN introduced in 1954.

In the late 1960s, FEs were ported to wave electro-
magnetics by Peter P. Silvester (Figure 2) [25, 26] and,
about a decade later, the first FEs book devoted to electri-
cal engineers was published [27]. This is still, in its third
edition, the bible of FEs for electrical engineers.

While practice was going fast, theory lagged. The
first proof of convergence of FEs might be traced to
Feng Kang [28], but the paper, being in Chinese, was
overlooked. A second paper focused on a rigorous proof
of convergence was published by M.W. Johnson and
Richard W. McLay in 1968 [29]. Even if these are the
first example of a rigorous theoretical approach to FEs,
the tools we are now familiar with are a little older; sim-
ply, they were not explicitly applied.

Distribution theory, which indeed is at the basis of
FE theory, was developed by Sergej L. Sobolev in 1936,
when he introduced generalized functions to work with
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Fig. 2. Left to right: J. Tinsley Oden (1936-), Olgierd C. Zienkiewicz (1921-2009), and Peter P. Silvester (1935-1996).

weak solutions of PDEs [30]. Later, Laurent Schwartz,
in the 1940s, put together a sound theory of distributions
[31, 32].

PDE theory and approximation theory in the mathe-
matical world remained separate from variational meth-
ods and, hence, from FE application up to the late 1960s,
when FE methodology and the theory of PDE approxi-
mation via functional analysis finally unite.

Then, in the 1970s, a great leap forward was done
in the mathematical background of FEs: a-priori error
estimator came out, elliptic linear problems were fully
known, while parabolic and hyperbolic problems, also
non-linear, were at their beginning in the FEs’ world.

Element interpolation characteristics were studied
by Miloš Zlámal [33] followed by a fundamental com-
prehensive work by Ivo M. Babuška and A. Kadir Aziz
[34], where Sobolev spaces and elliptic problems are
comprehensively treated in an FE framework.

III. ELECTROMAGNETICS

Early applications to wave electromagnetics, devel-
oped after [25], tried to handle the vector nature of
the fields by treating them component-by-component.
Unfortunately, all these early vectorial methods were
plagued by the occurrence of spurious modes, which are
solutions of the numerical FEM problem which were
non-physical [35].

An early analysis of spurious modes, which indeed
were present also in FDs [36], can be found in Adalbert
Konrad’s Ph.D. thesis [37] and in his paper where he first
solves the vector curl–curl equation [38]. His analysis
suggested that spurious modes were solutions, where the
energy norm on the domain vanishes, but boundary con-

ditions are not satisfied, and this was due to a lack of
solenoidality of the FEM procedure.

Subsequent efforts on enforcing the vanishing of
∇ ·B removed part of the spurious modes. Much research
was done in this area by applying a penalty parame-
ter effectively pushing spurious modes eigenvalues out
of the range of interest yet having negligible effect on
physical modes [39]. The issue on selecting the right
value for the penalty parameter was addressed in [40];
yet, it was finally proven [41] that the curl–curl scheme
inevitably led to spurious modes difficult to handle even
with penalty scheme, while Helmholtz equation has spu-
rious modes too, but these were ruled out by enforcing
physical boundary conditions.

Jon P. Webb and Konrad applied a different app-
roach based on an a-posteriori imposition of a set of
constraints on the equation to guarantee solenoidal-
ity [42, 43]; however, this approach did not prove
general.

In the same years, the concept of edge elements was
developed by Jean-Claude Nedelec and others [44–48].
Edge elements do not over-constrain continuity of the
field at element nodes but just enforce the physical con-
tinuity of the tangential field component at the edges,
easily handling dielectric interfaces. Yet, these edge ele-
ments’ origin can be traced back to an FE unrelated work
by Hassler Whitney few decades older [49].

These elements finally lead to a more accurate rep-
resentation of the field in terms of element bases, getting
rid of the spurious modes which had plagued the method
in the beginning [50].

Current state-of-the-art elements not only exclude
spurious modes [51] but also allow to consider the
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Fig. 3. Left to right: A. Kadir Aziz (1923-2016), Jean-Claude Nedelec (1943- ), and Zoltan Cendes (1946- ).

divergent behavior of the electromagnetic field at edges
and tips [52, 53].

Another key point in FE development in the 1970s
and 1980s was handling unbounded radiation problems,
FE being of course applicable only on domains of finite
extension. Two lines of development emerged. In the
first, the description of the field outside the finite domain
was done in terms of a modal expansion (unimoment
method [54], transfinite element method [55], and by
moment method [56]) or in terms of an integral rep-
resentation (FEs/boundary integral [57], FEs/method of
moments [58], and field-feedback formulation [59]), but
these were plagued by non-physical solutions too, that is,
interior resonances [60]. Furthermore, these conditions,
called exact were of global nature and spoiled the spar-
sity of the solving matrix. In the second line, local condi-
tions – hence not spoiling sparsity – were enforced on the
boundary assuming a far-field behavior. These so-called
absorbing boundary conditions (ABC) are approximate,
due to the far field assumption, and must be placed at a
distance from the scatterer to have good accuracy; yet,
they rapidly gained popularity either in 2D [61] or in 3D
[62]. Another approach, in this contest, is that of adding
a layer of absorbing material, either realistic [63] or ficti-
tious and, hence, only numerical [64]. This latter, the so-
called perfectly matched layer (PML) gained the greatest
popularity in the end. Some wider insight on these devel-
opments can also be found in [65].

IV. MATURITY

By 1980, even if FEs have reached a good matu-
rity in mechanical and civil engineering and in electro-
magnetics was still struggling with spurious modes, sev-
eral “general purpose” codes began to be available to the

engineers to treat broad classes of linear and nonlinear
problems.

DYNA3D, originally developed by John O. Hal-
lquist at Lawrence Liver more National Laboratory
(LLNL), started in 1976 and became commercial in the
1980s.

ANSYS (ANalysis SYStems) ported its punched-
card codes to Apple II in 1980, allowing for a first true
graphical interface.

FEMAP was born in 1985 as a pre- and post-
processor for one of the oldest codes, NASTRAN (NASa
STRucture ANalysis). NASTRAN itself was developed
by CSC and released to NASA in 1968. In 2001, NASA
made the code publicly available.

StressCheck, released in 1989, was one of the first
commercially available products to utilize the p-version
of the FEs for structural analysis. P-version implies the
possibly local increase of the order of the polynomial
FE bases within an element to achieve higher accuracy,
and is opposed to h-method, where the order of the bases
is fixed and higher accuracy is achieved by refining the
mesh into smaller elements.

In electromagnetism, Zoltan and Nicholas Cen-
des (Figure 3) founded Ansoft in 1984, marketing
HFSS (high frequency structure simulator). Ansoft, after
a long partnership with Hewlett-Packard, was finally
acquired by ANSYS in 2008. HFSS is currently the
standard, de facto, in FE analysis for electromagnetic
waves.

Modern software package, on the other hand, com-
prises many different solvers to provide the users with
maximum flexibility and multiphysics capabilities; so,
nowadays, most of the EM simulation suites do include
also FEs, as it is the case for CST, FEKO, COMSOL, etc.
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Fig. 4. Location of the 13 FEM workshops for microwave engineering editions.
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Finally, for electromagnetics, and for wave electro-
magnetics, I wish to remember the biannual workshop,
fully dedicated to FEs for Microwave Engineering which
originated by a collaboration between the University
of Florence, Italy and McGill University of Montreal,
Canada, where P.P. Silvester was a professor. The work-
shop totaled 13 editions, the last independent one being in
Florence in 2016 (Figure 4). A full history of these work-
shops can be found in [66, 67], while a deeper insight in
the history of FEs in general can be found in [68].

V. ACES JOURNAL

It is interesting to analyze the presence of FE in
scientific literature and on ACES Journal in particular.
The Scopus database offers the possibility of advanced
searches [69]. By limiting the search to ACES Journal
(ISSN1054-4887), the total number of papers referred in
Scopus per year can be obtained and, by further lim-
iting the search to the paper containing the keyword
“Finite Element*” in any field, the number of papers
specifically dealing with FE is produced.
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Fig. 6. Finite elements papers per year referred on IEEExplore (blue bars) and on Scopus (gray bars) per year.

The result of these queries is sketched in Fig-
ure 5, showing in gray the total number of ACES papers
indexed per year, starting from the first year where a
paper on FE appeared (1989, just a single paper) up to
2021. While Scopus archives are apparently incomplete,
since they index no paper at all in some years (1990 and
2000), they nevertheless provide an interesting insight:

in the last 20 years, the number of FE papers was never
below 10% of the total published ACES papers, with
an average of 19% and a peak of 42% in 2004. Graphs
are on logarithmic vertical scale to better appreciate the
number of papers when they are few.

As a comparison, Figure 6 reports a similar query
with the keyword “Finite Element*” in any field on the
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whole Scopus database and on IEEEXplore; results are
limited to journal papers, again in logarithmic scale. Up
to 1965, the presence of FE papers was sporadic; from
1966 to 2000, there was a steady increase, and from 2001
onwards, the increase was still present but less dramatic.
This is well in accordance with what was stated earlier
about the reach of maturity at the beginning of our cen-
tury. Figure 6 is currently used on a Ph.D. course on FEs
held both at the University of Florence and the Politec-
nico di Milano [70] and is derived from original bib-
liographical research in [71]. Small discrepancies with
[71] are due to the different database used and their ever-
going updates.

VI. CONCLUSION

A brief history of FE has been sketched, with a focus
on its earliest, pioneeristic developments, followed by
a bibliographical analysis on the number of FE papers
in open literature in general on IEEE journals and on
ACES Journal in particular. The latter, being committed
to computational electromagnetics, hosted in this last 20
years a remarkable number of papers dealing with FEs
and its applications.
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Abstract – This paper presents a method to finely
model the arbitrarily irregular-shaped and inhomoge-
neous dielectric target. The target is first geometrically
divided into a set of homogeneous and isotropic tetrahe-
dral regions. Each region is precisely matched with a set
of electromagnetic parameters. As a result, this can accu-
rately model the target which has an extremely complex
dielectric constant distribution and an irregular shape.
Regarding the electromagnetic scattering evaluation of
the established model, the method of moments (MoM) is
adopted in consideration of the coupling between these
tetrahedral regions, and the total scattering is obtained
by solving the matrix equation. The above two compu-
tational sections are integrated into a self-designed soft-
ware. One can just input the spatial distribution of the
dielectric constant and then the designed software auto-
matically processes the target’s geometric information
and meshes the target. Finally, the scattered electric field
and radar cross section (RCS) of the target are output
from the software. The designed software provides an
effective and accurate way to study the electromagnetic
scattering characteristics of the complex inhomogeneous
objects.

Index Terms – Dielectric inhomogeneous target, fine
geometric modeling, MoM, scattering evaluation.

I. INTRODUCTION

Inhomogeneous dielectric objects with irregular
shapes are ubiquitous, and their electromagnetic scat-
tering characteristics have enormous applications, such
as the aerosol particle multi-scattering in weather radar
[1], the turbulence scattering in tropospheric commu-
nication [2], and the aircraft wake scattering in anti-
stealth [3]. However, the electromagnetic scattering eval-
uation methods in the open literature pursue calcula-

tion efficiency by reducing the complexities of the algo-
rithm or the model. This obviously causes errors in the
estimation of the scattering properties of the target. A
self-designed software is released in this paper to accu-
rately reconstruct the complex inhomogeneous targets
with numbers of homogeneous tetrahedrons. Meanwhile,
the corresponding scattering is calculated using the in-
house code of MoM, which has been integrated into the
designed software.

Regarding the modeling of inhomogeneous targets
with irregular shapes, target models are often simplified.
For example, in calculating the aircraft wake scattering
characteristics, the radial density gradient (RDG) model
is adopted to approximate the wake vortex as a dielectric
cylinder [4, 5], and the adiabatic transport (AT) model
regards the vortex wake as a circle whose cross-sectional
radius is the function of the vortex distance [4]. All these
methods reduce the complexities of calculation, but these
approximations also reduce the abilities to accurately
describe real scenarios. It is also reported that program-
ming platforms can be utilized together with commercial
computational software to obtain the scattering of inho-
mogeneous dielectric targets. In 2015, Farahbakhsh et al.
proposed a MATLAB toolbox to model inhomogeneous
media combined with the commercial software FEKO.
Users can utilize a deterministic function of the target’s
dielectric constant with relation to the spatial position,
εr(x,y,z), to model the dielectric targets [6]. However,
if the dielectric constant distribution cannot be explic-
itly expressed, the above-mentioned toolbox is no longer
applicable. Moreover, it is difficult to accurately recon-
struct the geometric irregular targets using small cubes
(adopted in [6]), which is easy to produce large model-
ing errors in scattering calculation.

Regarding scattering estimation, empirical formu-
las are often used to calculate the scattering of
complex inhomogeneous targets. For instance, in the
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empirical formula of turbulent scattering, the structure
constant and frequency determine the radar cross sec-
tion (RCS) [7, 8]. In the Ulaby empirical model, inci-
dent angle and six undetermined coefficients determine
the backscattering of the terrain [9]. Empirical formulas
reduce the complexities and the time cost of electromag-
netic scattering calculation, but the accuracy of undeter-
mined coefficients depends on large numbers of experi-
mental data.

The main contributions of this work are three-fold:

1) For the electromagnetic scattering simulation of
random media (such as the atmospheric turbu-
lence), a spatial spectrum function and Monte Carlo
simulation-based method is first proposed (to our
best knowledge) in this paper to obtain the spa-
tial distribution of dielectric constant. On this basis,
one can apply existing numerical methods to ana-
lyze the electromagnetic scattering characteristics
of the inhomogeneous target whose dielectric con-
stant fluctuates in 3-D space, which is no longer
solely dependent on empirical models.

2) To precisely reconstruct the irregular-shaped and
inhomogeneous dielectric target for the electromag-
netic scattering simulation, a novel method based on
computer graphics and tetrahedron meshing strat-
egy is proposed.

3) Integrated with the above methods and the method
of moments (MoM), a user-friendly software for the
electromagnetic scattering simulation of complex
inhomogeneous targets is developed. This software
is not only applicable for the target with a continu-
ously varying dielectric constant, but also can han-
dle the target whose dielectric constant is arbitrarily
distributed.

The rest of this paper is organized as follows.
The methodology and the designed software are intro-
duced in detail in Section II. Methods include obtain-
ing the dielectric constant spatial distribution according
to a deterministic formula or a spatial spectrum func-
tion, modeling the irregular-shaped and inhomogeneous
dielectric target with tetrahedron elements, and estimat-
ing electromagnetic scattering by MoM. In Section III,
simulations are performed to test the designed software.
Section VI concludes this paper.

II. METHODOLOGY AND SOFTWARE
DESIGN

This section discusses the corresponding methods,
which are involved in modeling and electromagnetic
scattering calculation of complex inhomogeneous dielec-
tric targets, and the software developed based on these
methods. Specifically, the designed software provides

two separated data processing channels, say Channel-A
and Channel-B. For Channel-A, the input is the point
cloud data of the dielectric constant. Then, this infor-
mation is used to reconstruct the profile of the tar-
get. Following this, meshing and simulation modeling
are carried out. The electromagnetic scattering from the
inhomogeneous dielectric target is finally calculated by
MoM. As to Channel-B, the geometric profile and the
spatial spectrum (or deterministic formula) of the tar-
get’s dielectric constant are sent to the designed soft-
ware as inputs. Then, the simulation model of the tar-
get is established based on the computer graphics and
Monte Carlo method. At last, the electromagnetic scat-
tering of the obtained model is evaluated by MoM. The
whole simulation process is illustrated in Figure 1.

A. Obtaining the spatial distribution of the dielectric
constant

An inhomogeneous dielectric target is characterized
by a four-dimensional vector [x,y,z,εr], where [x,y,z] is
the coordinate of the sampling point and εr is the dielec-
tric constant at this point. In practical applications, the
dielectric constant distribution of inhomogeneous dielec-
tric targets may be given by point cloud data obtained
by measurement or simulation or by a deterministic for-
mula or a spatial spectrum function. To obtain the dielec-
tric constant distribution that can match the target model
used for electromagnetic simulation, we propose the fol-
lowing two solutions corresponding to the above two
cases.

Case 1: When the spatial distribution of dielectric con-
stant is explicitly given by point cloud data, the outer
boundary of the target can be automatically extracted
from the point cloud data using the Delaunay algorithm
[10]. Notably, the point cloud data may be evenly dis-
tributed or unevenly distributed. The evenly distributed
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Fig. 1. Flowchart of modeling and scattering estimation
for the inhomogeneous target.
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sampling strategy can well describe the distribution
characteristics when the spatial variation of dielectric
constant is relatively smooth, as shown in Figure 2 (a).
To ensure the effectiveness of sampling, the distance
between two adjacent sampling points is recommended
to satisfy max(Δx,Δy,Δz) < λe

/
36, where λe is the

wavelength of the incident wave. In addition, consider-
ing that the dielectric constant distribution of the targets
may have significant regional fluctuation, finer sampling
is needed, as shown in Figure 2 (b). To tackle the poten-
tial situation that there are no samples in some subdi-
vision elements (tetrahedrons) due to the sparse sample
distribution, the linear interpolation method [11] is inte-
grated into this channel to supplement the necessary data.

Case 2: In some special application scenarios, the spa-
tial distribution of the target’s dielectric constant may
be given by a deterministic formula or a spatial spec-
trum function. The former case has been mentioned in
[6] and will not be described in detail in this paper.
Here, we propose a Monte Carlo method to access
the dielectric constant spatial distribution by the spatial
spectrum function. Monte Carlo method is a broad class
of computational algorithms that rely on repeated ran-

(a) Evenly sampled

(b) Unevenly sampled

Fig. 2. Diagram of the target’s dielectric constant data
sampling.

dom sampling to obtain numerical results [12]. It has
been used to form complex terrain (such as rough sea
surfaces [13] and mountainous regions [14]) and to mod-
ify phase factors [15, 16]. The atmosphere is a typical
random medium, and its dielectric constant cannot be
directly expressed by a deterministic formula related to
spatial position. It can only be described with spectrum
functions. Taking the atmosphere fluid as an example, the
steps of using Monte Carlo method to obtain the dielec-
tric constant spatial distribution are as follows:

1) Generate a 3-D Hermitian Gaussian random matrix
Gp×q×s.

2) Filter Gp×q×s by the spatial spectrum of dielectric
constant fluctuation Φ(Kr′), that is,

F(Kr′) = Gp×q×s
√

Φ(Kr′). (1)
The spatial spectrum of the atmospheric turbulence
[8] is expressed as

Φ(Kr′) = 0.033C2 |Kr′ |−11/3 , (2)
where r′ is the position vector of a certain point
(x,y,z) in space, Kr′ = (Kx,Ky,Kz) is the wave vec-
tor, |Kr′ |= 2π

/
l and 2π

/
L0 < |Kr′ |< 2π

/
l0, l rep-

resents the size of turbulence, L0 and l0 are the outer
scale and the inner scale of fluids, respectively, and
C is a constant.

3) Obtain the spatial distribution of the dielectric con-
stant fluctuation Δεr(r

′) by the inverse Fourier
transform [12]. That is,

Δεr(r
′)=

∫∫∫
∞

F(Kr′)e
ir′•Kr′ dKr′ . (3)

4) Eventually, the dielectric constant spatial distribu-
tion of turbulence ε(

⇀
r
′
) can be obtained by

εr(r
′) = εr0 +Δεr(r

′) = 1+Δεr(r
′), (4)

where εr0 is the average dielectric constant of the
random media and is set to 1 for the turbulence case
here. Combined with the given geometric profile,
this kind of target can be reconstructed accurately.

B. Modeling of the inhomogeneous dielectric target

Fine modeling is one of the key steps to explore
the electromagnetic scattering characteristics of complex
dielectric targets. Here, for the sake of fidelity, a large
number of homogeneous tetrahedrons is used to recon-
struct the inhomogeneous dielectric target rather than
cubes used in [6]. Then, combined with the spatial distri-
bution of dielectric constant, each tetrahedron is assigned
an independent dielectric constant value. Specifically,
four main steps are as follows:

1) Extract the vertex coordinates of each mesh element
(tetrahedron) from the mesh file.

2) Sample dielectric constants in the target domain. As
previously mentioned, the dielectric constant data
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can be obtained by a deterministic function related
to the spatial position (x,y,z), the spatial spectrum
function of random medium, or other simulation
software.

3) Obtain the average dielectric constant of each tetra-
hedron. Let the four vertex coordinates of the ith
tetrahedron be Vi1 = (xi1,yi1,zi1), Vi2 = (xi2,yi2,zi2),
Vi3 = (xi3,yi3,zi3), and Vi4 = (xi4,yi4,zi4), respec-
tively. Then, the tth sampling position Pt =
(x′t ,y′t ,z′t) in the ith tetrahedron must satisfy

Dυ ·D0 > 0 υ = 1,2,3,4, (5)
with

D0 =

∣∣∣∣∣∣∣∣
xi1 yi1 zi1 1
xi2 yi2 zi2 1
xi3 yi3 zi3 1
xi4 yi4 zi4 1

∣∣∣∣∣∣∣∣
,D1 =

∣∣∣∣∣∣∣∣
x′t y′t z′t 1
xi2 yi2 zi2 1
xi3 yi3 zi3 1
xi4 yi4 zi4 1

∣∣∣∣∣∣∣∣
,

(6)

D2 =

∣∣∣∣∣∣∣∣
xi1 yi1 zi1 1
x′t y′t z′t 1
xi3 yi3 zi3 1
xi4 yi4 zi4 1

∣∣∣∣∣∣∣∣
,D3 =

∣∣∣∣∣∣∣∣
xi1 yi1 zi1 1
xi2 yi2 zi2 1
x′t y′t z′t 1
xi4 yi4 zi4 1

∣∣∣∣∣∣∣∣
,

(7)

D4 =

∣∣∣∣∣∣∣∣
xi1 yi1 zi1 1
xi2 yi2 zi2 1
xi3 yi3 zi3 1
x′t y′t z′t 1

∣∣∣∣∣∣∣∣
. (8)

Especially, if any other Dυ = 0, then Pt lies on the
boundary (formed by the other three points other
than Viv). Average the dielectric constant values of
all sampling points in each tetrahedron, that is,

ε̄ri =
Ni

∑
j=1

εr j

/
Ni, (9)

where ε̄ri is the average dielectric constant of the
ith tetrahedron, Ni is the number of sampling points
in the ith tetrahedron, and εr j is the dielectric con-
stant of the jth sampling point in the ith tetrahedron
(including the sampling point on the surface).

4) Assign all average dielectric constant values to
the corresponding tetrahedrons and then create a
simulation model for electromagnetic scattering
calculation.

C. Electromagnetic scattering estimation

Here, the volume integral equation method of
moments (VIE-MoM) is employed to simulate the scat-
tering characteristics of inhomogeneous dielectric tar-
gets. According to the principle of volume equivalence,
the scattered electric field Esca can be written as [17]

Esca(r) =− jωμ0(1+
1
k2

0
∇∇·)

∫
V

G(r,r′)JV (r
′)dV ′,

(10)
where ω is the angular frequency, μ0 is the magnetic per-
mittivity, k0 is the wave number in free space, JV repre-
sents the equivalent volume current, G(r,r′) represents

n

n

nT

nT

nS

Fig. 3. The geometry of the SWG function.

the Green’s function, and

G(r,r′) = e− jk|r−r′|/(4π
∣∣r-r′

∣∣), (11)

r and r′ represent position vectors of the observation
point and the source point, respectively.

To solve (10), we adopt the Galerkin method with
the SWG basis function

fn(r) =

⎧⎨
⎩

ρρρ+
n Sn

/
(3V+

n ) r ∈ T+
n

ρρρ−
n Sn

/
(3V−

n ) r ∈ T−
n

0 otherwise
. (12)

In eqn (12), Sn is the area of common triangles, and
V+

n and V−
n are volumes of tetrahedrons T+

n and T−
n ,

respectively. ρ+
n is the position vector of the free vertex

pointing to the point inside tetrahedron T+
n , and ρ−

n is the
position vector of the internal point pointing to the free
vertex of tetrahedron T−

n . It should be noted that the half-
SWG functions are also needed at the outer boundary.
The geometry of the SWG function is shown in Figure 3.
The details about the SWG functions are referred to [18].

Therefore, the corresponding impedance matrix
equation can be built below

Ax = b, (13)

where A = (ai j)N×N is an impedance matrix with

ai j =
∫

Vi

fi(r) · [− jωμ0(1+
1
k2

0
∇∇·)

×
∫

Vj

G(r,r′)f j(r
′)dV ′

j ]dV ′,
(14)

where x = [x1,x2, ...,xN ]
T is the vector of unknowns, b =

[b1,b2, ...,bN ]
T is the excitation vector with

bn =
∫

Vn

fn(r) · Einc(r)dV ′
n, n = 1,2, ...,N. (15)

In eqn (15), E inc(r) denotes the electric field of the
incident wave. Eqn (13) is then solved by the generalized
minimum residual method (GMRES) method [19].
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D. Software implementation and user guide

For the convenience of systematically analyzing
the electromagnetic scattering characteristics of various
inhomogeneous dielectric targets, we have developed
a user-friendly software, which integrates the above-
mentioned methods. To apply to most kinds of
inhomogeneous dielectric targets, the dielectric con-
stant information and geometric structure information
of the target are grouped into a data input mod-
ule of the software. The input module accepts the
point cloud data file, deterministic formula, and spa-
tial spectrum of the target’s dielectric constant and sup-
ports the geometric file in mainstream formats, such as
.stp and .igs.

In the settings of simulation frequency, incident
angle, and scattering angle, we follow the setting habits
of existing simulation software, including the initial
value, terminal value, and number of samples. To link
with different radar systems, two polarization modes,
HH and VV, are given for users to choose. The software
sets up two graph windows to visualize the spatial dis-
tribution of the target dielectric constant and the corre-
sponding scattering results, as shown in the right part of
Figure 4. At the same time, the software is equipped with
a data output port, which is convenient for users to fur-
ther analyze the scattering data. The interface for mod-
eling the inhomogeneous dielectric targets is shown in
Figure 4. The main operation procedures are as follows:

1) Select one of the following three methods to obtain
the dielectric constant distribution in the target
domain: loading the spatial point cloud data file
of the target’s dielectric constant according to the
entered data file path; entering the formula of the
dielectric constant varying with position; enter-
ing the spatial spectrum function of the target’s
dielectric constant. The corresponding geometry
file is also required when adopting the latter two
methods.

pp y

Fig. 4. Designed software to model arbitrarily inhomo-
geneous dielectric targets.

2) Input simulation conditions, including incident
zenith angle, incident azimuth angle, scattering
zenith angle, scattering azimuth angle, polarization
type, and frequency.

3) Press the “Run” button to start the electromagnetic
scattering simulation for the target.

4) Press the “Save” button to save the scattering calcu-
lation results of the target.

Benefiting from the designed software, we have
successfully carried out electromagnetic scattering
simulations for various inhomogeneous dielectric
targets, two of which are given in the next section.

III. SIMULATIONS WITH DESIGNED
SOFTWARE

In this section, we first verify our algorithm by com-
paring the simulation results (given by the software)
of an inhomogeneous sphere, of which the dielectric
constant continuously varies with the spatial position,
εr(x,y,z), with numerical solutions in [20]. Then, we
apply our software to analyze electromagnetic scattering
characteristics of a cloud-like inhomogeneous dielectric
target, of which the dielectric constant is determined by
a spatial spectrum function.

A. Algorithm validation based on an inhomogeneous
dielectric sphere

In this section, an inhomogeneous sphere is mod-
eled by our software for verification. Specifically, the
sphere is centered at (0,0,0) with radius R = 1 m. The
constitutive parameters are εr = exp[(x+ y+ z+2)

/
2]

and μr = 1. The reconstructed inhomogeneous sphere is
shown in Figure 5. The magnitude of the far zone scat-
tered field (r |Es|) as a function of angle is calculated at
fe = 100MHz using the proposed method in Section II.

The simulation results are compared with the
numerical ones, as shown in Figure 6. The lines in Fig-
ure 6 are the results obtained by the proposed method,
and the symbols indicate the results in [20]. It can be seen
that they are in excellent agreement. This verifies the cor-
rectness of our algorithm (integrated into the designed
software) in calculating the electromagnetic scattering
from inhomogeneous targets and demonstrates that our
method also has high solution accuracy same as [20].

B. Electromagnetic scattering estimation of a cloud-
like inhomogeneous target with the designed software

In practice, many objects have irregular structures,
and the spatial distribution of dielectric constant usually
cannot be expressed by a deterministic formula, such
as the reservoir formation minerals, atmospheric turbu-
lence, and so on. But many times, we can obtain their
spatial spectrum functions of dielectric constants.
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Fig. 5. Reconstruction of the inhomogeneous sphere
(R = 1m, εr = exp((x+ y+ z+2)

/
2), and μr = 1) with

our software.

Table 1: Basic parameters of this kind of random media
L0 l0 C εr0

L0x L0y L0z

0.43 m 0.16 m 0.22 m 0.003 m 10−7m−1/3 1

In this section, we introduce our software to solve
this kind of random media and establish an inhomo-
geneous target with a cloud-like shape for instruction.
The detailed modeling processes and scattering calcula-
tion of the cloud-like target based on our software (intro-
duced in Section II) are as follows:

1) Get the geometry file information and input the
spatial spectrum function. For the import of the
geometry file, the supported file formats are “*.stp,”
“*.igs,” etc. The geometry of the cloud-like inho-
mogeneous target is shown in Figure 7 (a). The
maximum length of the media is 0.43 m in the x-
direction, 0.16 m in the y-direction, and 0.22 m
in the z-direction. The spatial distribution of the
dielectric constant is consistent with the atmosphere
fluid, that is, Φ(Kr′) = 0.033C2 |Kr′ |−11/3 (see Sec-
tion II-A), and basic parameters of the fluid are
shown in Table 1 . The outer scale is the geome-
try size of the target in x-, y-, and z-directions, and
the inner scale of the fluid is set to 0.003 m. The
constant C and the average dielectric constant εr0
are set to 10−7m−1/3 and 1, respectively.

2) Generate the subdivision (tetrahedral elements) of
the target according to the incident wave frequency

Fig. 6. Magnitude of the far zone scattered field (r |Es|)
as a function of angle for the inhomogeneous sphere at
fe = 100MHz.

fe. In this case, the incident wave frequency is set to
3 GHz; thus, 31,115 tetrahedral cells are obtained.
The geometry after subdivision is shown in Fig-
ure 7 (b).

3) Determine the dielectric constant sampling points.
According to the spatial spectrum function to obtain
the dielectric constant spatial distribution of random
media (see Section II-A), let p = q = s = 71; then
357,911 sampling points are generated, as shown in
Figure 7 (c). Notably, the more the sampling points,
the more accurate it will be. The number of sam-
pling points can be determined according to the spe-
cific application requirements.

4) Count the sampling points in each tetrahedral ele-
ment according to eqn (5)–(8), calculate the aver-
age dielectric constant by (9), and assign the aver-
age dielectric constant to the corresponding tetra-
hedral element. The vertex coordinates and average
dielectric constant of each tetrahedral element are
shown in Table 2. The reconstruction of the cloud-
like target is shown in Figure 7 (d).

5) Set simulation parameters. We set the start fre-
quency to 300 MHz, the end frequency to 3 GHz,
and the frequency increment to 37.5 MHz. The inci-
dent angle is set to θt= 180◦ (zenith angle) and
φt= 0◦ (azimuth angle). The scattering angle is set
to θr= 180◦ and φr= 0◦ (backscattered field). The
detailed settings of the software in this case are
shown in Figure 8.

6) Run the software to call the MoM algorithm for the
electromagnetic scattering calculation of the target
and save the results for further analysis.

It should be noted that, for the sake of statistical sig-
nificance, we randomly generate 30 samples. Figure 9
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Table 2: Vertex coordinates and average dielectric constant of each tetrahedral element
Tetra V1 (m) V2 (m) V3 (m) V4 (m) ε̄r

1 (−0.023,0.008,0.025) (−0.036,0.013,0.025) (−0.028,0.021,0.021) (−0.023,0.009,0.015) 1.000200048
2 (−0.023,0.008,0.025) (−0.023,0.018,0.031) (−0.028,0.021,0.021) (−0.028,0.012,0.031) 1.000200255
3 (−0.035,0.003,0.023) (−0.036,0.013,0.025) (−0.023,0.008,0.025) (−0.023,0.009,0.015) 1.000199723
4 (−0.062,−0.014,

−0.017)
(−0.059,−0.004,

−0.014)
(−0.060,−0.016,

−0.008)
(−0.052,−0.007,

−0.011)
1.000199942

5 (−0.062,−0.014,
−0.017)

(−0.052,−0.007,
−0.011)

(−0.052,−0.020,
−0.010)

(−0.051,−0.016,
−0.018)

1.000199881

...
...

...
...

...
...

(b) Mesh

(c) Spatial sampling of  dielectric constant

(d) Reconstructed 
                   inhomogeneous target

(a) Geometry

Fig. 7. Processes of reconstructing the inhomogeneous
cloud-like target by our software.

Fig. 8. Detailed settings of the software for modeling the
inhomogeneous cloud-like target.

plots three samples of the spatial fluctuation of the cloud-
like target’s dielectric constant.

Figure 10 plots the simulation results (monostatic
RCS) of the cloud-like target at different incident fre-
quencies ( fe ∈ [0.3,3] GHz). The thin gray-blue lines are

    

Fig. 9. Three cases of the dielectric constant spatial fluc-
tuation of the cloud-like target.

0.5 1 1.5 2 2.5 3

f  (GHz)

-190

-180

-170

-160

-150

-140

-130

 (d
B)

95% CI
mean

samples

Fig. 10. Monostatic RCS versus the incident wave fre-
quency.

the results of several samples, and the thick blue line is
the average value of the 30 samples.

The light blue area in Figure 10 denotes the 95%
confidence interval (CI) of the cloud-like target’s RCS,
which intuitively gives the amplitude range of echo sig-
nals from the target at each incident wave frequency.

It should be emphasized that, from the thick blue
line, we observe that as the frequency increases, RCS
gradually increases and tends to be stable at about 1 GHz.
According to the Bragg scattering conditions, the scatter-
ing is stronger when the effective scatterer size is half of
the incident wavelength [21]. In this case, this means that
the size of the cloud-like target should reach the decime-
ter level, which is indeed the case (see Table 1). This
proves that our results are reasonable, that is, our soft-
ware can be used for electromagnetic scattering simu-
lation of random inhomogeneous dielectric targets. The
turbulent scattering is also generally estimated by the
empirical formula given in [8], which suggests that the
scattering result of turbulence is proportional to the cubic
root of electromagnetic frequency. However, this result
does not strictly conform with Bragg’s law. Therefore,
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our method can be better used to analyze the spectral
characteristics of turbulence than empirical formulas.

IV. CONCLUSION

A practical method to model the arbitrarily
irregular-shaped and inhomogeneous dielectric targets
is presented in this paper. The simulation example of
an inhomogeneous sphere with a continuously varying
dielectric constant fully verifies the correctness of our
method, where the scattered far-field results obtained
by the proposed method are consistent with numerical
results. More importantly, a user-friendly software is
developed based on our method and the designed soft-
ware can be applied to calculate the electromagnetic
scattering from complex, irregular, and random inho-
mogeneous targets. In this paper, a cloud-like target,
of which the dielectric constant distribution is obtained
by Monte Carlo simulation with the spatial spectrum of
atmospheric turbulence dielectric constant fluctuation, is
taken as an example, and the results are in accordance
with the Bragg’s law. This fully verifies the wide appli-
cability of the designed software.

Added up, our software can not only be applied to
modeling the inhomogeneous target with a determinis-
tic dielectric constant function and a regular shape but
also the complex target with a spatial spectrum func-
tion and an irregular shape. It provides a convenient way
to solve the electromagnetic scattering simulation prob-
lems of complex inhomogeneous targets in engineering
applications.
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Abstract – A textile integrated, two-element, multiple-
input multiple-output (MIMO) antenna is designed
for Wi-Fi, wireless local area network (WLAN), and
wearable biomedical applications. A CSRR slot and
horn-shaped decoupling structure increases impedance
matching and reduces the current movement from one
element of antenna to another element which increases
the isolation to 7.4 dB. The CSRR slot in the ground is
accomplished between the elements to mitigate the sur-
face current and enhance the isolation up to 27.4 dB. The
10-dB radiation exists from 4.65 to 5.97 GHz with more
than 20-dB isolation in the full operating band where the
maximum isolation is found to be 49.45 dB at 4.7 GHz.
MIMO parameters are investigated in a two-element
antenna, in which acceptable results are obtained. Bend-
ing analysis and phantom analysis are performed for
wearable applications which demonstrate the acceptable
results.

Index Terms – Defected ground structure (DGS), flexi-
ble antenna, isolation enhancement, MIMO antenna, tex-
tile antenna.

I. INTRODUCTION

There has been an extreme influence of body worn
antennas for communication system recently. To sat-
isfy the demands of communication in today’s sce-
nario, the antenna has to be robust, flexible, cost
effective, compact, and reliable for wearable applica-
tions [1]. Flexible and textile antenna could be eas-
ily incorporated in the wearable and portable devices,
but accomplishing the antenna in the compact space
is a challenging task for a researcher. Among several
technologies of antenna design, the use of multiple-
input multiple-output (MIMO) antenna is a popu-
lar choice because in MIMO, same data is sent
as multiple signals simultaneously through multiple

antennas. This results in high data rate, diversity
performance, high channel bandwidth, link reliability,
high channel capacity, multiple transmission and recep-
tion capability, as well as spatial multiplexing [2, 3].
When multiple antennas are incorporated in small space,
the distance between antennas is minimized due to which
the mutual coupling increases and affects the MIMO
parameters. High isolation between antenna elements
could primarily be achieved in MIMO antennas by posi-
tioning the radiators at high distance (> λ /2) from each
other so that mutual coupling is neutralized. This results
in a large sized antenna that is not suitable for wear-
able applications. Other methods to escape mutual cou-
pling is to place the radiator either perpendicularly [3]
or at orthogonal positions [4, 5]. Extended ground struc-
ture [6] or a conductive line between the radiators [7]
also considerably reduces the size of antenna by bringing
the radiators closer. To further reduce the size, which is
compatible to the requirements of wearable devices, sev-
eral decoupling structures such as meander lines, slots,
stubs, as well as metamaterial structures such as EBG
and SRR are utilized. Meander line structures are easy to
implement on rigid FR-4 substrate [8] and provide good
isolation, but antennas have to compromise with flexi-
bility. Meander lines are also implemented on flexible
jeans substrate to enhance isolation [2], but this approach
increases design and fabrication complexities. Alterna-
tively, T-shaped [9–12] and E-shaped [13] stubs, ver-
tical and horizontal slotted ground [14], funnel-shaped
defected ground structure [15], neutralized line between
the radiators along with defected partial ground [16],
decoupling stubs [17], and combination of vertical and
horizontal ground for enhanced isolation [14] are very
common, easy to implement, and simpler approach on
jeans substrate. Researchers had also utilized dielectric
resonators along with annular rings [18] to curb mutual
coupling. In [19], four-element CPW-fed MIMO antenna
is proposed for UWB applications with CSRR notch,
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where distance between antenna and parasitic stub is
used to improve the isolation. Researchers have also used
metamaterial structures such as H-shaped EBG [20] for
isolation enhancement. Orthogonalfeed with stubs [4],
defected ground structures, and square patch with cham-
fered feed [21] are some of the hybrid structures deliber-
ately utilized for improved isolation and reducing size of
antenna.

An antenna with flexible textile substrate has the fol-
lowing advantages over their fixed counterparts.

• The antenna can be designed conformal, enabling
it to fit to the design of the device. Flexible textile
antennas are also shock resistant, especially appli-
cable on fast moving devices or wearables such as
shoes or wrist watch.

• Fabric antennas are environment friendly when dis-
posed and are immune to high temperature defor-
mations that may exist in antennas with fixed sub-
strates.

There are several types of textile materials that are
used as a substrate to design flexible antennas [22] where
jeans material, popularly known as denim material, is
an obvious choice for research on wearable antennas
because of its rugged and long lasting quality [23], low
cost, and time saving fabrication techniques [1]. The fab-
ric is highly researched and the textile characteristics are
rigorously studied [24] and dielectric constant is deter-
mined [25].

The proposed textile antenna could be used in wear-
able applications with the following novelty and techni-
cal contributions.

1. The proposed antenna design is modest as com-
pared to other structures [2, 9, 16] and is integrated
on most popular, rugged, flexible, easily available,
and inexpensive jeans textile material.

2. The suggested decoupling structure in this work
enhances the port to port isolation significantly up
to 49.45 dB which is expressively higher than the
other related works [2, 4, 13, 15, 17].

3. The antenna is analyzed on different curvatures and
maintains its band for wireless local area network
(WLAN), Wi-Fi, and 5.8 GHz (ISM) with minimal
effect on impedance matching as well as isolation.

4. To analyze the on-body radiation effect of antenna,
specific absorption rate (SAR) is obtained using
four layered phantom model. The obtained SAR is
0.2680 W/Kg which is lower than other reported
work [2, 13, 16].

The antenna is designed with required Wi-Fi,
WLAN, and ISM band applications and fulfilled the
compact and flexible requirement for wearable applica-
tions. The demonstration of human body effect on the

antenna is discussed in the manuscript where antenna
is designed with traditional equations, explained in
eqn (1)–(3), and CSRR mitigates the current which is
explained in Figure 1 (f). The low envelope correlation
coefficient (ECC) and high isolation ensures that the
antenna can be used for wireless communication appli-
cations.

II. MIMO ANTENNA DESIGN AND
EVOLUTION STEPS

The optimized, compact two-element MIMO
antenna is fabricated on lossy [24, 26] jeans material of
1 mm thickness (dielectric constant, εr= 1.7) [2, 6, 24?

] which is illustrated in Figure 1 (a) with a prototype in
hardware as shown in Figure 1 (b). The edge-to-edge
dimensions of the antenna are 28 mm (Wb) × 24 mm
(Wh). Primarily, we have to design a single element
antenna and calculate the length (λg) and the width
of the feed with help of eqn (1)–(3) [27]. In MIMO
antenna design, two elements are incorporated with the
conventional edge-to-edge distance.

For
W
h
> 1,

where W= width of the patch, and h= height of the sub-
strate where dielectric constant (εr) for jeans (denim)
material is 1.7.

The effective dielectric constant is given by

εreff=
εr+1

2
+

εr−1
2

(
1+12

h
W

)− 1
2
, (1)

λg=
300

f
√

eeff, (2)

where f= resonant frequency.
The characteristic impedance Z0 can be given by

Z0=
120π√

εreff
[w

h +1.393+0.667 ln
(W

h +1.444
) ] . (3)

For MIMO antenna, the two elements are placed
minimum at the distance of λ /4 for considerable isola-
tion. However, this distance could be reduced by using
isolation structures such as SRR and EBG. The calcu-
lated feed is W1 = W2 = 2.7 mm (width) and W3 = W4
= 13.6 mm (height) with Z0 = 52.36 Ω.

Other dimensions of two-element MIMO antenna in
mm are: W5 = 3.9, W6 = 23, W7 = 8.5, W8 = 8, W9
= 8.9, r1 = 6.7, r2 = 6.6, W10 = 1.5, and W11 = 1.5.
The simulation of flexible and textile MIMO antenna is
performed on Ansys HFSS-19 simulation software.

The two-element MIMO is evolved in four major
iterations/steps, as is demonstrated in Figure 1 (c). In
step-1, the ground height is 3.9 mm with 13.6-mm
microstrip feed height where feed width of 2.7 mm is
used to achieve approximately 50-Ω impedance match-
ing. The |S11| in dB exists from 4.75 to 5.69 GHz,
whereas the averaged isolation is at 10 dB with high-
est isolation of 13.66 dB as revealed in Figures 1 (d) and
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(a)

(b)

Step-1          Step-2          Step-3          Step-4
(c)

(d)                                         (e)

(f)

Fig. 1. (a) Proposed MIMO antenna (dimensions). (b)
Prototype (fabricated). (c) Steps (evolution). (d) |S11|
parameters (steps) in dB. (e) |S12| parameters (steps) in
dB. (f) Surface current distribution at 5.8 GHz.

(e), respectively. In step-2, while increasing the ground
vertically between two elements, isolation increases |S21|
because this modification perturbs the current movement
toward the modified ground structure from port one [6].
The |S11| in dB ranges from 4.80 to 5.87 GHz, whereas
isolation is improved at this stage and ranges close to 17
dB, as is evident from Figures 1 (d) and (e). In step-3,
a horn-shaped structure is implemented in the ground,
which curates the impedance matching of antenna and
increases the |S11| that varies from 4.53 to 5.96 GHz. The
horn-shaped decoupling structure reduces the surface

current between antenna elements and improves the iso-
lation by 7 dB. In the last step, CSRR slot is accom-
plished in the decoupling structure, thereby mitigating
the surface current and improving the isolation up to 27
dB. The |S11| characteristics are further improved, which
varies from 4.65 to 5.97 GHz with enhancement in iso-
lation. The isolation at this stage has reached a peak of
49.45 dB, which is an improvement of 123.09% as com-
pared to step-3 (without CSRR). Surface current analysis
of two-port antenna is analyzed at 5.8 GHz which clearly
demonstrates that the CSRR effectively diminishes the
surface current and improves the isolation as shown in
Figure 1 (f).

III. BENDING ANALYSIS OF ANTENNA

To study the performance of two-port antenna with
structural deformations, the antenna is deliberately bent
on a polystyrene base cylinder with diameter of 25, 20,
15, and 10 cm using the wrapping tool in HFSS 19
[28]. The cylinder is then removed and simulation is
performed. The screenshots are shown in Figure 2 (a),
whereas Figure 2 (b) depicts the placement of designed
antenna on polystyrene base. The |S11| and |S12| char-
acteristics in dB (simulated) are shown in Figures 2 (c)
and (d). Figure 2 (f) shows the variation in radiation effi-
ciency, where small variations are observed. The size
of antenna is reducing and impedance matching varies
when bending process is applied on two-port antenna;
therefore, |S11| and |S12| are shifted toward higher fre-
quency, where small variation is found [36]. The min-
imum variation is found in gain of antenna in bend-
ing process is due to small variations in efficiency as
depicted in Figure 2 (e). The bending analysis proves
that the proposed antenna is working effectively, with-
out compromising with the radiating bandwidth and iso-
lation.

IV. PHANTOM ANALYSIS

The wearable antennas are used near the human tis-
sues; therefore, certain parameters of radiation have to be
studied for wearable applications. The effect of radiation
on different layers of human skin is measured in terms of
SAR.

Absorption of electromagnetic (EM) energy when
exposed to radiation of antenna is calculated in SAR. In
other words, it is the radiated power absorbed by human
tissue of 1 Kg, averaged at 1 or 10 g, as illustrated in
eqn (4)

SARaverage (r,ω)=
1
V

∫ σ (r,ω) |E (r,ω)|2
2ρ (r)

dr, (4)

where |E (r,ω)| is electrical field in volts/meter, V = vol-
ume in meter cube, r = position of vector, σ is sample
density, and (r,ω) is the conductivity in Siemens/meter.

As per internationally approved standards, the value
of SAR has to be under 1.6 W/Kg for safe use of antenna
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Fig. 2. Bending of antenna at 10, 15, 20, and 25 cm diam-
eter (simulated). (b) Bending of antenna at 10, 15, 20,
and 25 mm diameter (measured). (c) |S11| in dB for bend-
ing analysis (simulated and measured). (d) |S12/21| in dB
for bending analysis (simulated and measured). (e) Peak
realized gain variations on bending. (f) Radiation effi-
ciency variations on bending.

Table 1: Characteristic values of human body tissues (5.8
GHz) [31]
Tissue Conductivity

(S/m)
Relative
permittivity
(εr)

Loss tan-
gent (σ )

Skin 3.717 35.114 0.32807
Muscles 4.9616 48.485 0.31715
Fat 0.29313 4.9549 0.18335
Breast fat 0.41974 4.4976 0.28924
Bone 1.1544 9.6744 0.36981

near human body [29]. An analysis of the antenna posi-
tioned at 20-mm distance from a phantom model is per-
formed. The phantom model (four layered) is composed
of skin layer (2-mm thick), fat layer (3.5-mm thick),
muscular layer (10-mm thick), and bone (10-mm thick)
as depicted in Figure 3 (a). The tissue characteristics
such as conductivity, loss tangent, and relative permittiv-
ity at 5.8-GHz frequency are given in Table 1. The |S11|
and |S12| parameters of antenna in dB without phantom
and with phantom are shown in Figures 3 (c) and (d). The
minimum variations are observed in s-parameters when
the four-layered phantom model is positioned at 20 mm
from antenna, and this could be a feasible distance for
wearable applications. The maximum SAR value was
evaluated as 0.2680 W/Kg when averaged on 10 g of
phantom model, when excited with a source power of
10 mW as is relevant from Figure 3 (b). The radiation
efficiency and realized gain, in the absence and pres-
ence of phantom model, are depicted in Figures 3 (e)
and (f), and a small variation in gain is found as
a result of grating lobe reflection from the phantom
model.

V. RESULTS AND DISCUSSIONS

The measurements were executed using VNA
(Anritsu MS 2025B). The simulated and measured
results of |S11| and |S12| in dB are depicted in
Figures 4 (a) and (b), where |S11| in dB extends from 4.7
to 5.9 GHz with more than 20-dB isolation and minimum
variation is found in the measured results. The anechoic
chamber measurement for gain, where the amplitude of
the transmitted signal (Pt) from MIMO is measured on
the received signal (Pr) by horn antenna at a distance of
3 m. The gain is determined using formulae as given in
eqn (5).

Pr

Pt
=GtGr

(
λ

4πd

)2

, (5)

where Gt and Gr are antenna gains of the MIMO
antenna and horn antenna, respectively, and d is
the distance between the two antennas and λ is
the measured wavelength. The realized gain varies
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Fig. 3. Antenna positioned on phantom [30]. (b) Analy-
sis of SAR (phantom). (c) |S11| in dB on phantom. (d)
|S12| on phantom. (e) Radiation efficiency on phantom.
(f) Peak realized gain on phantom.

from 3.37 to 5.23dB and less than 0.5 dB variation
is observed with measured results due to environment
losses associated with high frequency as depicted in
Figure 4 (b). Radiation efficiency (simulated) is higher
than 90% as is given in Figure 4 (c). The two-port
antenna is measured on different body positions such as
wrist, thigh, chest, and biceps for “on-body” wearable
analysis as depicted in Figure 4 (f). The measured |S11|
and |S12| in dB are depicted in Figures 4 (h) and (i). The
results show that the antenna is performing satisfacto-
rily when placed on any body part and also the antenna
is able to maintain its isolation at less than 20 dB. Fur-
ther, the antenna is placed on cap, shoes, bag, and rid-
ing helmet for portable wearable analysis as depicted in

Figure 4 (g), where the antenna has minimum variations
in s-parameters due to coupling effect, but the exper-
imental results show acceptable performance in terms
of |S11| and |S12| in dB as shown in Figures 4 (j) and
(k). The measurement of radiation pattern is performed
in anechoic chamber and the normalized patterns in x-
z and y-z planes at 5.8 GHz frequency are shown in
Figure 4 (e) and during measurement port 2 is terminated
with 50-Ω terminator and port 1 is excited. The differ-
ence between co- and cross-plane is observed at more
than 20 dB in end-fire direction and stable radiations are
observed. Figure 4 (d) represents the simulated and mea-
sured VSWR.

(a)           (b)

           (c) (d)

(e)

(f) (g)

Fig. 4. Continued.
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(h) (i)

(j)                        (k)

(l)

Fig. 4. Results (measured and simulated). (a) S-
parameters (measured and simulated). (b) Realized gain
(dB) (measured and simulated). (c) Radiation efficiency.
(d) Simulated and measured VSWR. (e) Normalized
radiation patterns in yz and xz planes at 5.8 GHz (mea-
sured and simulated). (f) Antenna placed on various body
parts. (g) Antenna placed on different objects (h). |S11|
characteristics in dB on different body parts. (i) |S12|
characteristics on different body parts. (j) |S11| in dB on
different objects. (k) |S12| in dB on different objects. (l)
Measurement of antenna in anechoic chamber.

VI. ANALYSIS OF ECC, CCL, TARC,
AND DG

A. Formulation

For evaluating MIMO performance in diversity
environment, certain parameters such as channel capac-
ity loss (CCL), diversity gain (DG), total active reflec-
tion coefficient (TARC), and ECC are taken into consid-
eration. All the parameters are measured using the eqn
(6)–(9) [4]

ECC =
|S∗11S12+S∗21S22|2(

1−|S11|2−|S21|2
)(

1−|S22|2−|S12|2
) (6)

DG = 10
√

1−|ECC|2. (7)

(a) (b)

(c) (d)

Fig. 5. MIMO parameters. (a) ECC. (b) Diversity gain.
(c) TARC. (d) CCL.

TARC =

√
|S11+S12e jθ |2+

∣∣∣S22+S21e jθ
∣∣∣2/√2, (8)

where θ = phase angle between adjacent/diagonal ports.

CCL =−log2det
(
ψR) , (9)

and ψ = correlation matrix at the receiving end.

B. Explanation

ECC is an important parameter that represents the
correlation between the antenna elements. ECC ranges
from 0 to 1 where 0 represents no correlation and anten-
nas are completely decoupled, whereas 1 indicates iden-
tical pattern and high coupling between antennas. A truly
uncorrelated channel is highly unlikely; therefore, ECC,
which is close to 0, is desirable, thereby exhibiting high
diversity performance and DG [19]. ECC and DG are
calculated from s-parameters and are extracted from eqn
(6) and (7). The measured and simulated DG and ECC
are illustrated in Figures 5 (b) and (a), in which ECC is
less than 0.005 and DG is near 10 dB.

Radiating efficiency and bandwidth of MIMO are
not accurately characterized by scattering matrix; there-
fore, TARC is used [20]. Two element antenna scattering
parameters are used to extract the TARC from eqn (8).
TARC with θ = 0◦, 30◦, 60◦, 90◦, 120◦, 150◦, and 180◦
is given in Figure 5 (c), where minimum variations are
observed.

CCL is a measure of throughput of antenna, where
the CCL value should practically be less than 0.4 bit/s/Hz
[11]. For the whole operating band, which represents
high throughput. The CCL is measured through eqn
(9). The measured and simulated CCL is depicted in
Figure 5 (d) and is lower than 0.4 bits/s/Hz.
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(a)

(b)

(c)

Fig. 6. (a) Breast model. (b) SAR of skin (without and
with tumor. (c) SAR of glandular cell (with tumor) and
SAR of tumor.

VII. TUMOR ANALYSIS ON FEMALE
BREAST PHANTOM MODEL

Tumor in the female breast is very common in
the soft glandular tissue, which is more vulnerable to
developing malignant cells. In this paper, tumor analy-
sis is investigated on female breast phantom model, with
respect to SAR analysis.

The characteristics of tissue such as permittivity and
permeability vary on occurrence of malignant (tumor)
cell, thereby changing the SAR characteristics of the cell
[32, 33]. Therefore, SAR analysis is the direct method
for prediction of tumorous cells. A three-dimensional
breast model (female) is illustrated in Figure 6 (a) for
SAR analysis. The distance between breast model and
antenna is 15 mm. The breast model with tumor size
of 8 mm radius is composed of glandular tissue (r =
40 mm), breast fat (r = 55 mm), and outermost skin
layer (r = 60 mm). The respective thickness of the lay-
ers is 40, 15, and 5 mm of glandular, breast fat, and skin
layers [30, 32].

Table 2: SAR analysis (with and without tumor)
SAR (W/Kg) analysis at 5.8 GHz

Tissue With
tumor

Without
tumor

SAR
diff.

Skin Max 70.951 83.2459 12.2945
Min 0.0006 0.0033 0.0027

Breast fat Max 2.6118 2.6283 0.0165
Min 0.0004 0.0003 0.0001

Glandular cell Max 0.1301 0.1240 0.0061
Min 0.0004 0.0003 0.0001

Tumor cell Max 0.1126 – –
Min 0.0738 – –

A. Detection of tumor

As the microwave field penetrates the tissue, the
power is subsequently rejected through reflections and
dissipation. Several tumor detection techniques are
conventionally accounted [34, 35]. In the proposed
method, tumor detection could be accomplished by using
two different hypotheses. In the first hypothesis, the SAR
value of the tumor and glandular tissue in the vicin-
ity is analyzed for the detection of tumor cell; here, it
is observed that the higher SAR(avg) value of the glan-
dular tissue with tumor varies from 0.1301 to 0.0004
W/Kg, whereas SAR value of tumor tissue in glandu-
lar cell varies from 0.1126 to 0.0738 W/Kg, as shown
in Figure 6 (c). The SAR difference denotes the pres-
ence of tumor, where the huge difference of minimum
SAR value is detected in tumor cell and its neighbor-
ing glandular cell. In the second hypothesis, the differ-
ence in average SAR proves the presence of malignant
(tumor) cell. It is observed that SAR values are decreased
with the presence of tumor as given in Figure 6 (b).
SAR difference (with and without tumor) is depicted
in Table 2. In this investigation, the tumor analysis is
observed effectively, which can be valuable for cancer
detection and biomedical applications. In Table 3, the
proposed two-port textile MIMO antenna is compared to
the existing MIMO antenna, where proposed antenna is
flexible and compact, based on textile material, with high
isolation and have acceptable MIMO parameters, which
can be applicable for WLAN and Wi-Fi communication
in wearable applications.

VIII. CONCLUSION

A two-element MIMO antenna is designed and fab-
ricated on denim textile as a substrate for 5G, WLAN
frequency bands: Wi-Fi/WLAN (HIPERLAN, U-NII)
(IEEE 802.11 a/h/j) working group as well as biomedical
(ISM) band at 5.8 GHz. The isolation is achieved from
defected ground decoupling structure such as horn-shape
and CSRR. The horn-shaped ground disturbs the surface
current and improves the isolation up to 5 dB, whereas
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Table 3: Proposed MIMO antenna compared with existing MIMO antenna
Ref Size

(mm2)

10 dB (GHz) Isolation

(dB)

Gain

(dB)

Substrate Flexibility Isolation technology

used

ECC

[2] 60 × 97 1.5–3.8, 4.1–

6.1

15, 20 4 Jeans Yes Meander line struc-

tures

0.1

[4] 31 × 31 3.3–4.3 24 3.45 Jeans Yes Stubs and DGS, and

orthogonal feed

0.2

[7] 140 × 70 2.33–2.5 26 4.7 Shieldit

Textile

Yes Conductive line 0.01

[9] 76 × 37 2.00–6.23 29.26 2.88 Felt Yes T-shaped stubs,

ring-shaped slots,

and meander line

0.01

[11] 80 × 170 3.4–3.6 and

3.9–4.5

20 6.8 FR4 No T-shaped decou-

pling structure

0.3

[12] 18 × 44 3.3–3.65 and

4.8–5.5

18 5.93 FR4 No Inverted T-shaped

slot

0.002

[13] 55 × 35 2.4–9.0 18 9 Jeans Yes E-shaped stubs 0.06

[14] 71.7 × 50 3.24–3.05 19 4.7 FR4 No Vertical and hor-

izontal slotted

ground

0.0035

[15] 35 × 30 3.11–5.15,

4.81–7.39

19, 21 NA Jeans Yes Funnel-shaped DGS 0.18

[16] 30 × 50 3.14–9.73 32 2.7 Jeans Yes Neutralized ground 0.12

[17] 70 × 40 1.83–8 22 4 Jeans Yes I-shaped stubs 0.01

[21] 93 × 93 2.16–2.75 15 4.02 FR4 No Square patch with

circular chamfered

corners

0.03

Prop

osed

24 × 28 4.65–5.97 20 4.57 Jeans Yes Horn-shaped

defected cou-

pling structure with

CSRR

0.005

CSRR-shaped slot effectively diminishes the surface cur-
rent and improves the isolation up to 27 dB. Overall,
20-dB isolation is achieved on the 10-dB impedance
bandwidth of the proposed antenna that exists from 4.65
to 5.97 GHz; the antenna has simple decoupling struc-
ture and flexible substrate. The two-port MIMO antenna
parameters are under the acceptable limit and antennas
have minimum effect in s-parameter when analysis on
bending was performed; this shows that the antenna is a
suitable choice for wearable applications. Wi-Fi anten-
nas are updated with MIMO technologies that allow
group of devices to connect simultaneously to create
efficient network and enhance speed and coverage. The
MIMO antennas that are compact and integrated on fab-
rics could invariably be used for such applications in
near future. The future technology holds easy-to-use and
easy-to-fabricate antennas on other wearable textile sub-
strates for 5G and 6G technologies that would be used in
future. In future, more than two antenna elements would
be designed for Internet of Things (IoT), sports, enter-
tainment, and wearable technologies.
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Abstract – This research presents a compact panda-
shaped wearable antenna with a defected ground
structure (DGS). It is fabricated using a flexible mate-
rial to work at 2.4-GHz industrial scientific medical
(ISM) band, confirming the wireless body area net-
work (WBAN) application requirements. The annular
ring DGS and circular and elliptical slots in the patch aid
in achieving the operating frequency. Good impedance
bandwidth is maintained during on-body and bending
analysis. Furthermore, this antenna exhibits a peak gain
of 7.3 dB and a minimum specific absorption rate (SAR)
of 0.0233 W/kg for 1 g tissue and 1.02 W/kg for 10 g tis-
sue. The investigation shows that an antenna with good
robustness, compact, high flexibility, and very low SAR
makes it a strong candidate for WBAN applications.

Index Terms – Annular ring DGS, bending analysis,
flexible, SAR, slot.

I. INTRODUCTION

In the new millennia, there has been constant tech-
nological advancement, specifically in wireless body
area network (WBAN) communication. The technology
has been used across multiple fields, including mili-
tary and health care [1]. This significant improvement
requires the scientific world to invest time and energy
to develop WBAN systems, especially wearable anten-
nas that seamlessly integrate into people’s daily wear.
This requirement poses a significant challenge for the
scientific community to ensure that the wearable antenna
designed is flexible, conducive, compact, light-weight,
yet non-abrasive, and, importantly, meets the emission
standards put forth by international standard organiza-
tions [2]. As the antenna is expected to be used on the
human body, the parameters that need to be evaluated are
frequency shifting, efficiency degradation, and radiation

distortion when used near human tissues, as stringent
rules cover are applicable for the SAR [3]. Previous
research studies prove that the performance of the wear-
able antenna is impacted when working near a human
subject [4].

Several pieces of research have been proposed so
far for wearable application in narrowband. Some of the
notable contributions are as follows: in [5], a combina-
tion of EBG defected ground structure (DGS) technique
was employed. In this work, EBG increases the isola-
tion between the human bodies with an antenna, whereas
DGS enhances the bandwidth. The L-shaped inverted
element with DGS is proposed for the improvement of
the bandwidth and gain [6]. In [7], an asymmetric arc-
shaped DGS was utilized to reduce the cross-polarization
and enhance the gain. The ground plane is modified with
four L-shaped slots to radiate the antenna in dual band
[8]. Using floating ground planes, the authors produced
low specific absorption rate (SAR) value, reduced back-
ward radiation, and improved gain [9]. Adding the mean-
dering slits on the ground plane and fractal structure
achieved size miniaturization and bandwidth improve-
ment [10]. In [11], high gain, wideband, and low SAR
were obtained using an array antenna with an EBG
structure on the ground plane. In [12], dielectric res-
onator antenna with slotted ground suppresses the sub-
strate effect, reducing the backward radiation. Based on
the analysis, DGS is the best choice for the excellent
characteristics of the antenna as it supports miniaturiza-
tion, improving gain, bandwidth, and suppressing back-
ward radiation. This article introduces a compact panda-
shaped flexible textile antenna with annular ring DGS for
WBAN applications. The suggested antenna is designed
as the right choice for wearable applications due to its
compactness, flexibility, excellent characteristics in on-
body and bending scenarios with low SAR value, and
charming shape. There are four sections in this article.
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The antenna design topology and DGS technique are
demonstrated in Section II. The outcome and analysis of
the antenna are enlightened in Section III. The conclu-
sion part is discussed in Section IV.

II. ANTENNA DESIGN
A. Antenna topology

An elliptical-shaped patch forms the basic structure
of the antenna as the face and it is shown in Figure 1.
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m
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The mathematical analysis of elliptical patch geom-
etry is derived using the approximated Mathieu’s func-
tion as depicted in eqn (1)–(4) [13–16], where Me f f is
the effective semi-major axis, m is the semi-major axis,
n is the semi-minor axis, εr is the dielectric constant of
substrate, t is the substrate height, e is the eccentric-
ity of ellipse, fr is the resonance frequency, and q11 is
the approximated Mathieu function. Originally, the radi-
ating patch is designed for 2.8 GHz using eqn (2). To
improve the S11 level, gain, and bandwidth, two annular
rings are attached as left and right ears on both sides. By
increasing the perimeter of the patch bandwidth broaden-
ing is achieved [17]. Further, two circle-shaped slots are
etched from the face as right and left side eyes. Finally,
at the center, an elliptical slot is also etched as a nose.
By adding more slots in the patch, more current is inter-
rupted and more energy is radiated from the slot. This

Fig. 1. Elliptical structure.

boosts the gain and efficiency by increasing the radiated
power [18]. This slotted structure forms a panda’s head
that attracts people to wear. A feed line is extended from
the edge of the face to the bottom of the substrate.

Impact of DGS – on the Antenna Behavior
In the DGS technique, the ground is etched with

a defect or slot to improve the antenna’s performance
regarding resonance frequency, S11, gain, bandwidth, and
efficiency [19], [20]. It interrupts the current path of
the ground surface and enhances the performance [21].
The shape, size, and position of DGS are calibrated
to meet the optimal characteristics. This article intro-
duces a novel idea of annular ring DGS etched on the
ground surface. Due to the impact of DGS, resonance
frequency shifted from 2.8 to 2.44 GHz with an improved
level of S11 from –22 to –53 dB. Further, it also raises
the bandwidth from 40 to 130 MHz. Thus, the over-
all performance of the antenna is satisfied only with the
presence of DGS. The construction of antenna topology
is presented in a step-by-step process and is shown in
Figure 2. Table 1 shows the detailed measurement of
the antenna and the simulation is carried out with CST
microwave studio software. The front and back views of
the designed antenna are depicted in Figure 3.

B. Fabricated antenna

The ground structure and patch are fabricated with
flexible conductive fabric having 0.05Ω/square surface
resistivity. The commonly available jeans cloth is used
as a substrate. Its dielectric constant is 1.7, and its
thickness is 1 mm [22]. The material is chosen due
to its lower dielectric constant value, reducing the sur-
face wave losses and enhancing impedance bandwidth
[23]. The substrate thickness is selected as the minimum
value of 1 mm to increase the antenna efficiency. The
loss tangent value of denim jeans is 0.025. The precise
shape of the patch and ground is cut by a laser machine

Fig. 2. Simulated S11 for stepwise design.
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Table 1: Measurements of the antenna structure
Parameters Size in mm

Face-X radius 11.5
Face-Y radius 8.5

Ear-outer radius (left, right) 5
Ear-inner radius (left, right) 2

Nose-X radius 1.5
Nose-Y radius 0.5

Eye (left, right) radius 1
Ground slot – outer radius 12
Ground slot – inner radius 11

(a)                                             (b)

Fig. 3. Antenna topology. (a) Front view. (b) Back view.

SENFNNG – SF1610. This process provides extreme
accuracy and clean cuts and minimizes fraying. The sub-
strate is attached to the patch and ground fabric using
fabric glue. A 50Ω SMA connector is affixed to the feed
line for the antenna’s excitation. Figure 4 depicts the
antenna prototype in different views.

III. ANTENNA PERFORMANCE

Analysis of the antenna in on-body and free space
scenarios was performed to study the standard param-
eters and SAR and bending analysis. A body phantom
with dimension 100 × 100 × 13 mm consisting of skin,
fat, and muscle is created using a CST microwave stu-
dio for on-body simulation. Table 2 lists the physical

(a)                                             (b)

Fig. 4. Antenna topology. (a) Front view. (b) Back view.

Table 2: Properties of different tissue
Properties Skin Fat Muscle

Thickness (mm) 2 3 8
Permittivity 41.3 5.3 54.8
Density (Kg/m3) 1100 910 1041
Conductivity (S/m) 0.895 0.049 0.955

attributes of each layer [24]. An 8-mm thick jean
substrate is implemented between the antenna and body
phantom. This creates the real-life scenario of the human
wearing clothes. Figure 5 shows the human body phan-
tom and real human models when the antenna is placed.

The real human body of the female model is used
for an on-body measurement. The female model is 41
years old with 154-cm height and 64-Kg weight. The test
is performed by placing the antenna on the back of the
human model. A gap of 8 mm was maintained between
the antenna and the human model. The clothes worn by
the human model and the adhesive tape used to fix the
antenna on the clothes create a separation of 8 mm.

A. Reflection coefficient (S11)

The measurement was performed using a vector net-
work analyzer (VNA) with a 0–26 GHz range. The result
exhibits good impedance bandwidth covering the indus-
trial scientific medical (ISM) band across 2.40–2.4835
GHz as shown in Figure 6. The S11 magnitude of the
antenna can also be measured by placing the antenna
on the body. The dielectric loading effect and conduc-
tive nature of the lossy human tissue in close proxim-
ity to the worn patch antenna model result in a slight
deviation in resonance frequency from 2.45 to 2.47 GHz

(a)                                        (c)

                                         (b)

Fig. 5. The human body phantom model. (b) Side view.
(c) The real model in a chamber.
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Fig. 6. Reflection coefficient (S11) response.

(20 MHz) and a reduction in S11 magnitude [25, 26].
Though there is a deviation in resonance frequency, it
covers the required impedance bandwidth.

B. Far-field radiation pattern

A shielded anechoic chamber measuring 5.7 × 3.5
× 3 m with an operating range of 700 MHz to 18 GHz
frequency was used. The photographs of the antenna
placement in E-plane and H-plane directions are shown
in Figure 7. The observed radiation pattern (co-polar
and cross-polar) in both E-plane and H-plane directions
for on-body, free space flat, and bending antennas are
presented in Figures 8 and 9. In H-plane and E-plane,
the antenna produces nearly a bi-directional and omni-
directional pattern, respectively, at 2.4 GHz. From the
radiation characteristics, it is evident that there is a good
isolation between co-polarization and cross-polarization
in all scenarios due to the presence of DGS [27]. The
radiation patterns are slightly changed when the antenna
is bent with higher radius, due to the deformity of the
antenna structure. The suggested antenna achieved stable
measured radiation performance, which is a good match

Fig. 7. Antenna measurement inside the chamber H-
planeE-plane E-plane orientation (left) H-plane orienta-
tion (right).

   

              H-plane           E-plane 

Fig. 8. Radiation pattern in on-body scenario.

(a) (b)

H-plane E-plane                             H-plane E-plane

(c) (d)

Fig. 9. Simulated and measured radiation pattern in free
space. (a) Flat antenna. (b) Bending antenna at 80-mm
radius. (c) Bending antenna at 60-mm radius. (d) Bend-
ing antenna at 40-mm radius.

with the simulation results in on-body, free space flat and
bending antennas.

C. Bending analysis

The bending analysis was performed to ascertain
that the antenna is congruous and robust. The simulation
and measurements for different radius curves are pre-
dicted in Figures 10 and 11. The bending is done with
an 80-, 60-, and 40-mm radius in free space simulation
and measurement. The result shows the resonance fre-
quency is being shifted to the left side in the E-plane
direction. Contrarily to this, the resonance frequency is
shifted to the right side in the H-plane direction. But in
both conditions, it nearly covers the required bandwidth.
The simulated and measured values are almost the same
except for the magnitude of S11, as seen in the graph. It
may be due to the antenna’s deformity and losses in the
fabricated antenna [28].

D. Efficiency and gain response

The efficiency response and gain measurement are
illustrated in Figure 12. In a free space environment, the
designed antenna achieves a gain of 7.3 dBi in simulation
and 5.3 dBi in measurement. The gain variation is due to
the losses in the fabricated antenna.
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(a)                          (b)

Fig. 10. Bending performance at H-plane orientation. (a)
Simulated S11. (b) Measured S11.

                                         (a)                                                                                    (b)
S S

Fig. 11. Bending performance at E-plane orientation. (a)
Simulated S11. (b) Measured S11.

There is a further reduction in gain up to 4.8 dBi due
to the losses present in the human body. The graph shows
that radiation efficiencies in free space are 86% and 82%
on a phantom model at 2.4 GHz.

E. SAR analysis

SAR is the measure of energy the human body per-
ceives when an antenna is placed on it. Theoretically,
SAR can be analyzed through eqn (5), where E is the
electric field intensity in V/m, σ is the conductivity in
S/m, and ρ is the mass density in Kg/m3 [29].

SAR =
σ |E|2

ρ
. (5)

Fig. 12. Gain and efficiency response.

Table 3: Comparison of DGS antenna with plain ground
antenna

Parameters Antenna without

DGS

Antenna with

DGS

Resonance
freq. at

2.8 GHz 2.44 GHz

Bandwidth 40 MHz 130 MHz
Gain 3.8 dB 7.3 dB

Efficiency 73% 86%

In practical scenario, SAR is calculated by tak-
ing an average volume of 1 and 10 g tissue. For 1-
g average tissue, the permissible SAR value is < 1.6
W/kg as per Federal Communication Commission (FCC)
standard. For 10 g tissue, the allowable SAR value is
< 2 W/kg as per European Standard of the Interna-
tional Electro-Technical Commission (IEC) [30]. The
simulated SAR Distribution at frequency 2.4 GHz is
shown in Figure 13. Prolonged exposure will result in
a high SAR value, which is hazardous to the human
body, while the lower value of SAR is desirable as it
enhances efficiency. This antenna exhibits a minimum
of SAR 0.233 and 1.02 W/Kg for 1 and 10 g tissue,
respectively. The value of SAR falls below the standard
limits in both cases, making the antenna suitable for
wearable applications.

F. Overall comparison in the presence and absence of
DGS

Finally, the impact of DGS has been compared with
many antenna parameters in the presence and absence
of DGS. Table 3 indicates that the antenna with DGS
structure has exactly resonated at 2.44 GHz with broader
bandwidth and higher gain. It also fulfilled the SAR
safety limit with better efficiency. This proves that the
presence of DGS is required to achieve the optimal
result.

The proposed work has been compared with the
results from various literatures in Table 4. The originality
of this work is the elegant shape with extreme flexibility
in terms of both conductive and substrate materials. The
suggested antenna exhibited higher gain (7.3 dBi) in the
smaller dimensions structure within SAR safety limits.

Fig. 13. Simulated SAR at 1 g tissue (left-side) and 10 g
tissue (right-side).
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Table 4: Comparison of proposed antenna with existing antenna

References Size (mm2) Substrate material Patch material

Operating

frequency

(GHz)

Gain (dBi)

SAR (W/Kg)

Ref. [4] 100 × 100 Felt Nickel–copper–
polyester tape

4.55–13 6 10 g: 0.107

Ref. [10] 39 × 39 Roger RT/duroid
5880

Copper cladding 2.4 2.06 1 g: 0.34
10 g: 0.26

Ref. [24] 115 × 123 Cotton Zari–silver metallic
yarn

2.4 7.11 1 g: 0.032
10 g: 0.0115

Ref. [30] 40 × 30 FR-4 Copper etching 2.4/5.8 5.08 1 g: 0.19
10 g: 1.18

Ref. [31] 81 × 81 Felt Nora-Dell-CR fab-
ric

2.4 7.3 1 g: 0.554
10 g: 0.23

Ref. [32] 50 × 16 Jean Copper tape 2.4 1.98 1 g: 0.52
10 g: 0.27

Proposed work 50 × 40 Jean Copper fabric 2.4 7.3 1 g: 0.233
10 g: 1.02

IV. CONCLUSION

This research paper proposed a panda-shaped flexi-
ble textile antenna that can operate in 2.4 GHz and sup-
port WBAN applications. This antenna covers the entire
ISM band (2.40–2.4835 GHz). The annular ring DGS
was developed to boost antenna bandwidth, gain, and
efficiency. In the free space scenario, 7.3 dBi gain is
observed at 86% efficiency. On-body condition exhibits
4.8 dBi gain at 82% efficiency. The antenna had good
radiation properties with minimal cross-polarization in
simulations and measurements. The bending analysis
proves that the antenna performs well in E- and H-plane
orientations. The value of SAR stays within permissi-
ble limits in both 1 and 10 g average tissue. Because of
its flexibility and attractive shape, this delightful panda-
shaped antenna will blend well with the design of gar-
ments. The exhibited features of the proposed antenna
make it most appropriate for use in WBAN applications.
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Abstract – This research applies Effective Medium
Theory and 3D Finite Element Analysis to model the
transmissive loss through a waveguide fed additively
manufactured Luneburg lens. New results are presented
that provide rational function approximations for accu-
rately modeling the aperture, beam, and radiation loss
factors of the antenna. It introduces a normalized loss
tangent and shows that the loss factors are dependent on
the product of this parameter and the lens radius. Apply-
ing the constraint that the main beam of the radiation pat-
tern contains 50% of accepted power, a maximum useful
radius is tabulated for common polymers used in additive
manufacturing.

Index Terms – Additive manufacturing, dielectric
loss, effective medium theory, lens antenna, luneburg
lens.

I. INTRODUCTION

While spatially graded dielectrics, also known as
graded-index (GRIN) structures, are popular devices in
optics and photonics they have historically been used less
frequently at radio frequencies (RF). However, there has
been a surge of interest in using RF GRIN antennas as
low-cost passive beam-formers. One of the most popu-
lar RF GRIN structures is the well-known Luneburg lens
(LL) [1-6]. The LL is a spherical device in which every
point on the surface is the focal point of a plane wave
incident from the opposing surface. This unique property
can be leveraged to realize passive beam steering anten-
nas capable of directing a single or multiple beams over
wide scan angles.

While the LL concept has been known for nearly 80
years [1], our ability to reliably manufacture them has
been aided by recent advancements in additive manufac-
turing (AM) technologies and materials. Prior to AM,

fabricating a structure with spatially graded dielectric
properties was an expensive and challenging manufac-
turing problem.

Over the last eight years, a host of papers have been
published on the use of AM to fabricate the LL and
other GRIN devices [7-14]. While these previous studies
have demonstrated AM’s ability to fabricate functional
RF GRIN lenses, what has not been well characterized is
how the choice of AM material and unit cell architecture
influences performance in terms of aperture, beam, and
radiation efficiency. All which factor into the maximum
useful gain that can be achieved for a particular design.

In this paper, a full wave computational study is pre-
sented that quantifies the effect of material choice and
unit cell architecture on the performance of AM fabri-
cated LL antennas. Specifically, the aperture, beam and
radiation loss factors are evaluated as a function of the
LL’s material properties, unit cell geometry and overall
electrical size. An empirical model is provided that accu-
rately describes these relationships. This model is then
used to predict the maximum useful gain of an antenna
for a given material and unit cell structure. These results
will serve as a useful guide for antenna design engineers
when determining the specific AM fabrication materials
and approach best suited for their application.

The product of lens radius in terms of free space
wavelengths and the normalized loss tangent is intro-
duced as being a key metric in characterizing the radi-
ation pattern of a LL with loss. Although somewhat
dependent upon the unit cell geometry, this product
identifies three important thresholds. Listed in order of
increasing severity they are as follows: (a) at a value of
≈ 0.06, the main lobe contains only 50% of the accepted
power; (b) at a value of ≈ 0.3, the gain has reached the
peak value that is possible for the given material and unit
cell geometry. Increasing the lens size further results in a
decrease in antenna gain; (c) at a value of ≈ 0.8, radiated
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power is reduced to ≈ 13% of the accepted power, and
the main beam is nearly extinguished containing only
≈ 3% of the radiated power.

The outline for the subsequent portion of the paper
is as follows. Following an introduction to the computer
model and workflow, Section II-A presents the effective
medium models that represent unit cell structures. Sec-
tion II-B provides the range of model parameters simu-
lated. Section II-C defines the far-field loss factors for
which rational functional approximations are given in
Section II-D. The accuracy of these approximations is
shown in Section III-A. The normalized loss tangent is
introduced in Section III-B and applied to tabulate the
maximum useful radius of common polymers used in
the manufacture of GRIN components. Section III-C tab-
ulates thresholds of performance in terms of the lens
radius and normalized loss tangent product. Section IV
further discusses the primary results and suggests future
research.

II. MODELING AND ANALYSIS

The data for this research is derived using a com-
puter model comprised of a spherical LL, an open-ended
cylindrical waveguide, and a spherical Perfectly Matched
Layer (PML). The lens model is inhomogeneous, con-
tinuous, and isotropic. Material loss is accounted for by
incorporating Effective Medium Theory (EMT) to pre-
dict an effective loss tangent for the inhomogeneous
air/material mixture that makes up the lens. The open-
ended waveguide serves as the antenna feed, which sup-
plies monochromatic and fundamental mode excitation.
The PML allows for efficient simulation by provid-
ing a high-performance absorbing boundary that fully
encloses the lens and waveguide. It effectively truncates
the computational domain, such that the near field only
be computed out to a short distance beyond the lens and
waveguide.

Finite Element Analysis (FEA) of the above-
described model is carried out using COMSOL Multi-
physics software equipped with the RF Module [23]. Due
to the complete symmetry of the model about the z axis,
an otherwise 3D simulation is reduced to a 2D axisym-
metric simulation. This results in enormous savings in
computer resources, allowing for simulations that would
not otherwise be possible on less than exotic computing
platforms. A sketch of the axisymmetric model is pro-
vided in Fig. 1. The half-plane model is rotated 360◦
around the z axis to create a 3D model including a spher-
ical lens, a cylindrical open ended waveguide port, and
the spherical PML shell.

Upon completion of FEA for each parameter com-
bination modeled, the COMSOL RF Module is used
to convert the resulting electromagnetic field along the
inner surface of the PML shell to the far-field gain. A

Fig. 1. 2D sketch of axisymmetric model used in the sim-
ulation.

2D cut of the gain is saved to a text file with a unique
name that identifies the parameter combination. Post-
processing and visualization are carried out in MAT-
LAB. Beyond extraction of boresight gain, this stage
includes calculation of aperture efficiency ηa, radiation
efficiency ηr, and beam efficiency ηb. The loss factor
for each efficiency is computed, being a positive num-
ber defined in decibels as:

Lx =−10 · log10 (ηx). (1)
Finally, the MATLAB Global Optimization Toolbox

[24] is then used to provide a rational function approx-
imation for each of the three loss factors, including a
fourth, being Lb +Lr.

A. Effective medium modeling

EMT provides a quantitative means to describe the
properties of a composite material, knowing the ratio and
properties of its individual constituents. In the case of
an additively manufactured component such as the LL,
the constituents are air and the printed material. More-
over, we are only interested in the effective permittivity
of the resulting composite. Throughout the following, all
permittivities are relative, and caret accents are used to
denote a complex quantity.

The point of view adapted here is that the lens is a
composite formed from a spherical host volume of free
space, into which precise amounts of printed material
are deposited. The material deposited thus forms discrete
solid inclusions, having a natural complex relative per-
mittivity ε̂ . In any region of the sphere, the effective per-
mittivity of the composite in that region depends on the
volumetric ratio of printed material to free space. This
ratio is referred to as the volume fraction f and varies
throughout the lens. Furthermore, it is necessary that the
dimension of the largest inclusion be much smaller than
the shortest operational wavelength required.
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Starting with the definition for ε̂:
ε̂ = ε ′ − j · ε ′′, (2)

= ε ′ ·
(

1− j · ε ′′

ε ′

)
,

= ε ′ · (1− j · tan(δ )) .
In (2), ε ′, ε ′′ and tan(δ ) represent the dielectric con-
stant, the imaginary component of ε̂ , and the loss tangent
respectively of the printed material at the operational fre-
quency.

EMT provides several quantitative relationships
relating f , ε̂ and the effective permittivity of the com-
posite. These are termed mixing formulas, and this work
employs the Maxwell Garnett (MG) and the Linear mix-
ing formulas. It is shown below that the Linear mixing
rule predicts a higher loss tangent for the composite than
does the MG mixing rule. By providing results for both
mixing rules, the intent is to provide a realistic range of
values that may occur.

Allowing ε̂MG to represent the MG prediction for
the effective permittivity of the composite, and fMG the
respective volume fraction, we have [21]:

ε̂MG = 1+
3 fMG · (ε̂ −1)

ε̂ +2− fMG · (ε̂ −1)
, (3)

= ε ′MG · (1− j · tan(δMG)) .

For materials where ε ′′ � ε ′, the following observation
is useful [21]:

ε ′MG ≈ 1+
3 fMG · (ε ′ −1)

ε ′+2− fMG · (ε ′ −1)
. (4)

Now, in terms of the cylindrical coordinate system
(rc,z,φ) used for the 2D axisymmetric model [23], the
Luneburg permittivity distribution εLB is given by:

εLB = 2−
(

r2
c + z2

r2
l

)
, (5)

where rl denotes the radius of the LL measured in free-
space wavelengths λ . This is a real quantity, and it is nec-
essary that the volume fraction throughout the lens, be set
such that the real component of the effective permittivity
results in εLB. Thus, setting ε ′MG = εLB, and solving for
fMG in (4), we have:

fMG ≈ 2εLB − ε ′+ ε ′εLB −2
2ε ′ − εLB + ε ′εLB −2

. (6)

A similar procedure is carried out in determining the
volume fraction for modeling Linear mixing; however,
the relationship is now exact. Allowing ε̂Lin to represent
the Linear mixture prediction for the effective permit-
tivity of the composite, and fLin the respective volume
fraction, we have [21]:

ε̂Lin = (1− fLin)+ fLin · ε̂, (7)
= ε ′Lin · (1− j · tan(δLin)) .

The real component of (7) is:
ε ′Lin = 1+ fLin ·

(
ε ′ −1

)
, (8)

and, upon setting ε ′Lin = εLB, and solving for fLin in (8),
we have:

fLin =
εLB −1
ε ′ −1

. (9)

As an illustrative example, ε ′Lin and tan(δLin) are
shown in Fig. 2 across a planar slice through the cen-
ter of a LL. The material used has a dielectric constant
of 4.0 and a loss tangent of 0.1, i.e., ε̂ = 4 · (1− j ·0.1).

Fig. 2. Relative permittivity in (a) and effective loss tan-
gent in (b) of a LL using Linear mixing rule.

Due to the spherical symmetry of the LL, the choice
of the cut plane used in Fig. 2 is arbitrary, and the y-z
plane is chosen. Therefore, (5) may be rewritten as:

εLB = 2−
(

y2 + z2

r2
l

)
, (10)

= 2−
((

y
rl

)2

+

(
z
rl

)2
)
,

= 2−
(
(ȳ)2 +(z̄)2

)
.

For generality, in (10) we have defined the normalized
coordinates ȳ = y/rl and z̄ = z/rl . By doing so, all points
within the lens satisfy (ȳ)2 +(z̄)2 ≤ 1.

Knowing that ε ′Lin = εLB, (10) is used directly to
create Fig. 2 (a). For Fig. 2 (b), the necessary volume
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fraction for the lens is computed using (9), then the lens
complex effective permittivity ε̂Lin is computed using
(7). Since:

ε̂Lin = ε ′Lin − j · ε ′′Lin, (11)
then by definition, the effective loss tangent is given by:

tan(δLin) =
ε ′′Lin
ε ′Lin

. (12)

The Linear rule predicts a greater effective loss tan-
gent for the lens than does the MG rule. This is demon-
strated in Fig. 3 for a material with a dielectric constant
of 4.0 and a loss tangent of 0.1. For generality, results are
plotted with respect to the normalized radius r̄, defined
as:

r̄ =

√
r2

c + z2

rl
. (13)

Substitution of (r̄)2 into (5) yields:

εLB = 2− (r̄)2 , (14)
noting that for all points within the lens, 0 ≤ r̄ ≤ 1. Now,
since the real part of effective permittivity is required to
equal εLB, then the difference between the two rules must
reside in the imaginary component. To show this, the MG
prediction is computed by first determining the required

Fig. 3. Comparison of mixture models. In (a), effective
ε ′ and ε ′′ versus normalized radius. In (b), the effective
loss tangent versus normalized radius.

volume fraction using (6), and then (3) is applied to com-
pute ε̂MG. The Linear prediction is computed by using
(9) to obtain fLin and then using (7) to compute ε̂Lin. As
seen in Fig. 3 (a), ε ′′MG ≤ ε ′′Lin, thus tan(δMG)≤ tan(δLin),
which is observed in Fig. 3 (b). The disparity widens for
materials with larger dielectric constants.

B. Parameter combinations modeled

The AM of a LL requires the use of materials hav-
ing a dielectric constant of 2 or more. In the simulations
conducted for this research, the dielectric constant of the
material used to print the lens, takes on one of nine val-
ues:

ε ′ = [2.3,2.5,2.8,3.5,4,5,6,8,10] . (15)
The non-uniform distribution in (15) has been found nec-
essary to adequately track the gradient of loss for low
values of ε ′. Figure 4 demonstrates why this is neces-
sary for the specific case of the beam loss factor. The
magnitude of the gradient changes quickly for low val-
ues of ε ′. Therefore, developing an accurate empirical
model necessitates denser sampling of ε ′ in this region.
The effect is similar for all loss factors studied in this
research. The LL model used to create this figure has a
radius of 40λ and a material loss tangent of 0.1.

Fig. 4. Maximum beam loss factor and gradient versus
material dielectric constant ε ′.

For each dielectric constant in (15), a 20×20 semi-
uniform grid is used to sweep over material loss tangent
and lens radius. Thus, loss tangent is swept from 0 to
0.01 in 0.001 increments, and from 0.01 to 0.1 in 0.01
increments. Lens radius is swept from 2 to 40 wave-
lengths λ , in 2λ increments. A depiction of the sample
grid is shown in Fig. 5, using a material with a dielec-
tric constant of 4.0 and MG mixing. Each sample point
is the result of a distinct 3D FEA simulation. Moreover,
a total of 3,600 FEA simulations are conducted for each
of the two mixture models studied. Loss tangents greater
than 0.1 are considered too high for practical LL based
applications and are therefore not investigated.
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Fig. 5. Sample grid overlaid on surface plot of Beam
Loss.

C. Far field loss factors

In this section we describe the specific far field loss
factors that are used to quantify and compare antenna
performance.

With reference to the spherical coordinate system
depicted in Fig. 6, the total radiated power by the
antenna, in Watts, is given by [22]:

Pr =
P0

4π

∫ 2π

φ=0

∫ π

θ=0
g(θ ,φ)sin(θ) dθ dφ , (16)

where g(θ ,φ) represents the far-field gain and P0 is the
power accepted by the antenna, again in Watts. However,
due to the complete symmetry of the model about the
z axis, the gain is independent of φ . This is observed
in Fig. 7 (a), in which 10 · log10 (g(θ ,φ)) is shown for
a LL of radius 2λ . Thus, no loss of information occurs

Fig. 6. Spherical coordinate system used to define far-
field values, such as antenna gain g(θ ,φ). The lens is
centered at the origin.

representing the gain as g(θ). Therefore, (16) reduces to:

Pr =
P0

2

∫ π

θ=0
g(θ) sin(θ) dθ . (17)

We continue by defining Pb as the radiated power
contained only in the main beam of the radiation pattern.
Defined in Watts, this is given by:

Pb =
P0

4π

∫ 2π

φ=0

∫ π

θ=θFN

g(θ ,φ)sin(θ) dθ dφ , (18)

=
P0

2

∫ π

θ=θFN

g(θ) sin(θ) dθ .

In the above definition, θFN is the zenith angle corre-
sponding to the first null in the radiation pattern relative
to boresight. Upon inspection of the pattern shown in
Fig. 7 (b), it is seen that for this example, θFN = 161◦ ≈
0.894π radian.

Trapezoidal integration is substituted for the contin-
uous integrals defined in (17) and (18). By estimating
θFN before hand, the angular spacing between pattern
samples Δθ , is set to ensure accuracy using the numerical

Fig. 7. Example far-field gain pattern. In (a), the full 3D
pattern. In (b) a representative 2D cut.



559 ACES JOURNAL, Vol. 37, No. 5, May 2022

surrogate. After experimentation, a sufficient resolution
for this purpose is Δθ ≤ θFN

20 . Accurate prediction of θFN
is accomplished using the equation for an ideal Luneburg
lens fed by a cosine point source [26]:

gLB (θ) = 4π2r2
l

[
2 J1 (2π rl sin(θ))

2π rl sin(θ)

]2

, (19)

where J1 (·) represents the Bessel function of the first
kind of order one, and rl is the lens radius measured in
free-space wavelengths λ . Upon application of numeri-
cal peak detection on the reciprocal of (19), it is found
that to a high degree of accuracy:

2 ·θFN =
70.08◦

rl
. (20)

Now, upon solving for Δθ yields:

Δθ ≤ 70.08◦

2×20× rl
, (21)

≤ 1.75◦

rl
.

The angle 2 · θFN is referred to as the First Null
Beam Width FNBW [27]:

FNBW = 2 ·θFN . (22)
In Fig. 8, a comparison is provided between the FNBW
measured using g(θ) obtained from FEA simulations
and with tan(δ ) = 0, to that predicted by (20). For
rl ≥ 10λ , the two match within 0.7◦. The minimum
FNBW shown is 1.90◦, occurring for a lens radius of
40λ . Thus, for large lenses, the FEA matches closely
with (20) derived for lens driven by cosine point source.

The radiation efficiency ηr, is defined as [27]:

ηr =
Pr

P0
, (23)

and the radiation loss factor is defined as:
Lr =−10 · log10 (ηr). (24)

Fig. 8. First Null Beam Width versus lens radius.

The beam efficiency ηb and corresponding loss factor are
defined as [27]:

ηb =
Pb

Pr
. (25)

Lb =−10 · log10 (ηb). (26)
Using (23) and (25), it is obvious that:

Pb

P0
= ηr ·ηb, (27)

and therefore:

Lb +Lr =−10 · log10

(
Pb

P0

)
. (28)

It should be noted that the radiation efficiency only
accounts for material losses generated within the LL
while the beam efficiency describes the LL’s ability to
form a beam.

And finally, the aperture efficiency ηa and the corre-
sponding loss factor are defined as [22]:

ηa =
g(θ)max

4π2r2
l

, (29)

=
g(π)
4π2r2

l
.

La = 10 · log10
(
4π2r2

l
)−10 · log10 (g(π)). (30)

In the above, rl is measured in free-space wavelengths λ .
Given the orientation of the waveguide feed, maximum
gain occurs at θ = 180◦ = π rad, which is aligned with
the antenna boresight.

D. Curve fitting of loss factors

The loss factors defined in the previous section have
an implicit dependence on the mixing rule, the printed
material’s dielectric constant ε ′ and loss tangent tan(δ ),
and the lens radius rl . In this section, new results are pre-
sented that show for each loss factor Lx, and each mixing
rule y, a rational function curve fit of an auxiliary vari-
able uy, provides an accurate and wide range empirical
model. Thus:

Ly
x
(
ε ′, tan(δ ) ,rl

)≈ Ry
x (uy) , (31)

for x ∈ {a,b,r} and y ∈ {MG,Lin}, and where:

uy =
rl · tan(δ )

Fy (ε ′) . (32)

Ry
x (u) =

p1u3 + p2u2 + p3u+ p4

u2 +q1u+q2
. (33)

Fy
(
ε ′
)
=

c1 · (ε ′)c2 + c3

c1 · (2.3)c2 + c3
. (34)

The coefficients for (33) are broken into two tables,
depending on whether MG or Linear mixing is being
modeled. Table 1 contains coefficients for MG mixing
and Table 2 for Linear mixing. The coefficients for the
pair of normalization functions defined by (34) are pro-
vided in Table 3.

Although the procedure used for determining (33)
and (34) is heuristic in nature, two distinct steps are
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Table 1: RMG
x coefficients. Rb+r generates Rb +Rr

Rx
MG p1 p2 p3 p4 q1 q1

Ra 4.02 37.9 77.2 2.31 1.62 2.68

Rb 4.43 25.8 4.19 1.07 0.0793 1.03

Rr 0.309 8.19 5.41 0.003 0.321 0.209

Rb+r 4.56 36.3 88.4 2.79 1.38 2.72

Table 2: RLin
x coefficients. Rb+r generates Rb +Rr

Rx
Lin p1 p2 p3 p4 q1 q1

Ra 4.62 42.0 67.3 1.73 1.32 1.98

Rb 4.93 30.9 3.16 0.857 0.115 0.804

Rr 0.283 8.45 3.98 0.0031 0.229 0.133

Rb+r 5.25 39.8 80.3 2.19 1.13 2.11

identified. The first step involves experimentation with
the MATLAB Curve Fitting Toolbox (CFT) to deter-
mine the best functional form of the respective equa-
tions. In this regard, the term “best”, should be taken
as a positive combination of succinctness, flexibil-
ity, and accuracy. The choice of the rational function
in (33) and the power series in (34), possess these
attributes.

With the functional forms of (33) and (34) in hand,
the second step involves finding an optimized set of
coefficients. For this, the MATLAB Global Optimiza-
tion Toolbox (GOT) is employed. Whereas the CFT is
designed to try out diverse functional fits quickly, it does
not search and compare multiple bins of attraction as do
the GOT methods [24]. In particular, the GOT provides
an efficient implementation of the Multi-Start algorithm
and a straightforward optimization framework [28].

Data for the CFT and GOT is comprised of nine
three dimensional surfaces as visualized in Fig. 5, for
each loss factor and for each mixing rule. The nine
surfaces represent the nine dielectric constants of (15)
that FEA is conducted. Since each surface contains 400
points, the curve fitters have 3,600 points to work with
for each set of coefficients listed in Tables 1-3. Upon
completion of the Multi-Start algorithm, the coefficients
are saved to appropriately named files for fast access.
All results that are reported in this research round the
coefficients to three significant digits, as reported in
Tables 1-3.

A key observation is that the substitution of uy in
(31), effectively reduces the dimensionality of the prob-
lem from three to one. Moreover, since we are now deal-
ing with functions of a single variable, straightforward
curve fitting is possible, as in (33). To demonstrate why
this is possible, results are presented that first reduce

Table 3: FMG and FLin coefficients

Fy c1 c2 c3

FMG 7.57 0.799 -5.13

FLin -3.88 -1 3.85

the dimensionality from three to two, and then from two
to one.

Consider the surface plot of the beam loss factor pro-
vided in Fig. 5. This figure is generated using the MG
mixture model, with a printed material dielectric con-
stant ε ′ = 4.0. The loss factor is shown explicitly as a
function of the variables rl and tan(δ ). However, adapt-
ing the notation LMG

b (ε ′, tan(δ ) ,rl), we refer to it as a
function of three variables, namely: ε ′, tan(δ ) and rl .
Alternatively, LMG

b as well as LLin
b , can be closely approx-

imated as a function of only two variables: ε ′ and the
product rl · tan(δ ). This is observed for the FEA results
given in Fig. 9 for the MG mixture model and Fig. 10
for Linear mixing. In both figures, results are plotted for
the several dielectric constants, i.e., ε ′ = [2.3,2.8,4,10],
each trace corresponding to a unique ε ′.

The resulting traces are not strictly continuous, but
nearly so, and especially so for MG mixing and ε ′ ≥ 4.
This characteristic is observed for all the loss factors con-
sidered in this research. Thus, for a given mixture model,
the individual loss factors can be accurately represented
as a function of ε ′ and the product of lens radius rl times
the loss tangent tan(δ ).

The normalization factors FMG (ε ′) and FLin (ε ′) are
graphed in Fig. 11. Their purpose is explained below,
using an illustrative example. Consider the loss trace
in Fig. 9 for ε ′ = 4, which we will express here as
LMG

b (4 ,rl · tan(δ )). Using the coefficients in Table 3
and (34), FMG (4) is found to be ≈ 1.853. Careful

Fig. 9. FEA results showing the beam loss factors versus
rl · tan(δ ) for the MG mixture model.
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Fig. 10. FEA results showing the beam loss factors ver-
sus rl · tan(δ ) for the Linear mixture model.

Fig. 11. Normalization factors FMG (ε ′) and FLin (ε ′).

examination of Fig. 9 verifies that the following approx-
imation holds:

LMG
b (4,rl · tan(δ ))≈ LMG

b

(
2.3,

rl · tan(δ )
1.853

)
, (35)

and in general:

Ly
x (ε ′,rl · tan(δ ))≈ Ly

x

(
2.3,

rl · tan(δ )
Fy (ε ′)

)
. (36)

Thus, given an arbitrary ε ′, the normalization factors
map the corresponding loss factors onto respective por-
tions of a reference trace having ε ′ = 2.3. Since ε ′ is
fixed for the reference trace, we are effectively left with
an equation of a single variable uy, defined by (32). This
is demonstrated in Fig. 12, where the FEA results for
beam loss are shown for the same set of dielectric con-
stants used in Fig. 9 and Fig. 10. The FEA results for any
particular ε ′, extends from

(
0,Ly

b (0)
)

to the respectively
labeled ◦ marker. For a given mixture model y, the loss

Fig. 12. FEA results showing beam loss factors LMG
b and

LLin
b versus uy = rl · tan(δ )/Fy (ε ′).

Table 4: Study wide rmse of curve fit for loss factors

Rx rmseMG
x (dB) rmseLin

x (dB)

Ra 0.074 0.098

Rb 0.073 0.104

Rr 0.027 0.032

Rb+r 0.067 0.093

factor can be accurately represented as a function of the
single auxiliary variable uy.

III. RESULTS AND DISCUSSION

In this section the rational function curve fits Ry
x are

compared with the respective loss factors Ly
x obtained

through FEA simulation. Additionally, Ry
x is used to

determine the maximum useful lens radius for several
common low loss polymers.

A. Curve fit performance and discussion

Table 4 provides the root mean square error (rmse)
of the individual curve fits. On average, the rmse for the
Linear mixture fit is 33% higher than that of the MG fit,
however, in all cases the errors are below 0.11 dB. The
FEA data provided earlier in Fig. 9 and Fig. 10 appears
consistent with this result, since the LLin

b plots do exhibit
larger perturbations than their MG counterparts. Note
that the function Rb+r generates Rb +Rr, in which case
the respective rmse reported in Table 4 is computed using
(Lb +Lr −Rb+r).

The following contour plots provide further insight
to the loss factors observed through FEA, as well as the
respective rational function fit. Each figure contains data
only for a single dielectric constant, and ε ′ = 2.8 is cho-
sen as a representative example. Furthermore, plots are
shown for the Linear mixture model.
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Figure 13 compares the FEA derived beam loss fac-
tor LLin

b with the fit equation RLin
b . The plot in Fig. 13 (a)

is colorized using the LLin
b data, and constant loss con-

tours of LLin
b are shown using solid black lines and that

of RLin
b with dashed white lines. Both sets of contours are

displayed every 3 dB, with the highest extending to 42
dB. In Fig. 13 (b), the difference between LLin

b and RLin
b

is shown. Although a peak residual of 0.4 dB is observed,
this occurs at LLin

b ≈ 39 dB, which should be insignificant
for most purposes. The rmse over the plot is 0.107 dB,
which is slightly above the rmse reported in Table 4. This
is understandable, since Table 4 accounts for all nine val-
ues of ε ′ examined in this research.

Examination of any contour line in Fig. 13 (a)
reveals that the product rl · tan(δ ) is constant valued
along the contour. Since the plot is generated with ε ′
fixed at 2.8, then FLin (ε ′) is obviously constant, and
therefore rl · tan(δ )/FLin (ε ′) must also equate to a con-
stant along the contour. The later expression is defined
in (32) as uLin, and RLin

b is a rational polynomial in terms
of uLin given by (33). In a sense then, RLin

b maps the set
of points on a given contour line to a scalar which is the
loss associated with that contour line. It does so across
all values of ε ′ as well. Moreover, constant loss contour
lines are rectangular hyperbolas, but are defined only for
positive arguments. This is a common characteristic for
all the loss factors addressed in this research, regardless
of the mixture model.

Figure 14 (a) compares the FEA derived aperture
loss factor LLin

a with the rational fit RLin
a and is drawn

in the same fashion as Fig. 13 (a). The rmse for this fit is
0.102 dB, just slightly higher than the study wide value
reported in Table 4. As with the beam loss factor, the
contours are rectangular hyperbolas.

A curve fit for the lens gain in decibels is written
directly using the rational function fit for the aperture
loss factor as:

ǦLin = 10 · log10
(
4π2r2

l
)−RLin

a , (37)
and in Fig. 14 (b), it is compared with the FEA derived
gain. Even though the gain and aperture loss factor con-
tours are quite different, the rmse of the gain fit is identi-
cal to that of aperture loss factor. This must be so, since
ǦLin is only dependent upon the lens radius rl and RLin

a .
Since rl is known exactly, the error in the gain fit can
only originate from RLin

a .
A distinguishing characteristic of the constant gain

contours in Fig. 14 (b) is that they have a finite maxi-
mum. This implies that for a given ε ′ and a tan(δ ) > 0,
there is a lens radius rpeak, at which the gain peaks and
increasing rl beyond rpeak can only result in a lower
gain. Determination of rpeak is attained by solving the
derivative of (37) in terms of rl with the condition that
dǦLin/drl = 0. In doing so it is found that depending
upon the mixture rule being modeled, rpeak must lie on

Fig. 13. (a) Illustrates a direct comparison of FEA results
LLin

b and the rational function fit RLin
b using coefficients

from Table 1 and Table 3. (b) Shows the residual differ-
ence, ELin

b = LLin
b −RLin

b . Printed material ε ′ = 2.8.

either the RLin
a ≈ 10.14 dB contour or the RMG

a ≈ 10.39
dB contour. For example, with ε ′ = 2.8 and tan(δ ) =
0.04 and linear mixing, then rpeak ≈ 8.23λ . Upon reduc-
ing the loss tangent to 0.02, yields rpeak ≈ 16.5λ . The
product rpeak · tan(δ ) is a constant for a given ε ′ and
mixing rule. A red dashed trace in Fig. 14 indicates the
respective contour.

Finally, in Fig. 15 is a comparison between the FEA
derived radiation loss factor LLin

r and the fit equation RLin
r .

The rmse for this fit is 0.028 dB, which is slightly below
the study wide value provided in Table 4.

It is notable that the maximum radiation loss
observed in Fig. 15 (a) is ≈ 9.7 dB, since the maximum
beam loss seen in Fig. 13 (a) is ≈ 44.5 dB. For the loss-
less case, 100% of the power accepted by the lens is radi-
ated, and between 78% to 80% of the radiated power is
contained within the main lobe. As loss is introduced, the
radiated power naturally decreases. For instance, along
the 9 dB loss contour shown in Fig. 15 (a), only 13%
of the accepted power is being radiated. Furthermore,
the same combinations of rl and tan(δ ) that produce a
9 dB radiation loss, produce ≈ 14.8 dB beam loss in
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Fig. 14. (a) Illustrates a direct comparison of FEA results
LLin

a and RLin
a . (b) Illustrates a direct comparison of FEA

derived gain and the fit provided by ǦLin. Red trace is
hyperbola marking locus of gain peaks. ε ′ = 2.8.

Fig. 13 (a). This means that ≈ 3% of the radiated power
is now contained in the main beam. At the severest point
simulated, that being the top right corner of the contour
plots, the radiation loss has only increased by another 0.7
dB, and therefore the radiated power is very nearly the
same being ≈ 11% of accepted. However, the beam loss
has increased by 29.7 dB, therefore reducing the power
in the main beam to approximately 0.0035% of the radi-
ated power.

B. Maximum useful lens radius of common polymers

We have shown that for each loss factor Lx, and each
mixing rule y, a rational function curve fit of an auxiliary
variable uy = rl · tan(δ )/Fy (ε ′), provides an accurate and
wide range empirical model of that loss factor. We now
further define the normalized loss tangent as being:

ty =
tan(δ )
Fy (ε ′)

, (38)

thus:
uy = rl · ty, (39)

and therefore:
Ly

x ≈ Ry
x (rl · ty) . (40)

Fig. 15. (a) Illustrates a direct comparison of FEA results
LLin

r and the rational function fit RLin
r . (b) Shows the

residual difference, ELin
r = LLin

r −RLin
r . ε ′ = 2.8.

The purpose of (38) is more than convenience and
will be evident shortly. Up to now, we have been utiliz-
ing contour plots that visualize loss and gain by treating
ε ′ as a constant and rl and tan(δ ) as independent vari-
ables. This provides the most direct method to compare
FEA results to the rational function approximations. As a
comparative design aide though, it is cumbersome since
a separate plot is needed for every ε ′ being considered.
Therefore, we now treat rl and ty as independent vari-
ables. Since ty encapsulates the loss characteristics of a
particular lens material, a single contour plot facilitates
visualization of loss as rl is varied across an infinite set
of materials.

This is done in Fig. 16 for the rational function
approximation of the input referred beam loss factor
LMG

b + LMG
r = −10 · log10 (Pb/P0). This is an important

performance metric, since Pb/P0 is the ratio of power
radiated in the main beam to the power accepted by the
lens. Logarithmic scales are used for both rl and tMG
due to the relatively large range of values. The diagonal
traces are constant LMG

b +LMG
r contours and are remark-

ably linear. The vertical red dashed lines show the locus
of points that represent LMG

b + LMG
r associated with the
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Table 5: Polymers considered in this research

ID Material

A High Density Polyethylene [19]

B Low Density Polyethylene [19]

C Polytetrafluoroethylene (PTFE) [19]

D Polypropylene (PP) [20]

E Polycarbonate (PC) [15]

F Acrylonitrile butadiene styrene (ABS) [15]

G DSM Somos NanoTool [15]

H DSM Somos ProtoGen 18120 [16]

I DSM Somos ProtoTherm 12120 [15]

J DSM Somos Watershed 11122 [15]

Fig. 16. Beam loss relative to P0 as lens radius rl and the
normalized loss tangent tMG are varied. Contour labels
are in dB.

constant tMG for the material identified by the capital let-
ter directly above the trace. These traces are labeled A
through I and refer to the polymers listed in Table 5. In
Table 6, the published dielectric constant and loss tan-
gent of each polymer is listed, along with the respective
normalization factor and normalized loss tangent com-
puted for MG mixing.

Table 6: Polymer properties along with normalization
factor and normalized loss tangent for MG mixing

ID ε ′ tan(δ ) FMG (ε ′) tMG

A 2.35 1.5×10−4 1.03 1.46×10−4

B 2.28 1.6×10−4 0.989 1.62×10−4

C 2.05 1.70×10−4 0.865 1.96×10−4

D 2.23 2.00×10−3 0.963 2.08×10−3

E 2.59 5.20×10−3 1.15 4.51×10−3

F 2.54 1.51×10−2 1.13 1.34×10−2

G 3.2 2.55×10−2 1.46 1.74×10−2

H 3.16 3.30×10−2 1.44 2.29×10−2

I 2.88 4.37×10−2 1.30 3.36×10−2

J 2.62 4.24×10−2 1.17 3.63×10−2

The 3 dB contour in Fig. 16 is of particular interest
since it identifies the combinations of material and lens
radius that produce a radiation pattern in which half of
the accepted power is contained in the main lobe, with
the remaining half lost to heating and side lobes. Points
to the right of the 3 dB contour have greater main lobe
loss, and points to the left have less. Thus, for any point
on the contour, increasing either rl , tMG or both, results
in a main lobe containing less than half of the accepted
power. We solve for the intersection of each red trace
with the 3 dB contour, and consider the associated rl as
the maximum useful lens radius for the respective mate-
rial. The same procedure is repeated using the Linear
mixing rule. Compared to MG mixing, the Linear rule
always produces a smaller useful radius, i.e., it produces
greater loss. Thus, the Linear mixture provides a lower
bound and the MG mixture an upper. Taken together, the
Linear and MG predictions are considered as a range of
useful radii, with the actual value dependent upon the
mixing model employed. This data is reported in the sec-
ond column of Table 7. An interesting occurrence is that
regardless of mixing rule or the material, Lb and Lr are
fixed values along any constant Lb +Lr contour. For the
3 dB contour, Lb = 1.41 dB and Lr = 1.59 dB.

A similar contour plot of the the rational function
approximation of lens gain G = 10 · log10

(
4π2r2

l

)−LMG
a

is provided in Fig. 17. Additionally, the 3 dB contour
from Fig. 16 is superimposed. We solve for the gain at
the intersection of each red line with the overlaid LMG

b +
LMG

r contour and consider this the maximum useful gain
of the lens. This is also carried out for Linear mixing,
which always results in lower gain. The two values are
considered as the range that may occur depending upon
the mixing model, and are reported in the third column
of Table 7.



565 ACES JOURNAL, Vol. 37, No. 5, May 2022

Fig. 17. Antenna gain as lens radius rl and the normal-
ized loss tangent tMG are varied. Contour labels are in
dB.

Table 7: Maximum useful lens radius and gain
(Lin : MG)

ID rmax (λ ) Gmax (dBi)

A 356 : 425 64.4 : 65.9

B 326 : 384 63.6 : 65.1

C 279 : 316 62.3 : 63.4

D 25.6 : 29.9 41.5 : 42.9

E 11.0 : 13.8 34.2 : 36.1

F 3.73 : 4.64 24.8 : 26.7

G 2.51 : 3.57 21.3 : 24.4

H 1.93 : 2.72 19.0 : 22.1

I 1.39 : 1.85 16.2 : 18.7

J 1.36 : 1.71 16.0 : 18.0

C. The product rl · ty

The product of the lens radius rl in terms of λ and
the normalized loss tangent ty is a key metric in charac-
terizing the radiation pattern of a LL with loss. This is
because Ly

x ≈ Ry
x (rl · ty) as pointed out in the previous

Table 8: Thresholds of performance and associated rl · ty
products

Threshold Description rl · tLin rl · tMG

50% of accepted power is
contained within the main beam,
i.e., ηrηb = 0.5.

0.0525 0.0622

Note: Lb = 1.41, Lr = 1.59 dB
regardless of mixture.

Gain at peak value for given
material and mixture. Increasing
rl can only decrease the gain.

0.289 0.360

Note: The aperture loss differs
slightly with mixture:
LLin

a = 10.14, LMG
a = 10.39 dB.

13% of accepted power is
radiated, and ≈ 3% of the
radiated power is contained in
the main beam.

0.715 0.922

Note: The beam efficiency
differs slightly with mixture:
ηLin

b = 0.033, ηMG
b = 0.028.

Note that 13% accepted equates
to an Lr = 9 dB.

section. The product rl · ty therefore provides a succinct
method to specify thresholds of operation for the LL with
loss. This is done in Table 8 for the three thresholds that
have been discussed earlier in Sections III-A and III-B.

IV. CONCLUSION

This research has applied EMT and 3D FEA to
model the transmissive loss through a waveguide fed
additively manufactured Luneburg lens. It is found
that rational function approximations accurately model
antenna loss factors derived from this modeling. Using
this empirical model of loss, the following conclusions
are drawn.

For a given mixing rule y, it is the product of lens
radius rl and the polymers normalized loss tangent ty,
that ultimately determine the transmissive loss of the
lens. The normalized loss tangent is itself, a function of
the polymer’s dielectric constant ε ′ and its loss tangent
tan(δ ). When comparing the relative merits of two dif-
ferent polymers, neither ε ′ nor tan(δ ) taken alone are
sufficient to make the best choice. However, choosing the
material with the lowest ty, is guaranteed to result in the
lowest transmissive loss.

Given that transmissive loss is dependent on the
product rl · ty, a maximum rl exists for each combina-
tion of mixing rule, polymer and level of loss that is
deemed tolerable. In this research, the threshold of use-
ful operation occurs when half of the accepted power
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by the antenna is radiated in the main lobe. Therefore,
for a given mixing rule, once the polymer is chosen, the
engineer can determine the maximum useful lens radius.
In turn, this determines maximum gain achievable Gmax,
which is the value of G when the main lobe contains
exactly 50% of the accepted power.

The product rl · ty provides a concise method to
specify thresholds of operation for the LL with loss. It
is of course dependent upon the mixing rule, but even
so, immediately indicates important aspects of the radia-
tion pattern and thus the performance. Three thresholds
have been identified and tabulated. Regardless of mix-
ture rule, values below 0.05 result in greater than 50%
of the accepted power being radiated in the main beam.
Thus, this simple rule can guide material selection. Other
factors being equal, the Linear mixing rule always pro-
duces greater loss than the MG rule. Taken together, the
two EMT rules set lower and upper bounds of perfor-
mance. Examining Table 7, it is observed that the dif-
ference in Gmax predicted by these two theories ranges
between 1.4 dB and 3.1 dB for practical size lenses.
At present however, the unit cell structures used in AM
graded index components do not seem to obey the MG
mixing law [5]. Rather, they more closely follow the
Bruggeman and Capacitive model, which are both better
approximated by the Linear mixing rule [25]. To max-
imize gain, research into producing unit cell arrange-
ments that follow the MG mixing law is therefore still
needed.
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Abstract – In this article, a novel design of a quad-
band parasitic hat microstrip antenna is proposed for
multiband applications. The proposed antenna consists
of a rectangular patch of dimensions 30 mm×11 mm
cut with four L-shaped slots connected with a rect-
angular slot in the middle of the front side of the
antenna to form a parasitic hat based upon defected
microstrip structure. On the other side of the antenna,
a defected ground structure is integrated as five rect-
angular slots embedded in the ground plane with the
same width but with various lengths. The suggested
antenna is designed and fabricated on a substrate mate-
rial with an area of 45 × 40 mm2 with a thickness of
1.52 mm to generate four frequency bands. The pro-
posed antenna is fed by a microstrip transmission line.
The simulated radiation patterns, return losses, max-
imum gains, and efficiencies of the antenna are car-
ried out by using electromagnetic simulation software
based on the finite element method. The measured return
loss results validate that the suggested antenna can be
designed to cover the frequency ranges from (3.8464
to 4.1456) GHz for sub-7GHz 5G applications, (6.7
to 7.162) GHz for ultra-wideband applications, (9.1616
to 9.5187) GHz for maritime radio-navigation position-
ing systems, and (11.5421 to 16.4085) GHz for radio-
navigation satellite standards. The suggested antenna
is based upon defected ground structure and defected
microstrip structure techniques to improve the antenna
performance.

Index Terms – Defected ground structure, defected
microstrip structure, microstrip antenna, multiband, par-
asitic hat, slot antenna.

I. INTRODUCTION

In the last two decades, the microstrip patch antenna
has been widely used in multiband applications [1, 2],
because of its small and compact size, low profile,
lightweight, low volume, and low cost. Different tech-
niques have been used to increase the bandwidth of

the microstrip antenna, such as the defected structures
technique, which consists of two types; the first one is
the defected ground structure (DGS). The second type
is the defected microstrip structure (DMS). The DGS
is a periodic or non-periodic cascading defect configu-
ration embedded through the ground plane. The main
structure used to create DGS is the electromagnetic
band gap (EBG) [3]. The DGS is synthesized based
on a single or many defects with periodic or aperiodic
structures comparable to EBG. The DMS follows the
DGS behavior but without any cutting inside the ground
plane.

To enhance the microstrip antenna performance
in multi-band applications either the DMS [4], or the
DGS is used at the ground plane [5] or a combi-
nation of them [6]. In addition, other different tech-
niques have been suggested to obtain multiband appli-
cations to enhance the bandwidth of the conventional
patch antenna such as parasitic elements [7, 8]. With
the increase of many different wireless communica-
tion systems, it is desirable to integrate a single wire-
less device to cover multiple wireless applications such
as dual-band [9, 10], the triple band [11, 12], quad-
band [13], and penta-band applications [14]. In reference
[15], a dipole antenna and three microstrip slot anten-
nas have been designed operating at 10 GHz in the X-
band. In reference [16], a dual-slot radiating patch and
a combination of L and U shape DGS were proposed
to form a split ring structure and to get a tri-band DGS
antenna for multiband applications resonating at (1.57,
2.47, and 0.926) GHz. In reference [17], two groups
of five rectangular slots connected with each other by
a small strip were etched in the ground plane acting
as DGS to form a microstrip-fed printed slot antenna
to generate five operating frequencies for multiband
applications.

In this article, the main aim of the work is to use
a parasitic element, which is a non-radiating element
to be placed in front of the radiating patch to direct
the EM wave towards its direction. The design of a

Submitted On: December 10, 2021
Accepted On: June 18, 2022

https://doi.org/10.13052/2022.ACES.J.370506
1054-4887 © ACES



569 ACES JOURNAL, Vol. 37, No. 5, May 2022

quad-band microstrip antenna with a parasitic hat
element with a microstrip line feed for multiband
applications is introduced. The designed antenna has
an overall dimension of (45 × 40 × 1.52) mm3. The
suggested antenna consists of four L-shaped slots
connected with a rectangular slot cut from a rectangular
shaped patch of dimensions (30 × 11) mm2. The first
two L-shaped slots on the right side of the patch are
connected with the other two L-shaped slots on the left
side of the patch with a rectangular slot in the middle
with a dimension (8 × 1) mm2 to form a parasitic hat
element in the front side of the antenna acting as DMS.
On the backside of the antenna, there is a defected
ground plane structure in the shape of five rectangular
slots of lengths of (6, 18, 30, 18, and 6) mm respectively.
All five rectangular slots have the same width of 3 mm to
enhance the bandwidth. The proposed antenna radiates
with four bandwidths for (S11< −10 dB) and seven
operating frequencies (4, 6.94, 9.39, 12, 12.93, 14,
and 15.5) GHz suitable for multi-band applications to
cover sub-7GHz 5G applications, ultra-wideband
(UWB) applications, maritime radio-navigation
positioning systems, and radio-navigation satellite
standards.

II. ANTENNA DESIGN AND ANALYSIS
A. Antenna geometry

The geometry layout of the suggested parasitic hat
antenna with DGS and DMS is shown in Fig. 1. The
antenna uses RO4350B as a substrate material having
a dielectric constant (εr = 3.66), a loss tangent (tanσ =
0.004), a dielectric thickness (hs = 1.52 mm), and copper
thickness (t = 0.035 mm).

As illustrated in Fig. 1, The overall area of the pro-
posed antenna is (45 × 40) mm2. The proposed parasitic
hat antenna is composed of four L-shaped slots etched
from a radiating rectangular shaped patch of a dimension
(30 × 11) mm2. Two L-shaped slots are on the right side
of the patch, and the other two slots are on the left side of
the patch. Four L-shaped slots are connected with a rect-
angular slot in the middle of a dimension (8 × 1) mm2.
The dimensions of the four L-shaped slots are the same,
(6 × 3) mm2. The parasitic hat patch antenna is located
on the top of the substrate, while the DGS five rectangu-
lar slots are etched at the bottom. The width of the five
rectangular slots is the same, (w=3mm) but their lengths
are different; the lengths of the first, second, third, fourth,
and fifth rectangular slots are (6, 18, 30, 18, and 6) mm,
respectively. The proposed antenna has a linearly polar-
ized characteristic at all operating frequencies. The pro-
posed parasitic hat microstrip antenna is investigated
by electromagnetic simulator software (high-frequency

structure simulator (HFSS)) based on the finite element
method (FEM) [18].

  

                     

L
g
 

W
g
 

Copper 

(a) (b) 

Fig. 1. The geometry of the proposed parasitic hat antenna
(a) front view (patch) and (b) back view (ground).

All the parameters for the suggested antenna are
given in Table 1.

Table 1: Optimized parameters of the proposed parasitic
hat microstrip antenna
Para-

meter

Value

(mm)

Para-

meter

Value

(mm)

Para-

meter

Value

(mm)

Wg 40 b 3 L2 18
Lg 45 x 8 L3 30
hs 1.52 Lp 11 L4 18
W f 3.35 Wp 30 L5 6
L f 31 s 1 w 3
a 6 L1 6 - -

B. Design procedure

DGS and DMS have an essential role in broaden-
ing the bandwidth of the microstrip antennas. In this
section, they will be employed to choose the most suit-
able antenna structure to obtain a multiband antenna;
four design configurations were carried out. Fig. 2 shows
the design procedure of the ground plane, and patch by
using the four configurations. Fig. 3 shows the return loss
(S11) for the different configurations (from antenna 1 to
antenna 4).

As illustrated in Fig. 2 (a), in the first configu-
ration (antenna 1), five rectangular slots of the same
width but having different lengths are embedded in
the ground plane with a transmission line of length
36 mm. The resonance frequencies (3.2, 6.1, 11.2, 12.7,
and 16.8) GHz were obtained. Fig. 2 (b), in the sec-
ond configuration (antenna 2), (4.4, 6, 9.8, 11, 13.2,
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and 14.8) GHz resonance frequencies are obtained by
adding a rectangular radiating patch of a dimension (30
× 11) mm2 in the front side of the antenna. On the
other side of the antenna 2, the five rectangular slots are
etched in the ground plane. The length of the rectangu-
lar patch (Lp) is chosen as approximately equal to half
of the wavelength at the resonant frequency and can be
calculated using the equations below [19]:

fs=
C

2LP
√εre f f

. (1)

εre f f≈εr+1
2

, (2)

where C is the speed of light in a vacuum, εr is the rela-
tive permittivity, εre f f is the effective relative permittiv-
ity, Lp is the length of the rectangular patch, and fs is the
fundamental resonant frequency.

To achieve multiband operation for the proposed
antenna, the lengths of DGS and DMS slots must be
around λg/2 for all operating frequencies (f) based on the
following equation:

λg=
C

f
√ εre f f

, (3)

where λ g is the guide wavelength [20].
The third configuration (antenna 3) of Fig. 2 (c) pro-

vides a wider bandwidth by employing a parasitic hat-
shaped embedded in the radiating patch by etching four
L-shaped slots of dimension (6 × 3) mm2. Two rect-
angular slots, with the dimension (3.5 × 1) mm2, are
removed from the rectangular patch. There is an only
individual rectangular strip with the dimension (1 × 1)
mm2 that connects between the upper and lower parts of
the radiating patch and acts as an inductively coupling.
The obtained antenna provides the resonance frequencies
(7.7, 9.4, 11.3, 15) GHz.

Finally, as shown in Fig. 2 (d) in the fourth con-
figuration (antenna 4), the desired parasitic hat multi-
band antenna is obtained by cutting a rectangular strip
of a dimension (1 × 1) mm2 that connects the upper and
lower parts of the antenna to form the proposed parasitic
hat antenna. It acts as a capacitively coupling to obtain
seven operating frequencies (4, 6.94, 9.39, 12, 12.93,
14, and 15.5) GHz with return losses ( −21, −17, −15,

(a) (b) (c) (d) 

Fig. 2. DGS, DMS evolution configurations (a) antenna
1, (b) antenna 2, (c) antenna 3, and (d) antenna 4.

−16, −40, −22, and −43) dB, respectively for multi-
band applications.

Fig. 3. Simulated return loss (S11) for different configu-
rations (antenna 1 to antenna 4).

All the operating frequencies with the antenna
configurations (antenna 1 to antenna 4) are given in
Table 2.

Table 2: Antenna configurations (antenna 1 to antenna 4)
with their operating frequencies
Antenna configurations Frequency (GHz)

Antenna 1 3.2, 6.8, 11.3, 12.7
Antenna 2 4.4, 6, 9.8, 11, 13.2, 14.8
Antenna 3 7.7, 9.4, 11.3, 15
Antenna 4 (proposed) 4, 6.94, 9.39, 12, 12.93, 14,

15.5

III. RESULTS AND DISCUSSION
A. Return loss (S11)

The return loss is measured with Rohde and
Schwarz ZVB20 vector network analyzer (VNA), which
has a frequency range limited to 20 GHz. Fig. 4 displays

(a)                                               (b) 

 
(c) (d) 

Fig. 4. Fabricated proposed parasitic hat antenna (a) front
side (b) backside (c) return loss S11 observed in VNA (d)
the antenna in the Anechoic Chamber.
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the fabricated antenna frontside, backside, return loss
S11 observed in VNA, and the antenna in the Ane-
choic Chamber. Fig. 5 shows the simulated and mea-
sured return loss S11 of the proposed multiband antenna.
The simulated result shows a bandwidth from (3.8 to
16.4) GHz, whereas the obtained measured bandwidth
is from (3.6 to 17.4) GHz.

Fig. 5. The simulated and measured return loss S11 of the
proposed parasitic hat antenna.

For verifying the full rectangular radiating patch
antenna of dimension (30 × 11) mm2 with five
rectangular slots as DGS is fabricated and shown in
Fig. 6. The return loss results (measured and simulated)
for the fabricated rectangular patch antenna are illus-
trated in Fig. 7.

             (a)                                          (b)            

Fig. 6. Fabricated full rectangular patch antenna with
DGS (a) top view(b) bottom view.

Fig. 7. The simulated and measured return loss S11 of the
rectangular patch antenna with DGS.

B. Parametric study for the effect of parasitic spacing

In this section, a parametric study for five differ-
ent values for the spacing (s) between the patch and
the parasitic hat element is shown. Fig. 8 displays the
simulated return loss S11 for different values for the
spacing (s) between the patch and the parasitic hat
element.

Fig. 8. The return loss S11 for five different values for
spacing (s) between the patch and the parasitic hat.

All five different values of the spacing (s) with the
resonating frequencies and their return losses are given
in Table 3.

Table 3: Five different values of the spacing (s) with their
resonating frequencies, and return losses

Spacing

(s)(mm)

Resonating

frequency (GHz)

Return loss

S11(dB)

1
(Proposed)

4, 6.94, 9.39, 12,
12.93, 14, 15.5

−21, −17, −15,
−16, −40, −22,

−43
0.75 4,6.8,9.2,12,12.8,

13.6,15.5
−19, −17, −14,
−15, −23, −20,

−34
0.5 4,6.8,9.3,15.3 −24, −18, −16,

−15, −37, −23
0.25 4,6.7,9.3,11.8,13.5,

15.4
−24, −18, −16,
−15, −37, −23

0
(Full patch)

4.4,6,9.8,11,13.2,
14.8

−25, −26, −31,
−16, −16, −42

Table 3 shows that the proposed parasitic hat
antenna (s = 1) is the best result.

C. Surface current distribution (Jsur f )

The current density distribution across the proposed
antenna lattice at multiple resonant frequencies is shown
in Fig. 9 (a)-(g).
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(a)@ 4GHz (b) @ 6.94GHz (c) @ 9.39GHz 

 
 

 

 
(e) @12.93 GHz (d) @12 GHz (f) @14 GHz 

(g) @15.5 GHz 

Fig. 9. Simulated surface current density distribution of
the proposed antenna at (a) 4GHz, (b) 6.94 GHz, (c)
9.39 GHz, (d)12 GHz, (e) 12.93 GHz, (f) 14 GHz, and
(g) 15.5 GHz.

D. Antenna radiation patterns, gain, and efficiency

The radiation patterns of the proposed omnidirec-
tional antenna at different bands in E-plane (Y-Z plane)
and H-plane (X-Z plane) areas at different resonance
frequencies are simulated, measured, and illustrated in
Fig. 10.

  

 
@3.9GHz 

  
@3.9GHz 

@7GHz 
  

@7GHz 

 
              @9.28 GHz   

@9.28 GHz 

Fig. 10. Continued.

Fig. 10. Simulated and measured radiation pattern (E-
plane and H-plane) of the proposed antenna at (3.9, 7,
9.28, 11.7, 13, 13.8, and 17) GHz.

Figures 11 (a), and (b) illustrate the simulated and
measured maximum gain and radiation efficiency versus
frequency (freq.) for the proposed multiband antenna,
respectively.

(a) 

Fig. 11. Continued.
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(b) 

Fig. 11. (a) Simulated and measured maximum gain vs
frequency, and (b) Simulated and measured radiation
efficiency vs frequency for the proposed antenna.

All simulated and measured values of maximum
gain and efficiency of the proposed antenna are shown
in Table 4.

Table 4: The simulated and measured maximum gain,
and efficiency of the proposed parasitic hat antenna
Resonant freq.

(GHz)

Maximum

Gain (dB)

Efficiency

(%)

Sim. Meas. Sim. Meas. Sim. Meas.

4 3.9 4.9 3.6 73.32 79.29
6.49 7 6 5.5 95.2 86.11
9.39 9.28 4.7 5.4 89.88 87.48
12 11.7 6 6 94.94 91.75
12.39 13 6.53 6 93.61 93.61
14 13.8 6.57 4.9 98.97 95.43
15.5 17 6 5.9 94.28 75.11

A comparison of the obtained results of the pro-
posed antenna with recently published work is given in
Table 5.

Table 5: Comparison of the proposed parasitic hat
antenna with recently published work

Ref. No. Antenna size

(mm3),

Material

Resonance
freq. (GHz)

Techniques

[21] 45×45×1.6,
FR4 epoxy

5,6.8,7.5,8.5 Parasitic
element

[22] 20× 30×1.6,
FR4 epoxy

2.26,3.6,5.3 DGS,
monopole

[23] 27.5×20×1.5,
FR4 epoxy

2.44,3.55,5.6 DMS,
monopole

[24] 58 ×48×0.8,
FR4 epoxy

2.2,2.3,2.5 DGS,
Parasitic

This work 45
×40×1.52,

RO4350

4, 6.94, 9.39,
12, 12.93, 14,

15.5

DGS,
DMS,

Parasitic
element

IV. CONCLUSION

In this article, a novel design of a microstrip patch
antenna with a parasitic hat has been proposed for multi-
band applications such as sub-7GHz 5G applications,
ultra-wideband (UWB) applications, maritime radio-
navigation positioning systems, and radio-navigation
satellite standards. The presented antenna has multiple
bandwidths starting from 3.8 to 16.4 GHz with less than
−10 dB return loss (S11) within the region. Three meth-
ods of enhancing the performance of the rectangular
microstrip patch antenna were employed. The measured
operating frequencies are (3.9, 7, 9.28, 11.7, 13, 13.8,
and 17) GHz with return losses (−21.4, −19.2, −22.5,
−35.2, −25.2, −29.1, and −26.8) dB, respectively. In
conclusion, the antenna achieves stable radiation pat-
terns, higher radiation on efficiency, and broad band-
width around the operating frequencies 0.29 GHz with
(7.48%) at 4 GHz, 0.462 GHz with (6.66 %) at 6.94 GHz,
0.3571 GHz with (3.823 %) at 9.39 GHz, 0.96 GHz with
(7.99 %) at 12 GHz, 0.97GHz with (7.4 %) at 12.93GHz,
1.28GHz with (9.07 %) at 14 GHz, and 1.66 GHz with
(10.66 %) at 15.5 GHz. The simulated results show
that the DGS, DMS, and parasitic elements are criti-
cal factors for improving the bandwidth of the proposed
antenna.
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Abstract – This paper presents a patch antenna on a
jeans textile with an artificial magnetic conductor (AMC)
structure stacked on a solar cell for wearable applications
in the Industrial, Scientific, and Medical (ISM) band.
Meanwhile, the loading of the AMC reflector increases
the radiation efficiency and antenna gain and also results
in a reduction in specific absorption rate levels. As exam-
ination cases, two textile antenna designs loaded on 7
× 8 patches of AMC plane with the ground plane of
both fully copper conductor and partially copper aided
with solar cells were fabricated and tested, presenting
a strong agreement between simulation and measure-
ment. Its measured impedance bandwidth is 13.79%
(2.16 GHz–2.48 GHz) with good return loss and volt-
age standing wave ratio features in the operating band
where it is being used. Besides being a source of elec-
tricity, the silicon solar cells are also used as a radio
frequency ground plane for the AMC plane. They can
produce 363.08 mW.

Index Terms – Artificial magnetic conductor (AMC),
integrated antennas, patch antennas, solar cells, wearable
antennas, wireless body area networks (WBAN).

I. INTRODUCTION

The evolution of technology is important only when
it is harmonized with our mother nature. So, while devel-
oping any technology, the environment should be the
utmost priority. Wireless communication is the most
emergent, prolific, and accepted area of the commu-
nication field. So far, research efforts focus on spec-
trum efficiency, transmission reliability, data rate, and
services provided to users [1–3]. However, most of the
recent research efforts have disregarded the implications
of wireless networks’ environmental responsibility, e.g.,
energy efficiency and environmental impact [4, 5]. Green
energy may even require its surroundings to help gener-

ate power, making it mostly unpredictable. This is where
smart technology and the internet of things (IoT) come
into play [6–8].

Green wireless communication will provide energy-
efficient communication. It will result in less radiation
from devices as well as more economic solutions for ser-
vice providers, and they will also strive to reduce their
carbon footprint [9–11]. The integration of the solar cell
with an antenna, called “green antennas,” can be used
for advanced wireless technologies for energy-efficient
green communication. As for renewable energy, solar
cells are becoming an important source by virtue of their
cleanliness and safety. Indeed, silicon solar cells can be
utilized as both a radiating patch [12–15] and an antenna
ground plane [16–21] due to its conducting properties.

The GaAs solar cell patches [12] were utilized to
demonstrate the antenna structure, instead of copper
patches. The authors demonstrated that the patch antenna
is stacked with a solar cell [13–15] for wireless local
area network (WLAN), worldwide interoperability for
microwave access (Wi-Max) and wireless fidelity (Wi-
Fi) applications, where the solar cell performs as an
RF patch section notwithstanding its direct current (DC)
generation. The variation of the reflection coefficient of
the multiband patch antenna loaded in slots with and
without solar cell stacking was addressed [13]. The influ-
ence of solar cell operation on RF antenna performance
was investigated by combining a DC/RF isolation circuit
[14]. The investigation into the performance of solar cell
ground plane [16] for antenna design on FR4 substrate
was discussed. Also presented were silicon solar cells
used as microwave ground planes with patch antennas
on the FR4 substrate for WLAN applications [17], thin
film glass substrate for wireless communications [18],
airborne communication nodes [19], Plexiglas substrate
for remote area applications [20], and the FR4 substrate
for future mobile communications [21]. Changes in solar
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cell DC power production with and without antennas
were also examined [20, 21].

Recently, advancements in technology in solar cell
research have allowed their size to be reduced to such an
extent that they can be easily sewn onto items of cloth-
ing without appearing presently bulky [22, 23]. Solar
clothing uses photovoltaic cells in order to harness the
sun’s energy and use it to power electronic gadgets. Ini-
tially, copper and, after that, fabric-conducting materi-
als are used as the conducting parts of the wearable
antennas. For fabricating the wearable antennas, differ-
ent types of non-conducting fabric dielectric materials
are used. For high performance radio LAN (HIPER-
LAN) applications, the radiation performance of copper-
based and Zelt-based conductive fabric-based wearable
patch antennas [24] aided by polyester fabric substrate
was investigated. Under bending and crumpling con-
ditions, the copper foil koch fractal wearable dipole
antenna in the very high frequency (VHF) band (430
MHz–475 MHz) for military applications [25] and the
ring resonator wearable patch antenna [27] at 5.8 GHz
aided with a common jeans cotton substrate were investi-
gated. A parametric study was demonstrated on the rect-
angular textile patch antenna [26], which was made from
both copper and nickel-plated polyester fabric with a
denim substrate for ISM band wireless body-area net-
work applications. Wearable patch antennas with differ-
ent electro-textile materials were fabricated, and their
radiation performance was discussed [28, 30]. The per-
formance of a new embroidered wearable antenna on
a Felt substrate [29] was demonstrated and tested. A
brief study on wearable antennas for dual-band opera-
tion [31–33], dual-mode single band operation [34] and
ultra-wideband (UWB) operation [35] was also reported.

The electromagnetic band-gap (EBG) structure has
captivated researchers due to its desirable unique band-
gap features, which have been discovered to be used in
suppressing surface waves and improving performance
in wearable antenna designs [36, 37], such as bandwidth,
gain, compactness, and so on, for wireless body area
network applications. Furthermore, metasurfaces have
inspired a wide range of applications in wearable anten-
nas, where they are used not only to improve the prop-
erties of antennas, such as bandwidth and gain, but also
to ensure the antenna will work at an appropriate fre-
quency. Metasurface-based wearable antennas are pre-
sented and discussed for their performance in the dual-
band [38, 39] operation, the ISM band [40], UWB [41],
and also X-band [42] applications. The use of metama-
terials for SAR reduction [43] is being investigated in
the context of designing communication equipment for
safety compliance.

An AMC is a metamaterial that imitates the
attributes of a permanent magnetic conductor (PMC).

AMC can be useful in wireless body area networks
(WBAN) because it allows for better transmission and
less backward radiation [44, 45]. Additionally, the oper-
ating frequency range of the antenna is closely related
to the bandwidth of the AMC. The dual-band wearable
antenna loaded with AMC was presented for WLAN
applications [46]. The ability of the AMC to reduce SAR
for wearable antenna design [47–53] was discussed. The
textile patch antenna associated with the solar cell has
not been discussed in detail to date.

In this article, an AMC loaded textile patch antenna
with and without integrated solar cells is demonstrated
and its radiation performance is studied. This paper is
organized as follows: Section II describes the proposed
antenna design and its fabrication. Section III describes
high-frequency structure simulator (HFSS) antenna sim-
ulation analysis compared with measurement results and
also the solar cell parametric measurement with and
without the antenna. Finally, Section IV shows the con-
clusion.

II. ANTENNA DESIGN AND FABRICATION

The proposed textile antenna layout consists of two
modules, and it is shown in Figure 1. One of them is the
patch antenna module, and the other is the AMC reflector
module.

In the upper module, there are three layers that are
of focus: the patch, substrate, and ground plane. Sim-
ilarly, in the lower module, there are three layers: the
AMC reflector plane, substrate, and ground plane. In
both modules, the conducting parts (patch, AMC plane,
and ground plane) are made of copper foil with a thick-
ness of 0.025 mm, whereas the substrate part is Jeans
fabric with a relative permittivity (εr) of 1.67, a loss
tangent (δ ) of 0.02, and a thickness (h) of 2 mm. The
jeans fabric and copper foil have been cut manually. In
this study, two designs of antenna models are demon-
strated. The first model is an incorporated patch antenna
(top module) with a fully copper-grounded AMC module
(bottom module), and the second one is the same incor-
poration with a partially copper-grounded AMC module,
aided with solar cells.

The top patch antenna module of the proposed
model is designed by using a transmission line model and
its geometry is shown in Figure 2(a). The patch antenna
consists of a top copper patch with a size of 46 mm ×
51 mm and a bottom copper ground with a size of 96 mm
× 101 mm, which is glued using fabric glue onto a Jeans
substrate with a size of 96 mm × 101 mm. The feed point
is carefully chosen through HFSS V.15 of ANSYS for
good impedance matching. As shown in Figure 2(b), the
bottom AMC module is made up of a 7 × 8 array of
copper foil square unit patches, and each AMC unit cell
measures 10 mm × 10 mm and is glued on the same size
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                                (a) 

 

                                   (b) 

 

                                (c) 

Fig. 1. Antenna layout: (a) 3D layout of the proposed
patch antenna on the AMC plane with partially aided
solar cells; (b) proposed antenna coaxial feed view; (c)
proposed antenna side view.

    

(a)                                         (b)

Fig. 2. Geometry of the proposed antenna: (a) patch
antenna (top module); (b) AMC plane (bottom module).

as the top module of the Jeans substrate. Their optimized
dimensions are summarized in Table 1.

The AMC unit cells are arranged periodically in
equal spaces and cover the entire area of the substrate.

Table 1: Optimized dimensions of the proposed antenna
Parameters Value

(mm)
Parameters Value

(mm)
Lp 46 Lt 4
Wp 51 Wt 3.5
Ls 96 Al 10
Ws 101 Aw 10
Fp 16 Lg 3
– – Wg 2

 

(a)        (b) 

Fig. 3. Fabrication of the proposed antenna modules: (a)
patch antenna; (b) AMC plane.

The fabricated modules are shown in Figure 3(a) and (b).
The ground plane of the AMC module for the two pro-
posed cases: the first one is glued with copper foil, and
the second one is partially copper foil soldered with the
solar cells under investigation.

In the first case, the fabricated AMC reflector plane
with a copper ground plane is situated underneath the
patch antenna, keeping an air gap of 1 mm between the
assemblies. This is shown in Figure 4. The inner con-
ductor of the coaxial RF connector is associated with the
feed point of the upper patch module, which provides a
good impedance match [54]. Therefore, the outer con-
ductor is associated with the ground of the patch and the
AMC reflector.

 

(a) (b) 

Fig. 4. Patch antenna integrated on the AMC plane with
copper ground plane: (a) front side view; (b) back side
view.
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For the subsequent case, the second module is fab-
ricated as in the first case; except the ground plane is
modified by the half-done copper ground plane soldered
with the negative terminal of the two series connected
4 V, 100 mA solar cells with dimensions of 60 mm ×
60 mm × 1.5 mm. The front side and back side views of
the fabricated subsequent modules are shown in Figure 5.

This section covers a key strategy for determining
the dielectric constant of jeans, chosen for antenna fab-
rication under microwave frequencies. The exploratory
arrangement of the microwave test bench and the dielec-
tric constant measurement setup of jeans under test are
indicated schematically in Figure 6. A standing wave
pattern will be produced by turning on the klystron
power supply and the klystron tube. The general proce-
dure for the measurement of guide wave length (λ g) and
frequency (f) of the signal is reported [55].

The probe shall be kept at a minima position, and the
reading on the bench shall be taken. The jeans under test
will be put in the wave guide in contact with the short
circuit plate and the position of the new displaced min-
ima will be recorded. The difference between the two
positions of the minima shall be the shift (Δ) caused by
the inclusion of the jean dielectric. The dielectric con-
stant will be determined utilizing the formulae detailed
in [55, 56], and the measured value of the dielectric con-
stant of the jeans under test is 1.67.

 

(a) (b) 

Fig. 5. Patch antenna integrated on the AMC plane aided
with solar cell ground plane: (a) front side view; (b) back
side view.

Fig. 6. Experimental setup of a microwave bench and
dielectric constant measurement.

III. SIMULATION AND MEASUREMENT
RESULTS

The simulation process is carried out step-by-step
using HFSS V.15. To compute the electrical behavior
of complex components with arbitrary shapes and user-
defined material properties, HFSS V.15 employs a 3D
full-wave Finite Element Method (FEM) field solver. Ini-
tially, the top patch antenna module is simulated, and the
result indicates that the return loss (S11) of better than
-10 dB is attainable over the 2.38 GHz–2.48 GHz band
with a center frequency of 2.42 GHz and an impedance
bandwidth of 4.13%. The realized peak gain of the pro-
posed patch antenna under simulation is 4.51 dBi.

Furthermore, a standardized model for a capacitive
partially reflective surface screen and its equivalent cir-
cuit representation are employed here to facilitate the
analysis of AMC. The geometry of the AMC unit cell
and its equivalent circuit representation [57] are shown
in Figure 7, where the conducting element is represented
by the inductor and the inter-element capacitance by the
capacitor. Subsequently, the reflection phase characteris-
tic of the AMC unit cell against frequency with suitable
boundary conditions [57, 58] was simulated. A single
cell of the structure was studied using periodic bound-
ary conditions on its sides to simulate an infinite struc-
ture [44]. The simulation setup and the resultant reflec-
tion phase characteristic of the AMC unit cell against
frequency are shown in Figure 8(a) and (b). Meanwhile,
the operating bandwidth of the proposed AMC unit is
defined in the frequency range of 2.15 GHz to 2.55
GHz between ±90◦. After that, the proposed antenna on
the AMC model is carried out, which is shown in Fig-
ure 8(c). The simulated result indicates that the S11 of
better than −10 dB is attainable at the 2.38–2.46 GHz
band.

Wearable antennas are explicitly designed to be
worn close to the physical body, and the SAR is
used to address the dangers posed to the human
body by wearable specialized gadgets [47]. SAR is a crit-
ical boundary for determining the amount of electromag-
netic field consumed by human tissues [48].

Figure 9 simulates the basic model of human tissues
[53] with their electrical properties, relative permittivity

Fig. 7. Geometry of an AMC unit cell with its typical
equivalent circuit.
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(a)                                         (b) 

 

              (c) 

Fig. 8. AMC unit cell. (a) Simulation setup in HFSS. (b)
Reflection phase characteristic. (c) Overall view of the
proposed antenna on AMC in HFSS.

(εr), conductivity (σ ), mass density (ρ) and thickness
(d), consisting of skin (εr = 38.0067, σ = 1.184, ρ = 1001
kg/m3, d = 1 mm), fat (εr = 10.8205, σ = 0.58521, ρ =
900 kg/m3, d = 2 mm), and muscle (εr = 55, σ = 1.437,
ρ = 1006 kg/m3, d = 10 mm) with a size of 130 mm ×
120 mm × 13 mm and SAR distributions at 2.4 GHz with
an input power of 0.1 W. The antenna is positioned at a
height of 2 mm from the tissue surface. From the simu-
lated SAR distributions, the peak 1 g SAR value for patch
alone is 4.08 W/kg. Then again, the peak 1 g SAR value
for patches on AMC is 1.272 W/kg (3.4576e−1). From
the outcome, it tends to be seen that the most extreme
SAR regard diminishes essentially with the presentation
of the AMC plane and, furthermore, the SAR constraint
is fulfilled with a value that is well-below the acceptable
limit. Both the patch and the substrate have been cut and
stuck manually. Moreover, feeding cable losses were not
considered in the simulation.

In this study, surveys for both free space and on-
body surroundings are considered. The performance
of the man-made proposed antenna placed on the flat
surface of the physical body should be studied to
demonstrate whether it meets the sensible application
necessities or not. Each layer of the physical body has
its own dielectric characteristics that additionally rely
on the frequency. The proposed antennas are meant to
be worn around the torso area; hence they are posi-
tioned on the abdomen. The proposed antenna was

Fig. 9. SAR distributions of the proposed antenna on
AMC in HFSS.

 

Fig. 10. Proposed wearable antenna measurement setup.

tested through an Agilent-N5230A vector network ana-
lyzer associated with the standard calibration, and the
S-parameter measurement arrangement is displayed in
Figure 10.

The simulated and measured values of the S11 and
VSWR concerning the frequency are shown in Fig-
ures 11 and 12 in free space and in the body environ-
ment. The simulated S11 and VSWR of the patch antenna
on the AMC plane with the copper ground at 2.42 GHz
are −20.26 dB and 1.23 with an impedance bandwidth of
3.3% from 2.38–2.46 GHz. By considering the free space
environment, the measured S11 and VSWR of the patch
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                                     (a)

                                        (b)

Fig. 11. S11 versus frequency: (a) free space environ-
ment; (b) on-body environment.

antenna on the AMC plane with the copper ground at
2.4 GHz are −21 dB and 1.19 with an impedance band-
width of 4.16% from 2.36–2.46 GHz. On the other hand,
the measured S11 and VSWR of the same patch antenna
on the AMC plane with partially copper-aided solar cells
ground plane at 2.4 GHz is −16.695 dB and 1.06 with an
impedance bandwidth of 13.33% from 2.24–2.56 GHz.

For on-body consideration, the proposed patch
antenna on the AMC plane with the copper ground plane
resonates over the 2.34–2.44 GHz band (impedance
bandwidth of 4.2%) and also the same patch antenna
on the AMC plane with a partially copper-aided solar
cell ground plane resonates over the 2.16–2.48 GHz
band (impedance bandwidth of 13.79%) with VSWR
less than 2. Figures 11 and 12 show that S11 of the
antenna encompasses a slight deviation, whereas the
general performance of the antenna is largely the same
as with the original antenna. It is often seen that the
designed wearable antenna suffers less from the electri-
cal characteristics of human tissues, and its performance
is comparatively stable.

The proposed antenna gain was measured over
an anechoic chamber measurement setup and is shown in

              (a)

 

                                    (b)

Fig. 12. VSWR versus frequency: (a) free space environ-
ment; (b) on-body environment.

 

Fig. 13. Photograph of the measurement environment:
the anechoic chamber with standard horn antenna and
proposed antenna.

Figure 13. The radiation pattern of the simulated gains of
the proposed antenna at 2.4 GHz is shown in Figure 14.

The realized peak gain of the proposed patch
antenna loaded with AMC under simulation is 7.02 dBi.
The simulated antenna gain was enhanced from 4.51 dBi
for the patch antenna to 7.02 dBi for the patch on the
AMC reflector. From an application point of view, an
AMC reflector can be evaluated by comparing antenna
radiation features in the presence of an AMC reflector
with and without the aid of solar cell ground.
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Fig. 14. Simulated 3D gain radiation pattern of the pro-
posed antenna.

    (a)

                                 (b)

Fig. 15. 2D radiation patterns of simulated and measured
gain: (a) E-plane; (b) H-plane.

The far-field E-plane (YZ-plane) and H-plane (XZ-
plane) radiation patterns at 2.4 GHz are shown in Fig-
ure 15 (a) and (b) based on simulation and measurement
results. In the physical body environment, the measured
peak gain of the proposed antenna on the AMC plane

with copper ground and the same patch on the AMC with
copper ground aided with solar cells is 6.53 dBi and 5.33
dBi, respectively.

The AMC loaded antennas have decreased side and
back lobe radiation, as shown in Figure 15, and have
good unidirectional radiation properties. When com-
pared to the proposed antenna with copper ground, the
proposed antenna with copper ground aided by solar
cells emits the least amount of radiation in the broad-
side direction and has a gain along the antenna plane that
is only a few decibels below the maximum. When such
an antenna is placed on the human body, the antenna’s
small rear lobe shows that very little energy is emitted
into the tissue. Because of this property, the antenna is
more robust to human body loading, making it an excel-
lent fit for wearable applications.

On discussion of the effect of solar cells on AMC
ground, the proposed antenna will not affect the radia-
tion much and will only cause a minor deviation in gain
due to the solar cells’ semiconductor nature. Another
limitation on the discussion about the operation of the
proposed antenna in the body environment is that the
solar cells are aided on the ground plane of the AMC,
on the external body side, and the antenna patch on the
internal body side. As a result, the maximum radiation
is directed at the human body, and its radiation gain
performance suffers slightly. This proposed design is
useful for in-body and on-body communication. Mean-
while, the utilization of solar cells must be considered
for its DC energy conversion performance when exter-
nally falling solar light hits the solar cells.

A small difference between the simulated and mea-
sured curves is examined. This is clarified by the
vulnerability concerning the material substrate proper-
ties and the mechanical errors brought about by the
manual manufacturing method with basic apparatuses.
Note that utilizing machine dimensions or laser slic-
ing does not lead to better outcomes because of the
unavoidable irregularity of the antenna during practi-
cal operation. The most significant thing is that antenna
performance, despite everything, satisfies the necessi-
ties for WLAN communication. SAR measurements
and thermal impacts [48, 59] are used to examine the
biological effects of the performing antenna. Due to
lower permittivity at higher frequencies, there was a
decline in biological effect as the resonant frequency
increased. As a result, SAR is reduced, and the heat
effect is also reduced. Electronic textiles, which are
hybrid products that incorporate electrical functionality
into textiles, must frequently resist washing operations in
order to maintain textile usability. However, washability,
which is critical for many electronic textile applications
such as medical or sports due to cleanliness standards,
is frequently insufficient. The elements that determine
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Table 2: Comparison with previous works
Parameter/Ref. Conducting

parts
Substrate

parts
Reflected

plane/number
of unit

cells/size
(mm2)

No. of
band

Gain
dBi

Band of
operation

(GHz)

1 g aver.
SAR
W/kg

Applications

[36] Shieldex
conductive
metalized

nylon (Zell)

Leather EBG
8 circular
periodic

100 × 100

1 0.75 5.7–5.87 1.21 ISM band
for on-body
communica-

tion
[37] Copper Poly

Dimethyl
siloxane

EBG
2 × 3

40 × 32

1 2.1–5.6 Center
frequency

2.4

0.0536 WBAN
applications

[38] Copper Rogers
RT/Duroid

5880

Metasurface
2 × 2

–

2 4.54
4.71

3.2–3.5
3.9–4.3

0.174
0.207

WBAN
communica-

tion
[40] Copper Rogers

RO3003
Metasurface

2 × 2
62× 40

1 6.2 2.36–2.4 0.66 Medical
BAN

devices
[41] Nickel-

copper-
polyester

Felt Metamaterial
7 × 7

100 × 100

1 6 4.55–13 0.067 UWB-
WBAN

application
[44] ShieldIt Super Felt AMC

3 × 3
87 × 77

2 5.5
7.5

2.4–2.7
5.04–6.04

- Wi-Fi
on-body

applications
[46] ShieldIt Super Felt AMC

4 × 4
100 × 100

2 2.5
0–4

2.45
5.04–5.93

0.0464
0.0232

WLAN
applications

[49] ShieldIt Fleece
fabric

AMC
6 × 4

306 × 306

1 6.53 2.17–2.57 0.03
(for
10 g
aver.)

Wearable
applications

[50] ShieldIt Felt
(antenna)

Denim
(AMC)

AMC
3 × 3

85 × 85

2 - 2.4–2.69
5.15–5.87

- Wi-Fi and
the 4G-LTE
applications

[51] Copper Pellon
(antenna)
RO3003
(AMC)

AMC
4 × 4

124 × 124

1 4.6 2.2–2.6 0.33 ISM band
applications

[52] Zelt Felt
Jeans
Cotton

AMC
2 × 3

42 × 63

2 7.14
9.9

Center
frequency
2.45 & 5.8

0.34
0.27

Wi-Fi
applications

[53] Copper Polyimide AMC
2 × 2

66.8 × 66.8

1 7.47 2.27–2.76 0.15 Medical
BAN

devices
The proposed

antenna
Copper Jeans

fabric
AMC
7 × 8

101 × 96

1 5.33 2.16–2.48 1.272 ISM band
applications

& DC
energy

conversion
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Table 3: Evaluation results of the proposed antenna
Model Band of operation (GHz) Impedance

bandwidth
VSWR S11(dB) Gain total

(dBi)
Patch sim. 2.38–2.48 4.13% 1.38 −15.94 4.51

Patch on AMC sim. 2.38–2.46 3.3% 1.23 −20.26 7.02
Patch on AMC meas. 2.34–2.44 4.2% 1.19 −21 6.53

Patch on AMC with solar cells
meas.

2.16–2.48 13.79% 1.272 −18.3 5.33

Fig. 16. Solar cell VI characteristics with and without
antenna.

washing damage in textile integrated electronics, as well
as common weak points, have not been substantially
explored, making a targeted strategy to improve washa-
bility in electronic textiles problematic [60, 61].

The solar cell parameters, open circuit voltage
(VOC) and short circuit current (ISC) were measured by
concentrating the normal sun-based light on solar cells,
embedding them with and without the antenna. From
the measurements, the proposed solar cells carry a cur-
rent of ISC = 100 mA with a voltage VOC = 8 V when
none is integrated with the antenna. Nevertheless, the
same solar cells are connected with an antenna; the mea-
sured ISC current and VOC voltage are 96 mA and 8
V, respectively. The voltage-current (VI) characteristics
of solar cells integrated with and without antennas are
shown in Figure 16. The power delivered by a solar
cell is the product of current and voltage. If the multi-
plication is done point for point, for all voltages from
short-circuit to open-circuit conditions, the power curve
is obtained for a given radiation level. Of course, neither
of these two conditions generates any electrical power,
but there must be a point, called the “Knee” point, some-
where in between where the solar cells generate maxi-
mum power, Pmax. The observed Pmax of the solar cell
without and with the antenna is 378 mW and 363.08
mW, which is a small decrease in maximum output
DC power of 14.92 mW and is also commonly
acceptable.

Table 2 shows the novelty of the proposed antenna
compared with several reported wearable antennas. The

evaluation results in Table 3 indicate that the proposed
antennas have a lower profile and operate in the ISM
band used for green wearable wireless on-body and in-
body communications with acceptable bandwidth.

IV. CONCLUSION

In this article, a textile patch antenna on the AMC
surface stacked silicon solar cells partially with its cop-
per ground is presented and tested for its performance.
A technical viewpoint on the loading of the AMC with
the antenna and also the RF behavior of solar cells by
incorporating them into the AMC ground plane is elu-
cidated. The improvement of radiation efficiency with a
reduction in specific absorption rate levels is achieved
over frequencies clustered around 2.4 GHz. The bending
and crumbling tests on the proposed antenna are limited
due to the brittle nature of solar cells stacked with the
AMC ground plane. Currently, flexible solar cells are a
research-level technology. In order for solar clothing to
function at an optimal level, direct exposure to sunlight
is required for very long periods. It is hoped that solar
clothing will be able to charge phones, tablets, and GPS
units for people who enjoy outdoor activities such as ski-
ing, snowboarding, or hiking.
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Abstract – Based on the characteristic mode analysis
(CMA) theory, a compact dual-band dual antenna pair
with high element isolation function for 5G mobile ter-
minal is proposed and designed in this paper. The antenna
pair is composed of a pair of symmetrical stacked F-
shaped radiators printed on the outside of the side frame,
perpendicular to the main board. Based on the proposed
decoupled antenna pairs, four pairs of antenna pairs
are placed at both ends of two long side plates, and an
8-element MIMO antenna is proposed. High isolation
in the operating frequency bands are achieved by using
grounding branches and defective ground structure
(DGS). All radiation elements are etched on a low-cost
FR4 substrate with a total size of 150 × 75 × 6.8 mm3.
The prototype of the antenna array is fabricated and mea-
sured. The working range of the antenna pair can cover
3.4GHz-3.6GHz,4.8GHz-5GHz 5G frequency bands and
5GHz-6GHz WLAN / WiFi / WiMax frequency bands.
Besides, the isolation between any adjacent array ele-
ments are also > 15dB and > 16dB respectively, the total
efficiency are 52%–75% and 58%–88% respectively, and
the measured envelope correlation coefficients (ECC) are
<0.16. Furthermore, user’s head effects are investigated
and desirable results are obtained. The above results show
that this proposed antenna array is a good candidate for
MIMO applications in 5G smartphones.

Index Terms – Antenna pair, characteristic mode analy-
sis (CMA), dual-band, high-isolation, MIMO, 5G smart-
phones.

I. INTRODUCTION

As a combination of technology and fashion, smart-
phones have been developing towards the design concept
of thinner body and higher screen proportion. In the 15th
edition of 3GPP, two main NR 5G bands are defined:
band 1 (FR1, 450MHz-6000MHz) and band 2 (FR2,
24.25GHz-52.6GHz). However, the design of millimeter
wave antennas with bands above 24GHz must face the
problems of serious spatial attenuation and high process-
ing accuracy. At the same time, the 3.4GHz-3.6GHz and

4.8GHz-5GHz 5G bands have been supported by China,
Russia and other countries, and the 5.15GHz-5.925GHz
WLAN bands are also the indispensable bands in the
design of 5G mobile phone MIMO antenna. At present,
5G antenna design under 6GHz band still faces the bot-
tleneck of limited frequency coverage. Therefore, it is
very necessary to use the same number of antennas inside
a full screen mobile phone with a very small clear-
ance area and cover 5G bands and WLAN bands at the
same time. Several MIMO antenna designs have been
reported with multi-band operation. On the one hand,
[1–3] deformed the antenna by adding branches, and
formed several current resonance paths by adding radi-
ation branches, so as to realize the coverage of multiple
frequency bands. On the other hand, coupling feed is a
common way to increase bandwidth in antenna design.
The coupling feeding method is used for energy trans-
mission between the directly fed metal plane and the
main radiation surface. Compared with the direct feed-
ing, the coupling feeding can easily obtain a larger band-
width [4–6].

With the continuous development of 5G communi-
cation system in the future, users’ requirements for sys-
tem capacity and signal quality are constantly improv-
ing, large-scale multiple input multiple output (MIMO)
system with multiple antennas can achieve higher data
rates, so it will become one of the core technologies
of 5G communication [7]. However, placing multiple
antennas in a limited design space may cause extreme
deterioration of antenna system isolation and radia-
tion efficiency. Therefore, it is a great challenge for
antenna designers to realize the very effective isola-
tion of each antenna in MIMO system. Several tech-
niques have shown that isolation between antenna ele-
ments can be improved when they are closely spaced
together. On the one hand, increasing the space dis-
tance between two antennas and reducing the number
of antenna elements in a certain space are the most
direct decoupling methods [8]. On the other hand, some
researchers focus on improving the isolation between
units by adding decoupling structure. For example,
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researchers use the neutralization line compensation
technology [9–11] to select one or several branches
of appropriate size to connect the two antennas at the
appropriate position, and these branches produce paths
opposite to the original coupling path, so as to achieve
the purpose of decoupling. Similarly, The defective
ground structure (DGS) technology [12, 13] is simple
and easy to implement. When there is a current distri-
bution on the ground between two antenna units that
can produce strong coupling between them, slotting on
the ground can change the current distribution, block
the current path and play a better decoupling effect. In
this paper, a short-circuit branch connecting two antenna
units with the ground is proposed, so that the energy
should be radiated from the gap between the two antenna
units and the ground to two opposite directions respec-
tively, so as to improve the isolation of the antenna pair
from the two units.

To sum up, it is very necessary to design a mobile
phone antenna that can cover 5G bands and WLAN
bands at the same time and achieve high isolation. In this
paper, based on the characteristic mode analysis (CMA)
theory, a dual-band decoupled dual antenna pair for 5G
terminal application based on coupling feed is proposed.
Four pairs of antennas are integrated on a mobile ter-
minal, and a dual-band 8 × 8 MIMO antenna is man-
ufactured and tested. The size of the antenna is 150 ×
75 × 6.8 mm3, which is similar to the size of exist-
ing smart phones such as Huawei mate 40 and Xiaomi
11. The low band (LB) is 3.4GHz-3.6GHz and the high
band (HB) is 4.8GHz-6GHz. This antenna operating
band can cover 3.5GHz (3.4GHz-3.6GHz) 5G frequency
band, 4.9GHz (4.8GHz-5GHz) 5G frequency band, and
5.5GHz (5.15GHz-5.925GHz) WLAN / WiMAX / WiFi
frequency bands, which can effectively reduce the num-
ber of antennas specially covering WLAN frequency
bands in 5G Mobile phones. Besides, in the low fre-
quency band (LB) and high frequency band (HB), The
isolation between any adjacent array elements are also >
15dB and > 16dB, respectively. Furthermore, The enve-
lope correlation coefficients (ECCs), total efficiency, and
specific absorption rate (SAR) all reach the expected val-
ues in the whole working frequency bands. The main
achievements of this work are as follows: (1) High iso-
lation (more than 15 dB) is achieved while supporting
the multi-band operation. (2) Cover both the 5G and
WLAN bands(3) Antenna design based on CMA that
are rarely reported.

II. ANTENNA PAIR DESIGN AND
EVOLUTION

A. Geometry of proposed antenna pair

The structure and size of the proposed antenna pair
are shown in Figure 1. The main board size is 50mm

Fig. 1. Geometry and dimensions of the proposed ant-
enna pair.

× 25mm × 0.8mm. The antenna pair is composed of a
pair of symmetrical stacked F-shaped radiators printed
on the outside of the side frame, perpendicular to the
main board, and the size is 50mm × 6mm × 0.8mm.
The main body of the stacked F-shaped radiator is mainly
connected by two F-shaped branches with different sizes
from top to bottom, and is connected with the ground
on the back of the main board through a short-circuit
branch. The stacked F-shaped radiator is coupled and fed
by a pair of F-shaped branches printed on the inner side
of the side frame. The substrate of the main board and
side frame is FR-4, the relative dielectric constant is 4.4,
and the loss tangent is 0.02. Between the two elements,
a T-shaped slot is cut in the ground. The feed line, with
a width of 1mm, is printed on the top layer of the main
board and connected to the F-shaped branches.

B. The theory of characteristic mode analysis

According to CMA [14–17], the characteristic mode
fields form a weighted orthogonal set over a conductor
surface and the sphere at infinity. The total surface field
distribution of an antenna can be obtained by the super-
position of each mode field. In CMA, αn is a weighting
factor defined as modal weighting coefficient (MWC).
The MWC reflects the mode contribution of the total
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field density, and its expression is:

αn =
Vn

1+ jλn
=

〈Jn,Ei〉
1+ jλn

, (1)

where Vn reflects the coupling of external excitation and
characteristic current, which is defined as the mode exci-
tation coefficient (MEC).

Each CM corresponds to a characteristic value λn,
which represents the ratio of reactive power to radiated
power. Modal significance (MS) is closely related to λn,
which is denoted as:

MSn =
1

|1+ jλn| . (2)

MSn is independent of the excitation source, and only
related to the shape of the conductor. It indicates the
potential ability of a CM working in certain bands.

C. Design process and analysis

Characteristic mode theory, which was first pro-
posed in 1971 [14], is widely used in antenna design
because it can reveal the intrinsic properties of the
antenna geometry structure. CMA is used in the design
process in our work, with the goal of optimizing the
geometrical structure of the antenna pair. The modal
significance (MS) is introduced to indicate the poten-
tial of each mode in the absence of an external source.
Besides, we also observe the surface current of the
antenna structure through simulation to guide the design
of the antenna structure and adjust the frequency cover-
age of the antenna. The simulation software are ANSYS
HFSS 2020R1 and CST 2020. Due to the symmetry of
the structure, only port 1 needs to be simulated and ana-
lyzed. In order to clearly show the continuous changes
of our design, Figure 2 (a) shows the structural evolution
process in four different cases.

Since the coupled feed antenna includes a feed
branch and a short-circuit branch connected to the
ground. The gap between the two branches is used to
couple energy to the short-circuit branch, which essen-
tially adds capacitive component to the antenna. The
short-circuit branch can add inductive component to the
antenna. So, the antenna is more possible to produce
dual-band resonance and a wider bandwidth. Therefore,
we propose a coupled loop element, which is composed
of section of feed line, a direct fed F-patch, and a coupled
grounded stacked F-patch.

In case 1, two grounded F-shaped patches are placed
symmetrically to form an initial antenna pair. The design
MS and modal current of case 1 are shown in the Fig-
ure 4 (a) and Figure 5 (a). According to the character-
istic mode analysis, the current path and current length
of 3.5GHz modal current (About 3.5GHz quarter wave-
length: 23mm), it can be inferred that the grounded F-
shaped patch can effectively excite 3.5GHz resonance.
By observing the simulated S11 curve and surface

Fig. 2. Antenna pair design process. (a) Evolution pro-
cess of the antenna pair. (b) Comparison of S11 in four
cases. (c) Comparison of S21 in four cases.

current distribution, it is found that it is highly consistent
with the results of characteristic mode analysis, as shown
in Figures 2 (b) and 5 (b). It is worth noting that the dis-
tance between the two antenna elements in the antenna
pair is only 5.4mm (0.065λg. λg=v/f. Where λg is the
free space wavelength of 3.5GHz. Where v is the speed
of light and f is the value of frequency.), but the isola-
tion is still greater than 15dB, as shown in Figure 2 (c).
The main reason is that the two elements of the antenna
pair are grounded and symmetrical, their 3.5GHz current
paths are symmetrical and in opposite directions, and the
energy is radiated in two opposite directions from the
gap between the two antenna units and the ground, as
shown in Figure 3, so the isolation is very high. Although
the resonant frequency and isolation of this antenna pair
are very satisfactory, a single frequency band is far from
meeting the needs of 5G mobile phones. We also need
to modify the antenna pair to generate new resonant
modes and cover as many useful frequency bands as
possible.

Next, on the basis of the coupled grounding F-
shaped patch, L-shaped branches (Figure 2 (a), green
part) are added to form case2 to generate a new mode.
Through the analysis of its characteristic mode, it can
be seen that two modes of 3.5GHz and 5.5GHz can
be excited, as shown in Figure 4 (b). However, from
the simulation S11 curve of case 2, as shown in Fig-
ure 2 (b), it can be seen that the center frequency, band-
width and impedance matching of the newly generated
high frequency band are not very ideal, so case 2 needs
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Fig. 3. Comparison of radiation directions of port 1 and
port 2. (a) Port 1. (b) Port 2.

to be modified. Then, on the basis of case 2, the red part
in Figure 2 (a) is added to form a stacked F-patch (case3)
to adjust the high-frequency resonance point, expand the
bandwidth and increase the matching. As shown in Fig-
ure 4 (c), the characteristic mode analysis shows that the
stacked F-patch has three modes, and three resonances
are generated near 3.5GHz, 4.8GHz and 5.5GHz respec-
tively. The three effective modes realize dual frequency
resonance and expand the bandwidth of high frequency
band. The newly generated modal current of 5.5GHz is
shown in Figure 5 (c). From the path of modal current
and simulated surface current (Figure 5 (c) and (d)), it
can be observed that the antenna is a quarter wavelength
resonant mode at 5.5GHz. As shown in Figure 2 (b) and
(c), we can roughly observe from the S11 and S21 curves
of case2 and case3 that the antenna pair has two working
frequency bands and the high-frequency band bandwidth
is wide, but the return loss and isolation of the antenna
pair are not satisfactory. We also need to improve the
structure of the antenna pair to make the return loss of
the antenna pair lower and the isolation better than 15dB.

Finally, the defective ground structure (DGS) is
introduced, which is mainly used for impedance match-
ing and reducing the mutual coupling between two units
of antenna pair in the high frequency band, so as to fur-
ther improve its performance. We open a T-shaped slot
on the ground of case 3, as shown in Figure 2 (a) case
4. By changing the ground current, the resonant band-
width can be adjusted and the current coupling between
two adjacent ports can be reduced. In Figure 6 (b), we
can see that when the antenna is in 5.5 GHz mode, there
is a strong ground current (black circle) on the ground.
Due to the existence of a strong ground current, there is
a strong coupling between the two units of the antenna
pair. As can be seen from the comparison between Fig-
ure 6 (a) and (b), when we add the DGS structure, the
coupling of the ground current is obviously weakened,
thus reducing the coupling between the two units. As
shown in Figure 2 (b) and (c), after a series of improve-
ments, the impedance matching, isolation and frequency
band coverage of the antenna pair corresponding to case
4 have achieved very satisfactory results.

Fig. 4. Modal significance. (a) MS of case 1. (b) MS of
case 2. (c) MS of case 3.

III. EIGHT-ELEMENT ANTENNA DESIGN
AND RESULTS

A. Geometry of eight-element antenna array

We use the proposed antenna pair to construct a
MIMO antenna array to further improve the capacity
of the communication system. As shown in the Fig-
ure 7, the overall dimensions of the antenna is 150 ×
75 × 6.8 mm3, which is similar to the size of exist-
ing smart phones such as Huawei mate 40 and Xiaomi
11. Four pairs of antenna pairs are placed along the
two long frames, and an 8-element antenna array is pro-
posed. Impedance matching and isolation may deteri-
orate due to changes in the size of the metal ground
plane during the composition of the antenna array. We

Fig. 5. Modal current and simulated surface current dis-
tribution at 3.5 and 5.5 GHz. (a) 3.5 GHz modal current
in case 1. (b) 3.5 GHz simulated surface current distribu-
tion. (c) 5.5 GHz modal current in case 2. (d) 5.5 GHz
simulated surface current distribution.
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will fine tune the size of the two elements in the pro-
posed antenna pair to reduce the impact of the expan-
sion of the metal ground plane. The distance between
antenna pairs on the same side frame is 76.6mm, allow-
ing for future millimeter wave antenna design. To sep-
arate the coupling current from one antenna pair to the
other and decrease mutual interference between antenna
pairs, a 15mm×2mm gap is etched on the long side
of the ground and a 13mm×2mm gap is etched on the
short side of the ground. To test the proposed 8-element
MIMO antenna array, a prototype is fabricated and
measured.

B. Performance of antenna array

The reflection coefficient, transmission coefficient,
ECC and total efficiency of the eight element MIMO
antenna were measured by using vector network analyzer
(VNA) instrument keysight E5071C and microwave ane-
choic chamber. The measured results can fully meet the
engineering application. The pictures taken during mea-
surement are shown in Figure 8.

Due to the symmetry of the structure, only half
of the elements are selected for discussion. In the Fig-
ure 9, the simulated and measured reflection and trans-
mission coefficients are shown respectively. The slight
difference between them is due to SMA connector and
manufacturing errors. The results show that the work-
ing bandwidth of -6dB includes two frequency bands:
3.4GHz-3.6GHz and 4.8GHz-6GHz, which can cover
3.5GHz (3.4GHz-3.6GHz) 5G frequency band, 4.9GHz
(4.8GHz-5GHz) 5G frequency band and 5.5GHz (5GHz-
6GHz) 5.2GHz WLAN / 5.5GHz WiMAX / 5.8GHz
WiFi frequency bands. It can be observed that 15dB iso-

Fig. 6. Ground current at 5.5 GHz. (a) With T-shaped
slot. (b) Without T-shaped slot.

Fig. 7. The dimensions and fabrication of the eight-
element antenna array (unit: mm). (a) General view. (b)
Bottom view. (c) Top view. (d) Side view.

lation is achieved between elements on the same side and
on the opposite side.

We measured the total efficiency and ECCs of the
antenna through the microwave anechoic chamber. As
shown in Figure 10 (a), the measured total efficiency
of each element of the antenna is basically better than
50%, and the maximum value can reach 88%. In addi-
tion, the envelope correlation coefficients (ECCs) are
employed as the metric to evaluate the MIMO perfor-
mance of the proposed antenna, which are also provided
in Figure 10 (b). Obviously, the ECC between any two
ports is less than 0.16 (basically <0.1), which reveals the
well interference suppressing ability.

The ECC describes the correlation between any two
antenna elements in a MIMO antenna array. The lower
ECC values lead to higher the diversity gain, which are
highly expected in the MIMO antenna array. The ECC
between antenna i and j can be calculated using the fol-
lowing formula [18]:

ECCij =

∣∣∣(∫∫4π
�Fi(θ ,ϕ) ·�F∗

j (θ ,ϕ)dΩ
∣∣∣2

∫∫
4π

∣∣∣�Fi(θ ,ϕ)
∣∣∣2 dΩ · ∫∫4π

∣∣∣�Fj(θ ,ϕ)
∣∣∣2 dΩ

, (3)

where ECCi j denotes the ECC between antenna i
and antenna j, Fi(θ , ϕ) and F j(θ , ϕ) are the field
pattern of two radiating elements with respect to θ
and ϕ components, * denotes the complex conjugate
operator.
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Fig. 8. The pictures taken during measurement.

Table 1: Comparison between the proposed and the ref-
erenced antennas
Ref. Operating

band

(GHz)

Isolation

(dB)

Efficiency

(%)

Size

(mm2)

[20] 3.25−3.65 12 58−72 14 × 6
[21] 3.4−3.6

4.8−4.9
11.8 Not given 15 × 6

[22] 3.3−4.2
4.8−5.0

12.5 53.8−79.1 18.6 × 7

[23] 3.4−3.6 17.5 62−76 25 × 3
Proposed 3.4−3.6

4.8−6.0
15 52−88 13.1 ×

6.8

As shown in Figure 11, the radiation pattern of the
antenna is analyzed. When the port 1 is excited, the over-
all radiation of the 8-element MIMO antenna presents
omnidirectivity. At 3.5GHz and 5.5GHz, the maximum
gain can reach 4.6dB and 8.7dB respectively. It can
fully meet the signal quality requirements of 5G mobile
phones in the future.

The specific absorption rate (SAR) [18] is the mea-
sure of the intensity of backward radiation on per unit
mass of the human body. In order to investigate safety
concerns of the user, the SAR intensity must be verified.
Therefore, the energy absorbed (SAR) by user’s head
tissue need not to cross the value of 1.6W/Kg of 1-g
tissue, according to American regulator, and 2W/Kg of
10-g tissue, according to European regulator. Full wave
electromagnetic simulator can be used to extract SAR
values directly. The full wave electromagnetic simula-
tor ANSYS HFSS 2020R1 is used to estimate the SAR

Fig. 9. Simulated and measured S-parameters of the pro-
posed antenna. (a) Simulated Snn. (b) Measured Snn. (c)
Simulated Si j. (d) Measured Si j.

of the model. The antenna is placed near the head of
a realistic human model. In the simulation, the antenna
is placed 2mm away from the human head [19]. The
input power of each unit of the antenna is 25mW, so
the total input power is 200mW. Figure 12 shows the
SAR results of the antenna for 1-g tissue. The SAR peak
values at 3.5GHz, 4.8GHz, and 5.75GHz are 0.54W/Kg,
0.49W/Kg, and 0.65W/Kg respectively, as shown in the
Figure 13. It can be seen that the antenna is safe for oper-
ation in vicinity of the human body.

Table 1 shows the comparison between the pro-
posed antenna and other recently reported smartphone
5G MIMO antennas. It can be seen that most eight-
element antennas can only cover a single frequency

Fig. 10. Measured total efficiency and ECCs of the
proposed antenna. (a) Measured total efficiency. (b)
Measured ECCs.
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Fig. 11. Radiation pattern (Port 1 is excited). (a) 3.5 GHz.
(b) 5.5 GHz.

Fig. 12. SAR analysis. (a) 3.5 GHz. (b) 4.8 GHz. (c) 5.75
GHz.

Fig. 13. Method of SAR calculation.(a) SAR calculation
line. (b) SAR field.

band, and a few antennas that can cover dual frequency
bands have the problems of small number of antenna
units and low isolation. However, our proposed antenna
can not only cover multiple useful frequency bands, but
also achieve high isolation (> 15dB).

IV. CONCLUSION

In this work, we propose a compact dual-band dual-
antenna pair and form an eight elements MIMO sys-
tem, which resonates in the frequency bands of 3.4GHz-
3.6GHz and 4.8GHz-6GHz, and realizes the impedance
bandwidth of 200MHz and 1200MHz respectively based
on vswr3:1 criteria. Also, the isolation between the ports
is below -15dB and ECC is basically less than 0.1 for
the whole band of interest. Moreover, the SAR study is
conducted to understand the interaction of the system
with the human body and it is found that it is safe to
use within the vicinity of human body. The proposed
antenna pairs were placed at the sides of the chassis
with two antenna pairs on each side. Sufficient space is
reserved for future millimeter wave antenna design and
various sensor installation. The proposed antenna system
can be termed as potential candidate for future 5G smart
phone terminals.
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Abstract – In this paper, a triple-band ultra-wideband
UWB eight elements monopole antenna array is pro-
posed. This antenna array is designed with the minimum
printed area and is prepared for wireless local area net-
work (WLANs) power harvesting applications. It covers
the bands of 2.4 GHz and 5 GHz, which makes it suit-
able for Wi-Fi frequencies to harvest their power. The
eight-element antenna array dimensions are 28.5 cm by
15 cm. These dimensions are chosen for the mini-solar
cell integration process. Low-cost FR4 material is used
as a substrate. The proposed antenna’s measured reflec-
tion coefficient is compared with its simulated counter-
part and is founded in good harmony.

Index Terms – Antenna, monopole, power harvesting,
WLAN.

I. INTRODUCTION

In previous research, several antennas are proposed
for energy harvesting applications. Wi-Fi technology is
commonly used in homes, offices, cafes, etc. 2.4 GHz
and 5 GHz are used by the Wi-Fi networks. Upper and
lower WLAN frequency bands are extended to (5.725
- 5.825) GHz and (5.15 - 5.35) GHz, respectively [1].
Radio-frequency RF energy can be harvested by A novel
broadband CPW-fed fractal [2] and promoted to harvest
energy at WiMAX, LTE 2600, Wi-Fi 2.4 GHz, WLAN,
ISM, and 5G frequency bands [3, 4], a dual-band recti-
fier with broad-band 1×4 quasi-Yagi antenna that used in
same application of harvesting has printed area of 9814
mm2 [5]. In [6] the antenna was increased Front to a Back
(F/B) ratio with a printed area of 2471.38 mm2, but the
DSRMA [7]with a printed area of 4775 mm2, and in [8]
is 1476 mm2. The radiation patterns of omnidirectional
antennas have a good performance when three pairs of
dipole radiators are located back-to-back [9], also prefer-
able to harvesting RF energy from ambient sources effi-

ciently [10]. Decent RF-to-DC conversion efficiency was
achieved between 40%–60% at 0 dBm by a double-sided
Printed monopole antenna that has a printed area of 9053
mm2 [11]. The energy harvester’s main elements are the
rectifier array and antenna array. The first was responsi-
ble for converting the RF energy to DC and the last was
for capturing the RF waves. The energy harvester can be
combined with a dual-band microstrip patch antenna and
DC voltage measured at the output [12].

The main challenge is to obtain a high-efficiency
and miniature-zed antenna array [13]. Table 1 shows a
comparison among different proposed antenna structures
that were used in RF energy harvesting. According to the
equation of Friis transmission, the harvested power can
be estimated by [14–16] as

Pr

Pt
= (

λ
4πD

)
2

GtGr, (1)

where Gr is the gain of the receiver antenna, Gt is
the gain of the transmitter antenna, Pt is the transmit-
ted power, Pr is the received Power, λ is the wave-
length of the electromagnetic signal, and D is the dis-
tance between the transmitter and receiver antennas.
This paper aims to introduce a UWB antenna with a
minimum printed area for power harvesting applica-
tions without losing the omnidirectional radiation prop-
erties. Three designs are introduced and compared with
each other. These designs are circular patch monopole
antenna, triple UWBs monopole antenna, and triple
UWBs monopole antenna with the minimum printed
area. Minimum printed area of 1624.56 mm2 is obtained
based on the current distribution investigation. The pro-
posed antennas are compared with each other for their
suitability for power harvesting operation and visibility
to be integrated with a solar cell unit. The candidate
antenna structure is used to develop an eight elements
antenna array. The array dimensions are designed to be
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Table 1: Previous power harvesting antennas structures
and parameters

Ref. [5]
Printed area
(mm2)

9814

Frequency bands
(GHz)

1.8–2.2 GHz

Gain (dBi) 10.9 dB at 1.85 GHz and
13.3 dB at 2.15 GHz

Directivity (dBi) Unspecified

3 dB BW
E-plane 30.0 deg at 1.85 GHz and

20.0 deg at 2.15 GHz
H-plane 100.0 deg at 1.85 GHz

and 82.0 deg at 2.15 GHz
Ref. [6]

Printed area
(mm2)

2471.38

Frequency bands
(GHz)

1.95–2.45 GHz

Gain (dBi) 8.3 dB at 1.95 GHz and
7.8 dB at 2.45 GHz

Directivity (dBi) Unspecified

3 dB BW
E-plane 65.9 deg at 1.95 GHz and

83.9 deg at 2.45 GHz .
H-plane 81.5 deg at 1.95 GHz and

75.1 deg at 2.45 GHz.
Ref. [7]

Printed area
(mm2)

4775

Frequency bands
(GHz)

(0.8–1.05) GHz, (1.6–
2.2) GHz, and (2.4–3)
GHz

Gain (dBi) 15.8 dB at 1.6 GHz
Directivity (dBi) Unspecified

3 dB BW
E-plane 110 deg
H-plane Unspecified

Ref. [8]
Printed area
(mm2)

1476

Frequency bands
(GHz)

2.4–2.5 GHz

Gain (dBi) Unspecified
Directivity (dBi) Unspecified

3 dB BW
E-plane 89.0 deg
H-plane 98.0 deg

Ref. [11]
Printed area
(mm2)

9053

Frequency bands
(GHz)

0.85–5.5 GHz

Gain (dB) 5.3 dBi
Directivity (dBi) Unspecified

3 dB BW
E-plane 39.0 deg
H-plane Omni direction

integrated with a solar cell unit to improve its efficiency
and to maintain its transparency as much as possible.
Our goal is to harvest the greatest power from the Wi-
Fi bands (2.4 to 2.5) GHz and (5.1 to 5.8) GHz [17]. The
antenna reflection coefficient is measured and compared
with its simulated counterpart. Also, the radiation prop-
erties of the proposed antenna array are investigated for
their power harvesting application suitability.

Table 1 shows the difficulty to cover the Wi-Fi bands
with the minimum printed area and omnidirectional
characteristics.

II. MONOPOLE ANTENNA DIFFERENT
STRUCTURES, DESIGN, AND SIMULATION

For Wi-Fi RF power harvesting purposes, a three dif-
ferent antenna structures are designed and investigated.
The same FR4 substrate with a dielectric constant of 4.4,
loss tangent of 0.02, and thickness of 1.6 mm at a fre-
quency of 1 GHz is used for all antennas. The proposed
three structures are compared to each other and the most
candidate one is used to be integrated with a solar cell unit.

A. Circular disk monopole antenna

Figure 1 shows the printed monopole antenna that
is proposed to collect Wi-Fi RF power, efficiently. The
radius of radiating patch can be calculated by [18] as

R = (
3.2 GHz

fL× k
)− (

4 × P
9

), (2)

where P is the gap between the feedline length and
ground plane length, K =1.15 constant, and fL is lower

Fig. 1. Circular monopole antenna.
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Fig. 2. (a) Circular patch monopole antenna reflection
coefficient versus frequency.

Fig. 2. (b) Circular patch monopole antenna current dis-
tribution at 3.1 and 7.7 GHz.

cut-off frequency. Considering FL of 2 GHz, the patch
radius is found to be 11.8 mm. The feed line width
is calculated using [19] and found to be 3 mm. Other
dimensions are optimized using the CST simulator and
are found to be L1= 60.4 mm (substrate length), W1 =
48 mm (Substrate width), L2 = 24 mm (ground plane
length), L3 = 24.5 mm (feed line length), W2 = 3 mm
(feed line width), and R = 12 mm (circular patch radius).
This type of monopole antenna suffers from a large occu-
pation area which reaches 525.89 mm2 at the top and
1152 mm2 at the bottom. Figure 2 (a) shows the simu-
lated return loss (S11) and it is observed that the band-
width is extended from 2 GHz to 9 GHz, also current
distribution and radiation pattern appear in Figures 2 (b)
and (c) at frequencies 3.1 GHz and 7.7 GHz
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frequency [GHz]

Fig. 2. (c) Circular patch monopole antenna radiation
pattern at 3.1 and 7.7 GHz.

Fig. 3. Triple bands monopole antenna.

B. Triple bands planar monopole antennas

Based on [20], a triple-band monopole antenna with
a shorted parasitic inverted -L wire is designed to cover
RF frequency bands at 2.4 GHz, 5.2 GHz, and 5.8 GHz,
Figure 3. The reflection coefficient is shown in Fig-
ure 4 (a), while the current distribution and radiation
pattern at resonant frequencies of 2.43 GHz, 4.6 GHz,
and 5.7 GHz are shown in Figures 4 (b) and (c). Table 2
shows the dimensions of the proposed antenna in mm,
and a radius equal to 0.2 mm.

Table 3 shows the effect of varying the length of the
ground plane Lg on the lower (2.4 - 2.5) GHz and the

Table 2: Proposed triple-band antenna geometry
W11 L11 W22 L22 WL Wu Lg L W32 W42 s
60 43 3 28 12.5 7 25 7 3 1 1
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Table 3: Different dimensions for Lg and B.W at each
dimension wL = 12.5 mm and wU = 7 mm
Lg B.W
27 mm (2.52–2.62) GHz
26 mm (2.48–2.59) and (4.73–6.64) GHz
25 mm (2.41–2.55) and (3.84–6.55) GHz

Table 4: Different dimensions for wL and B.W at each
dimension Lg = 25 mm and wU = 7 mm
wL B.W
12.3 mm (2.45–2.57) and (3.86–6.56) GHz
12.5 mm (2.42–2.55) and (3.84–6.55) GHz
13 mm (2.35–2.48) and (3.83–6.53) GHz
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Fig. 4. (a) Triple bands monopole antenna reflection
coefficient versus frequency.

higher (5.1-5.8) GHz frequency bands. Tables 4 and 5
show the effect of varying Wu and WL on the lower and
higher frequency bands. Bandwidth of 127 MHz (2.418-
2.545) GHz and 2.702 GHz are obtained when Lg, WL,
and Wu are chosen to be 25 mm, 12.5 mm, and 7 mm
respectively

C. Triple bands planar monopole antennas rectangu-
lar slots

Based on Section II-B, the above elements with WL
=12.5 mm is the main radiator that contributor to the fre-
quency 2.43 GHz and 4.6 GHz and there is a strong cur-

Table 5: Different dimensions for wU and B.W at each
dimension wL= 12.5 mm and Lg = 25 mm
wu B.W
6.7 mm (2.41–2.54) and (3.87–6.66) GHz
7 mm (2.41–2.55) and (3.84–6.56) GHz
7.5 mm (2.43–2.56) and (3.82–6.39) GHz
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Fig. 4. (b) Triple bands monopole antenna current distri-
bution at (1) 2.43, (2) 4.6, and (3) 5.7 GHz.

 

Fig. 4. (c) Triple bands monopole antenna radiation pat-
tern at 2.43, 4.6, and 5.7 GHz, respectively.

rent at the via, but at 5.7 GHz the main radiator is the
bottom element with Wu=7mm, after that we removed
the emptied places from the ground plane where there
are no currents as shown in (Figure 5).

The resonant frequencies were shifted from (2.43 to
4.1) GHz, (4.6 to 4.1) GHz, and (5.7 to 5.5) GHz. The
dimensions of the rectangular slots are L33=15 mm and
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Fig. 5. Triple bands planar monopole antennas with rect-
angular slots.
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Fig. 6. (a) Triple bands monopole antenna with rectan-
gular slots reflection coefficient versus frequency.

W33= 15 mm, L44=13 mm and spaced by S3= 10 mm
from the center of the feed line. The rectangular slot is
also Separated by s1= 5 mm and s2= 5 mm from the sub-
strate edges. Figure 6 shows the reflection coefficient,
current distribution, and radiation pattern at 2.46, 4.1,
and 5.5 GHz.

D. Comparison among the proposed structures

It’s observed that the printed area of the triple
bands’ monopole antenna is less than that of the circular
monopole by 3.2% as compared to 30% for the proposed
triple bands with rectangular slots. Thus, the antenna
turned to mini-transparent and overcome its main prob-
lem which is represented in a large area, Table 6.

Referring to Tables 1 and 6, it is observed the pro-
posed triple bands with two slots monopole antenna
present the minimum printed area with an almost omni-
directional radiation H-plane pattern.

Table 6: Comparison among proposed structure
Circular monopole antenna

Printed area
(mm2)

1677.89

Frequency bands
(GHz)

From 1.96 to 6.15 GHz
and 6.64 to 8.83 GHz

Gain (dB) 2.86 dB at 3.1 GHz and
6.218 dB at 7.7 GHz

Directivity (dB) 3.4 dB at 3.1 GHz and
6.44 dB at 7.7 GHz

3 dB BW

E-plane 98.4 deg at 3.1 GHz
and 34.9 deg at 7.7
GHz

H-plane 216.9 deg at 3.1 GHz
and 71.9 deg at 7.7
GHz

Triple bands monopole antenna
Printed area
(mm2)

1624.56

Frequency bands
(GHz)

From 2.33 to 2.53 and
4.02 to 6.36

Gain (dB) 2.32 dB at 2.43 GHz,
3.86 dB at 4.6 GHz,
and 3.83 dB at 5.7 GHz

Directivity (dB) 2.9 dB at 2.43 GHz,
4.05 dB at 4.6 GHz,
and 4.156 dB at 5.7
GHz

3 dB BW

E-plane 95.1 deg at 2.43 GHz,
125.6 deg at 4.6 GHz,
and 146.0 deg at 5.7
GHz

H-plane 285.8 deg at 2.43 GHz,
56.9 deg at 4.6 GHz,
and 47.0 deg at 5.7
GHz

Triple bands monopole antenna with rectangular slots
Printed area
(mm2)

1174.56

Frequency bands
(GHz)

From 2.35 to 2.58 GHz
and 3.79 to 6.14 GHz

Gain (dB) 0.5 dB at 2.46 GHz,
2.467 dB at 4.1 GHz,
and 2.915 dB at 5.5
GHz.

Directivity (dB) 2.94 dB at 2.46 GHz,
3.9 dB at 4.1 GHz, and
4.167 dB at 5.5 GHz

3 dB BW

E-plane 257.3 deg at 2.46 GHz,
124.0 deg at 4.1 GHz,
and 50.5 deg at 5.5
GHz

H-plane 95.2 deg at 2.46 GHz,
80.4 deg at 4.1 GHz,
and 56.3 deg at 5.5
GHz
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Fig. 6. (b) Triple bands monopole antenna with rectangu-
lar slots current distribution at (1) 2.46, (2) 4.1, and (3)
5.5 GHz.

 
 

 

Fig. 6. (c) Triple bands monopole with rectangular slots
radiation pattern at 2.46, 4.1, and 5.5 GHz, respectively.

III. PROPOSED EIGHT-ELEMENT
ANTENNA

The developed antenna (Section II-C) is used as an
element of the 8-element antenna array. The dimensions
of the array are set to be (165 × 285) mm2 which is the
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Fig. 7. Triple bands monopole antenna with rectangular
slots integrated with the aforementioned mini-solar cell
reflection coefficient.

same as the mini-solar cell unit which will be used to test
the presence of the mini-solar cell material on antenna
performance. The antenna array element is separated by
the horizontal distance S4=30 mm and vertical distance
S6=27 mm. Each four elements group is separated by a
vertical distance S7=59 mm, and S5=7.5 mm, Figure 8.

 

Fig. 8. Structure of proposed antennas: (a) bottom view;
(b) top view; (c) antennas with eight-element.
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Table 7: Gain, directivity, and efficiency at 2.44 GHz
At 2.44 GHz

Ant.
No.

G (dBi) D (dBi) Efficiency
%

1 4.660 5.316 85.99
2 5.569 6.285 84.79
3 5.052 5.629 87.55
4 4.702 5.336 86.42
5 4.659 5.317 85.95
6 5.569 6.286 84.79
7 5.053 5.632 87.52
8 4.702 5.336 86.42

The solar cell material is considered to be glass with
εr=3.9 and tanδ = 0.0054. An aluminum metal frame is
also considered.
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Fig. 9. Simulated and measured reflection coefficient of
the proposed array.
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Fig. 10. Simulated and measured coupling of proposed
antenna array.

Table 8: Gain, directivity, and efficiency at 5.44 GHz
At 5.44 GHz

Ant.
No.

G (dBi) D (dBi) Efficiency
%

1 5.719 6.334 86.80
2 7.047 7.737 85.30
3 6.388 7.054 85.80
4 6.353 7.093 84.34
5 5.727 6.342 86.80
6 7.045 7.736 85.30
7 6.379 7.045 85.79
8 6.354 7.093 84.34

Figure 7 shows a bandwidth that extends from 2.35
GHz to 2.58 GHz and from 3.79 GHz to 6.14 GHz is
achieved when the antenna is integrated with the afore-
mentioned mini-solar cell. The simulated and measured
reflection and coupling coefficients are shown in Fig-
ures 9 and 10, respectively.

The simulated bandwidth extends from 2.35 GHz to
2.58 GHz and 3.79 GHz to 6.14 GHz as compared with
the measured counterpart which extends from 2.26 GHz
to 2.42 GHz. and from .4.18 GHz to 6.8GHz. A mini-
mum isolation of −20 dB is obtained over the operating
frequency lower and higher bands.

R&S ZVB 20 Vector Network Analyzer is used
to measure the reflection coefficient of the proposed
antenna array elements, Figure 11. The radiation pattern
of the proposed antenna array when integrated with
the solar cell unit is investigated shown in Figure 12

Fig. 11. Fabricated antenna array elements with VNA.
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Fig. 12. (a) Radiation pattern at 2.44 GHz.

(b) 
 

 

 

 

 
 

 
 

 

Fig. 12. (b) Radiation pattern at 5.44 GHz.



605 ACES JOURNAL, Vol. 37, No. 5, May 2022

at resonance frequencies of 2.44 GHz and 5.44 GHz.
Tables 7 and 8 show the gain, directivity, and efficiency
of each antenna element at 2.44 GHz and 5.44 GH,
respectively.

IV. CONCLUSION

This paper presented a transparent 8- elements
antenna array that is ready to be merged with solar cell
units. It is designed to be operated at the Wi fi bands of
2.4 GHz and5 GHz. Two frequency bands of 2.4 GHz
to 2.5 GHz and 5.1 GHz to 5.8 GHz with acceptable
reflection coefficients below −10 dB are obtained. Good
agreement between experimental and simulated results
is obtained. This antenna array is intended for collect-
ing the largest amount of power from several wireless
communication bands by using eight antenna elements
with suitable parameters in terms of Gain and radiation
pattern.
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Abstract – In this paper, we propose a circularly
polarized (CP) ultra-wideband (UWB) MIMO antenna.
Compared with common linearly polarized (LP) UWB
antenna, the proposed antenna can excite circular polar-
ization (CP) mode for WLAN communication and its
impedance bandwidth can also fully cover UWB spec-
trum. It consists of identical circularly polarized anten-
nas. Each unit adopts circular monopole with extended
orthogonal rectangle patch to realize broadband and
symmetrical rectangular ground with slot in the diagonal
of each antenna unit to achieve circular polarization for
WLAN band. It has a very compact size and the dimen-
sion is 25 × 51 × 0.8 mm3. The impedance bandwidth
of the proposed antenna is from 3.1 GHz to 13.5 GHz,
with average gain of 4 dBi, fully covering UWB band-
width and enhanced by 38%. At the same time, circular
polarization is achieved by embedding two symmetrical
rectangular slot structures in the two opposite corners
of every antenna unit. The extended orthogonal rectan-
gle patch is introduced to enhance impedance bandwidth
and broaden axial ratio (AR) bandwidth. The measured
3 dB axial ratio (AR) bandwidth is 1.8 GHz (4.7-6.5
GHz), fully covering WLAN band. Meanwhile, the slit
slot between antenna units and rectangular openings
are introduced to achieve high isolation. The proposed
antenna keeps ECC (envelope correlation coefficient)
below 0.01, which showing good isolation and diver-
sity characteristics. The proposed antenna can simulta-
neously operate in the UWB spectrum and exhibit circu-
larly polarized (CP) radiation characteristic in WLAN.

Index Terms – Circular polarization (CP), compact,
enhanced bandwidth, high isolation, multiple input and
multiple output (MIMO), ultra-wideband (UWB).

I. INTRODUCTION

In 2002, the FCC allowed the commercialization of
3.1-10.6 GHz band [1], then the ultra-wideband com-
munication technology attracted the attention of many
researchers and companies. UWB communication tech-
nology was first used in the military field, but nowadays

it is widely used in cell phone mobile communication,
high-speed wireless communication in vehicle inter-
net, high-precision radar and other fields [2, 3]. Ultra-
wideband communication technology has the advantages
of ultra-wide bandwidth, high transmission rate, large
system capacity, low power consumption, high posi-
tioning accuracy, and anti-multipath interference [4]. In
recent years, it has been rapidly developed and become
one of the most popular wireless communication tech-
nologies.

Many researches studied on how to implement
UWB technology. [5–9] reported various UWB mono-
pole antennas. [5–7] achieved ultra-wideband in the 3.1-
10.6 GHz band by using ring, circular, and rectangular
patches, respectively. [8, 9] utilized inverted L-strip and
fork shape structure to cover the UWB band. In most
of the designs, ultra-wideband antennas in the frequency
band are linear polarization (LP) propagation, and lin-
early polarized (LP) transceiver has high requirements
for antenna placement, which usually must ensure that
the polarization direction of the transmitter and receiver
is the same, in order to avoid the impact of polariza-
tion mismatch. Therefore, the linearly polarized (LP)
antenna is extremely susceptible to polarization mis-
match and multipath interference in actual communica-
tion, which greatly reduces the reliability and quality
of communication. Circular polarization (CP) can effec-
tively reduce these deficiencies of linear polarization and
improve the stability of the system. Some of the papers
proposed design methods to achieve broadband or ultra-
wideband circular polarization [10–17]. [10, 11] utilized
open slot etched on the side of the coplanar ground to
achieve wideband circular polarization in 3.3-3.8 GHz
and 3.1-7.2 GHz separately. By embedding two sym-
metrical rectangular ground planes with L-shaped slots
in diagonal corners of the slot, [12, 13] realized wide-
band circular polarization. In [14] and [15], structures
of sequential phase network were adopted to achieve
5-6 GHz CP. [16] introduced an antipodal structure of
four different strips with a microstrip line to excite two
orthogonal modes and produced circular polarization in
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a wide band of 4.4-7.7 GHz. Similarly, double-Y-shape
coupling slots were introduced to achieve 3 dB axial
ratio bandwidth (ARBW) of 3.58-6 GHz [17]. Although
the bandwidth of circular polarization of many antennas
has been improved a lot, most of -10 dB impedance
bandwidth (IBW) still can not fully meet the UWB band.

Meanwhile, in practice, the permitted power spec-
tral density is very low in the whole wide band, less
than −41.3 dBm/MHz [18]. So UWB system is vul-
nerable to multipath interference, leading to deteriora-
tion of the performance of the actual communication
system. With the requirement of fast and stable high
throughput of modern communication, MIMO technol-
ogy has received a wide attention and been widely
used. MIMO technology utilizes the diversity of multi-
ple antenna transceivers, allowing the signal to be trans-
mitted in multiple channels, which significantly reduces
multipath fading and increases transmission capacity.
Thus MIMO technology can improve the channel capac-
ity, suppress multipath fading, and enhance the reliabil-
ity of the system. The combination of ultra-wideband
and MIMO technology can be a good solution to the
problem of multipath fading and improve the capability
of anti-interference and the robustness of system. Some
papers combine ultra-wideband technology with MIMO
technology to obtain a more high-speed and stable com-
munication transmission process. [19–28] show relevant
research progress but most of them are linearly polar-
ized (LP). Some papers combine ultra-wideband tech-
nology with MIMO technology to obtain more high-
speed and stable communication transmission but most
of them are linearly polarized (LP) [19–23]. [19] utilized
stub and Y-type defective ground structure to achieve lin-
early polarized UWB MIMO antenna. [20, 21] placed
the antenna units orthogonally to enhance isolation to
realize MIMO. [22, 23] introduced fence-type structure
and utilized extended T-shaped stub separately to achieve
compact MIMO UWB antenna. Currently, several recent
papers are beginning to investigate how to achieve partial
circular polarization in wideband or UWB band[ 24–28].
[24] utilized asymmetrical ground planes along the lon-
gitudinal axis of the microstrip line to achieve circular
polarization in UWB band. Better isolation was achieved
by increasing the spatial distance of the antenna unit,
and resulted in a larger size. [25] incorporated hexagonal
wide slot with a vertical arm and L-shaped radiators in
the rectangular feeds to enhance isolation. [26] utilized
circular-arc-shaped antenna with asymmetric ground
plane to excite CP mode in the range of 1.75–4.75 GHz
and orthogonal placement weakened the coupling of the
antenna unit. Truncated corner square patches and para-
sitic periodic metallic plates were introduced to achieve
CP radiation ranging from 5.08 GHz to 5.92 GHz and
high isolation in [27]. [28] added rectangular inverted L-

type microstrip to support circular polarization and used
defected ground structure to enhance isolation.

Some design methods for MIMO antennas have
been discussed above, and methods for enhancing isola-
tion have also been briefly mentioned. The following is a
summary of currently used decoupling methods [29–39].
[29–31] utilized slots in the middle of ground to form
defective ground to reduce mutual coupling. [32] placed
the antenna units orthogonally and effectively improved
isolation. [33–35] used open-stubs to enhance isolation.
And [36] used neutralization line to enhance isolation.
[37] placed the antenna units in the far-field region at
the expense of size. H-shaped and meander-line electro-
magnetic band gap (EBG) structure were used for mutual
coupling reduction [38, 39].

In this paper, we proposed a novel circularly polar-
ized (CP) UWB MIMO antenna. The impedance band-
width of the proposed antenna is 3.1-13.5 GHz, and
achieve polarization radiation from 4.7 GHz to 6.1 GHz,
completely covering the WLAN band. The prototype of
the proposed antenna is 25 × 51 × 0.8 mm3 and is
compact compared with previous works. Common UWB
MIMO antennas works in the way of linear polarization.
The proposed antenna adopts extended orthogonal rect-
angle units and symmetrical rectangular ground with slot
in the diagonal of each antenna unit to achieve circular
polarization (CP) for WLAN band. And the AR band-
width is wider than many current designs. To reduce cou-
pling between antenna units, the slot in the middle of
the ground and rectangular openings at both ends are uti-
lized to decouple. The isolation of the proposed antenna
is below -18 dB and in most of operating band less than -
20 dB, showing high isolation overall. Meanwhile, ECC
is below 0.01, showing excellent diversity characteris-
tic compared with related designs. This paper presents
the analysis and data results related to the antenna sim-
ulation and far-field test, including the S-parameter, cur-
rent distribution, gain, ECC (envelope correlation coef-
ficient), and DG (diversity gain). Antenna design and
related analysis are discussed in the following sections.
The results indicate the proposed antenna can excite cir-
cular polarization (CP) in WLAN band and is suitable
for UWB wireless communication system.

II. PROPOSED ANTENNA DESIGN AND
ANALYSIS

A. Circularly polarized antenna design

Figure 1 shows the design process of the circularly
polarized ultra-wideband antenna, and the entire process
of simulation design is carried out in HFSS (V18.0).

2×π × re f f ×L = π × r2, (1)

fL =
c
λ

=
72

L+ re f f + p
, (2)
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(a)                               (b) 

(c)                                (d) 
Fig. 1. The evolution of CP UWB antenna.

where fL is the lowest radiation frequency, L is the
diameter of the circular monopole, re f f is the effective
radius of an equivalent cylindrical monopole antenna,
p is spacing between circular patch and floor (frequency
is in GHz and size is in mm).

First, we adopts CPW fed circular patch with rectan-
gular slot as the basis. The size of a circular patch can be
estimated using the above formula. The introduced two
symmetrical rectangular grounds with slot in the diago-
nal of the square slot help to converge to the 3-dB. The
extended orthogonal rectangular branches of the circu-
lar can achieve the CP characteristic. And finally rect-
angular cell in the lower right corner further improves
the current distribution to achieve circular polarization
in WLAN. Figures 1 (a)–(d) show the iteration process
of the antenna.

The original antenna consists of a rectangular slot
and circular radiating patch fed by CPW. From Fig-
ure 2, we can see clearly that, in the initial design, S11
below −10 dB ranges from 2.9 to 4.1 GHz, which is
far from meeting the impedance bandwidth of UWB.
And from Figure 3, we can see that ARBW deterio-
rates in the whole band, far greater than 3 dB. As shown
in Figure 1 (b), although the impedance bandwidth is
only expanded to the right by 1 GHz, the overall AR is
improved to below 10 dB, when two symmetrical rect-
angular slot structures in the two opposite corners of
every antenna unit is introduced. Further, two orthogo-
nal rectangular branches extend from the top and side of
the circular radiator and the impedance bandwidth and 3
dB ARBW are subsequently broaden and enhanced. As
illustrated in Figures 2 and 3, the impedance bandwidth
is broaden to 8.5 GHz and CP is realized from 4.9 GHz
to 5.8 GHz. Finally, a rectangular patch is embedded in

Fig. 2. Simulated S11.

Fig. 3. Simulated axial ratio (AR).

lower right of the square slot. S11 is expanded to 13.5
GHz, from 3.1-13.5 GHz, which fully meets the UWB
spectrum. And the AR bandwidth is further improved to
cover the entire WLAN band.

To illustrate how the 3 dB ARBW increases with
the design process, Figure 4 gives the amplitude ratio
and phase difference between the horizontal and vertical
components of the electric field in the major axis direc-
tion for Ant. 1-Ant. 4, respectively. Ideally, CP waves are
generated by exciting two orthogonal modes with equal
amplitude and a phase difference of 90◦. For Ant.1, the
amplitude ratio of the two electric field components is
much greater than 10 in the entire frequency band, which
does not satisfy the circular polarization and also the
phase difference does not meet the requirement of 90
degree phase difference. As shown in Figure 4, with the
symmetrical rectangular ground with slot in the diagonal
of each antenna unit introduced, the amplitude ratio of
the antenna drops considerably below 10 throughout the
band, and below 5 around 5 GHz, while the phase rela-
tionship stabilizes between 80◦ and 90◦. As can be seen
from Figure 3, the antenna axis ratio has been improved
considerably, indicating that the introduced structure can
help well in achieving circular polarization characteris-
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(a) 

(b) 

Fig. 4. Amplitude ratio and phase difference of the elec-
tric field. (a) Amplitude ratio. (b) Phase difference.

tics. With the introduction of the extended orthogonal
rectangle patch, the amplitude ratio of the antenna is
close to 1, showing that the magnitude of the horizon-
tal and vertical components of the electric field antenna
are nearly equal at this time. At the same time, the
slope of the phase in 4.5-6 GHz is further decreased,
resulting in an enhanced axial ratio bandwidth.
Finally, the proposed antenna, shown in Figure 3,
achieves 3 dB ARBW in 4.9-5.8 GHz with full coverage
of the WLAN (5.2-5.8 GHz) band, and the phase dif-
ference and amplitude ratio are in accordance with the
theoretical excitation of CP.

B. Design of MIMO antenna

Based on the CP antenna above, the circularly polar-
ized MIMO UWB antenna is proposed as shown in
Figure 5. The dimension of the proposed antenna is
25 × 51 × 0.8 mm3. The substrate of the proposed
antenna is FR4 material with relative permittivity (εr)
of 4.4 and loss tangent (tanδ ) of 0.02. And the antenna
is fed by coplanar waveguide and connected to a SMA
connector with 50 Ω characteristic impedance in the

Fig. 5. Geometry of circularly polarized UWB MIMO
antenna.

Table 1: Dimensions of the proposed antenna (unit: mm)
Parameter Size Parameter Size

L 25 W2 1.2
L1 3.8 W3 5
L2 2.3 W4 2
L3 3.4 W5 0.1
L4 2.7 W6 3.1
L5 5.5 W7 0.9
L6 0.7 W8 1.3
L7 5.5 W9 4
L8 6 W10 3.5
L9 4 W11 1.7
L10 0.9 W12 0.9
L11 12.1 W13 1
L12 2 W8 1.3
W 25 H 0.8

simulation. To enhance the isolation and realize good
diversity performance, the slit slot between antenna units
and rectangular openings are introduced to achieve high
isolation. As illustrated in Figures 6 and 7, S12 is below
−18 dB and −20 dB in the most cases. By introducing
the slit slot in the middle of the ground and rectangular
openings at the top and bottom of ground to form a defec-
tive ground structure, the coupling between the antenna
units is reduced to below −15 dB without the need to
reserve extra large space. The AR band-width is 4.7-6.1
GHz, completely covering the WLAN band. Thereby, it
can work in WLAN band in circular polarization. Mean-
while, impedance band-width also keeps wide (3.1-13.5
GHz). Table 1 shows the specific size parameters of the
optimized antenna.

To illustrate the CP radiation mechanism, the cur-
rent distribution of the antenna surface is plotted to ana-
lyze the generation of polarization. As shown in Figure 8,
current distribution of the CP antenna in different phases
of 0◦, 90◦, 180◦, and 270◦ at 5.6 GHz is presented. From
Figure 8 (a), we can see that the current flows mainly
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Fig. 6. Simulated S-parameter.

Fig. 7. Simulated axial radio (AR).

along the −x and y axes, so the direction of the synthetic
current vector points to the second quadrant. When the
phase is changed by 90◦, the current direction is along
the x and y axes, and the current vector points to the first
quadrant, which is orthogonal to the 0◦ phase direction.
Similarly, after changing the phase to 180◦ and 270◦,
the vector points to the forth and second quadrants in
turn. As can be seen from the Figure 8, the current direc-
tion rotates in the clockwise direction as phase increases.
Thus, the proposed antenna can excite a left-handed cir-
cular polarization (LHCP) along the z-axis.

III. PARAMETERS OPTIMIZATION AND
DISCUSSION

The width of the symmetrical ground slot, the length
of the extended rectangular branch, and the spacing
between introduced rectangular branch and circular radi-
ating unit affect the performance of this antenna. So the
effect of the variation of these critical parameters on
the antenna performance is studied to obtain the opti-
mal results. In the following, the effect of the corre-
sponding structure of the antenna on the 3 dB ARBW

(a)                                 (b) 

(c)                                 (d) 

Fig. 8. Surface current distributions at 5.6 GHz for four
phase angles. (a) 0◦. (b) 90◦. (c) 180◦. (d) 270◦.

and impedance bandwidth is analyzed to achieve better
performance of the antenna. In the process of optimiz-
ing and analyzing the parameters, we adopt the con-
trol variable method, where the other parameters are
kept fixed and the relevant variables of interest are
changed.

A. The influence of length of side extended rectangu-
lar ranch L2

Figures 9 (a) and (b) give the effect of the length
of the extended rectangular branch on the side of the
circular radiating patch (L2) on the antenna impedance
bandwidth and AR bandwidth, respectively. From Fig-
ure 9 (a), it can be seen that L2 has a large impact on
the impedance bandwidth, when L2 = 0.3 mm, S11 is
almost greater than -10 dB in the entire band, and can
not meet the bandwidth of UWB. With the increase of L2,
the impedance bandwidth is optimized. As shown in Fig-
ure 9 (b), the AR bandwidth is greater than 5 dB in 5-6
GHz when L2 = 0.3 mm. As L2 increases, CP is achieved
and the AR bandwidth is expanded. When L2 = 1.3 mm,
the CP is achieved in 5.4-5.8 GHz, but the impedance
bandwidth of 5-7 GHz cannot meet the requirement.

From Figure 9, we can see that the parameter L2 has
a large impact on the performance of the antenna on AR
bandwidth and impedance bandwidth. Finally, L2 is cho-
sen as 2.3 mm as the best value, and the AR bandwidth
can cover the WLAN band.
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(a) 

 
(b) 

Fig. 9. Simulated results of different L2. (a) S11. (b) AR.

 
(a) 

 
(b) 

Fig. 10. Simulated results of different L4. (a) S11.
(b) AR.

B. The influence of length of top extended rectangular
branch L4

The effect of the top extended rectangular patch
on the antenna is further investigated. Fixing other
parameters, the effect on the antenna performance is
shown below when L4 is taken to different values. From
Figures 10 (a) and (b), it can be seen that when varying
L4 has a small effect on the impedance bandwidth. Only
when L4= 4.7 mm, S11 is greater than -10 dB in around
3.7-5 GHz. With increase of L4 the AR is shifted to the
left and bandwidth is broadened. When L4 = 2.7 mm, the
impedance bandwidth is 3.1- 13.5 GHz, with AR band-
width of 4.6-6.1 GHz.

C. The influence of width of rectangular ground with
slot W8

Figures 11 (a) and (b) show the effect of variation in
W8 on the impedance bandwidth and AR bandwidth. As
W8 increases, the antenna S11 parameters shift slightly
towards the left overall, and covers the entire UWB band.
Meanwhile, the AR bandwidth remains almost constant,
indicating the AR and impedance bandwidth is not sen-
sitive to the variations of W8 .

 
(a) 

(b) 

Fig. 11. Simulated results of different W8. (a) S11.
(b) AR.



613 ACES JOURNAL, Vol. 37, No. 5, May 2022

D. The influence of length of internal rectangular
patch L8

The effect of the parameter L8 on the impedance
bandwidth is mainly concentrated in the high frequency
band. When L8 = 3 mm, the impedance bandwidth deteri-
orates in 10-13 GHz. As L8 increases, the high frequency
band gradually eases, whereas S11 exceeds -10 dB in 6-
10 GHz when L8 = 7 mm. Although the AR gradually
shifts to the left with the increase of L8 , it can be seen
that the effect of this parameter on AR is much less than
the effect on the impedance bandwidth. Ultimately, L8 is
chosen as 6 mm.

IV. RESULT AND DISCUSSION

The fabrication of the proposed antenna is shown
in Figure 13 with dimensions of 25 × 51 × 0.8 mm3.
The proposed antenna was fabricated on FR4 substrate
with dielectric constant of 4.4 and loss tangent of 0.02.
The antenna feed line was connected to a 50 Ω SMA.
In the test, the scattering parameters were measured by

 
(a) 

 
(b) 

Fig. 12. Simulated results of different L8. (a) S11.
(b) AR.

Fig. 13. Photograph of the fabricated antenna.

Fig. 14. Measured by Agilent NE5071C.

Agilent vector network analyzer NE5071C in Figure 14.
And the far-field parameters, like gain, radiation pattern
were measured in SATIMO anechoic chamber as shown
in Figure 18.

Figure 15 shows the measured S-parameter of the
proposed antenna compared with the simulated. It can

Fig. 15. Simulated and measured S-parameter.
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Fig. 16. Simulated and measured AR.

Fig. 17. Simulated and measured peak gain.

Fig. 18. Measured in SATIMO chamber room.

be seen that, from 3.2 GHz to 13.5 GHz, S11 is below
-10 dB, showing that the impedance bandwidth is more
than 10 GHz. Although the starting frequency is slightly
shifted to the right, it is acceptable and consistent with

simulated results. Figure 16 shows that the measured 3
dB ARBW is 4.7-6.5 GHz, covering the entire WLAN
band. And the average peak gain is around 4 dBi as
shown in Figure 17. At the same time, in the entire oper-
ating band, the MIMO antenna shows good isolation.
S12 reflects the degree of isolation. We can see, in Fig-
ure 15, S12 is below -20 dB in most cases, which shows
that the proposed antenna has high isolation. Due to the
toleration of manufacturing and welding, there are some
deviations between the measured and simulated data.
In general, the proposed antenna achieves wide band-
width and CP as expected.

Figure 19 shows the radiation patterns of the pro-
posed antenna in the X-Z and Y-Z planes, respectively
at 4.8 GHz, 5.6GHz, and 8 GHz. As shown in the Fig-
ures 19 (a) and 19 (b), the proposed antenna generates
LHCP radiation mode in the bore-sight direction. And
Figure 19 (c) shows the radiation pattern of the proposed
antenna in LP mode and it shows quasi-omnidirectional
characteristic. Although there are some discrepancies

 
(a)                                  (b) 

 
(c)                                  (d) 

 
  (e)                             (f) 

Fig. 19. Radiation patterns at different frequencies. (a
and b) 4.8 GHz. (c and d) 5.6 GHz. (e and f) 8 GHz.
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Table 2: Comparison with related antennas
Ref. Overall

geometry
(mm3)

-10 dB
IBW

(GHz)

3 dB
ARBW
(GHz)

Isolation
(dB)

ECC Decoupling
method

[20] 40 × 40 ×
1.524

3.1-10.6 linear < -16 0.13 modified ground and
orthogonal arrangement

[21] 48 × 28 × 1.6 3-11.5 linear < -18 0.039 vertical placement
[22] 50 × 35 × 1 3-11 linear < -25 0.004 fence-type decoupling

structure
[23] 80 × 40 × 1.6 2.13-11.03 linear < -20 N/A decoupling stubs
[24] 99.7 × 33.5 ×

0.8
2.9-7.1 3.1-6.35 < -20 0.003 extended array element

interval
[25] 25×25 ×1.6 3-11 4-5.5 < -17 0.15 modified ground
[26] 130 × 130 ×

1
1.175-5.79 1.75-

4.46
N/A N/A N/A

[27] 56 × 32 ×3 5-6.6 5.1-5.85 < -20 0.02 parasitic periodic metallic
plates

[31] 32.5 × 42 × 1 3.6-13 5.2-7.1 < -18 0.02 defective ground structure
[34] 150 × 100 ×

0.8
2.5-2.55 2.5-2.55 < -20 0.003 decoupling stubs

[36] 35 × 16 × 0.8 3.1-5 linear < -22 N/A neutralization line
[39] 32 × 64 × 1.6 3.1-10.6 linear < -17 0.02 meander-line EBG
Proposed 25 × 51 × 0.8 3.1-13.5 4.7-6.1 < -18 0.01 defective ground structure

which may be due to processing errors, measured results
is consistent with the analysis results above.

The diversity performance of MIMO antenna can be
measured in terms of ECC (envelop correlation coeffi-
cient) and DG (diversity gain). ECC is a vital diversity
parameter that depicts the correlation or isolation of
related channels. ECC can be calculated by considering
the impact of all S-parameters. Formula (3) is a quick
way to calculate ECC. Usually, ECC below 0.5 is widely
adopted criterion for engineering [18].

ρe =
|S∗11S12 +S∗21S22|2

(1−|S11|2 −|S21|2)(1−|S22|2 −|S12|2) . (3)

DG is described as an increment in signal to inter-
ference level and can be calculated by formula (4).

DG = 10
√

1−|ρe|. (4)

As shown in Figure 20, the ECC value of the antenna
is less than 0.01 and DG more than 9.95. Hence, the low
ECC and high DG indicate that the MIMO antenna has
favorable diversity characteristics to combat multipath
fading.

Table 2 shows the comparison between the proposed
antenna and antennas in the relevant papers. And it can
be seen that, the proposed CP antenna has excellent
performance parameters with more compact size, larger
bandwidth, and high isolation.

Fig. 20. ECC and diversity gain.

V. CONCLUSION

In this paper, we propose a novel compact circularly
polarized ultra-wideband MIMO antenna. Compared
with common linearly polarized antennas, the proposed
antenna can excite CP mode for WLAN communication
and its impedance bandwidth can also fully cover UWB
spectrum. It has a very compact size and the dimension
is 25 × 51 × 0.8 mm3. The impedance bandwidth is
3.1-13.5 GHz, with average peak gain of 4 dBi, fully
covering UWB bandwidth and enhanced by 38%. At the
same time, CP is achieved by embedding two symmetri-
cal rectangular slot structures in the two opposite corners
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of every antenna unit and measured 3 dB ARBW is 4.7-
6.5GHz (1.8 GHz), fully covering WLAN band. Mean-
while, the MIMO antenna keeps high isolation, the diver-
sity characteristic ecc is lower than 0.01 and shows very
good isolation diversity characteristics. It can simultane-
ously operate in the UWB spectrum and exhibit CP radi-
ation characteristic in the band of WLAN. Research on
how to broaden the AR bandwidth in the entire UWB
spectrum is still very difficult. Currently, most can only
achieve circular polarization in some frequency bands.
And this will be the next step in our work. Overall, the
proposed antenna has the advantage of compact size,
broadband circularly polarization, enhanced isolation,
and easy fabrication.
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Abstract – Signal line transition with layer transition via
is inevitable in multi-layer PCB. The return current can
generate voltage noise between the cavities due to the
discontinuity of the return current path. Other layer tran-
sition vias passing through the cavity can pick up the
voltage noise and result in problems of signal integrity.
In this paper, an electromagnetic bandgap (EBG) struc-
ture is proposed for suppression of the broadband cav-
ity noise. The impedance discontinuity between layers
of interleaved EBG cell enhances the efficiency of noise
suppression, and the slots embedded in the EBG cell
excite multi-mode resonances for extending the band-
width of noise suppression. The dispersion diagram is
utilized to preliminarily analyze the characteristic of the
proposed EBG cell, and a 5×5 cells EBG board is further
analyzed for characterizing the efficiency of noise sup-
pression. Both simulation and measurement results prove
the proposed structure can effectively suppress the cavity
noise under −35 dB over the frequency range from 0.56
GHz to the highest measurement frequency, 20 GHz.

Index Terms – Electromagnetic bandgap, microwave fil-
ter, power/ground noise, signal integrity.

I. INTRODUCTION

With increasing data rate of high-speed digital sig-
nal, the nonideal return current path can result in severe
power integrity as well as signal integrity problems. The
return current with low impedance path is required for
the layer transition via passing through multiple lay-
ers, as the return current flows through the impedance
of the cavity made up of two planes can create a volt-
age between the planes [1]. The created voltage can
propagate in the cavity and should be minimized and
suppressed because other layer transition vias passing
through the cavity can pick up this voltage noise. To pro-
vide a low impedance path for the return current of the

layer transition via is an effective approach to suppress
the cavity noise and can be achieved by placing decou-
pling capacitors between power and ground planes [2].
However, the effective inductance (ESL) of the capacitor
component limits the bandwidth of the low impedance
path of return current. For suppressing the propagation
of cavity noise over the effective frequencies limited
by the decoupling capacitor, a lot of electromagnetic
bandgap(EBG) structures have been proposed to isolate
the cavity noise for the GHz application [3–5]. Due to the
demand for high density design, an EBG structure with
double stacked patches has been proposed for achieving
compact size and broadband isolation [6]. That struc-
ture is designed with the mushroom-like EBG structure
so that it can be practically integrated into existing PCB
designs without the issue of IR drop.

In order to further reduce the size and extend the
effective bandwidth of the EBG structure, an interleaved
EBG structure with double-stacked patches has been
proposed [7]. The miniaturization is achieved by shunt
capacitance of the interleaved patches, and the band-
width is optimized by the location of vias connected to
the patches. However, not only the layer transition via
that carries high frequency components of high speed
digital signals but also the layer transition via that con-
nects to input node or switching node of switched-mode
power supplies (SMPS) can inject noise into the cavity
[8]. The switching power noise is typically lower than 1
GHz and the Nyquist frequency of the high-speed digi-
tal signal can be 28 GHz for 112 Gbps application with
PAM4 signaling. These cavity noises can simultaneously
couple to any signal passing through the cavity [9]. The
signal that picks up cavity noise can be a severe prob-
lem of signal integrity and then further results in radiated
emission, so that the EBG structure with wider stopband
bandwidth and high isolation for suppression of cavity
noise is needed.
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An EBG structure based on the mushroom-like EBG
structure with interleaved and double stacked patches
in a four-layer stack-up is proposed in this paper. The
impedance discontinuity between layers of interleaved
EBG cell enhances the isolation for suppression of the
noise propagation. The slots embedded in the EBG cell
are induced to further extend the stopband bandwidth.
The characteristic of the proposed EBG structure is mea-
sured by vector network analyzer and simulated by com-
mercial field solvers. Both simulation and measurement
present excellent results of suppression of noise propaga-
tion by improved stopband bandwidth and isolation. The
design concept and procedure will be described in Sec-
tion II. The simulation and measurement results of the
proposed structure are shown in Section III. Finally, the
conclusion is presented in Section IV.

II. DESIGN CONCEPT AND PROCEDURE
A. Suppression of propagation mode by discontinuity
of impedance between plane pairs

The reference design shown in Figure 1 is based on
the EBG cell [7] with geometrical parameters (a, b, d, h1,
h2) = (12 mm, 11.8 mm, 0.8 mm, 0.1 mm, 0.1 mm) for
the PCB made of FR-4 material with relative permittiv-
ity ε r = 4.4. The interleaved patches are double stacked
in a four-layer stack-up. All the thicknesses of dielec-
tric as well as the capacitance between adjacent planes
are the same in the reference design. In order to extend
the stopband bandwidth to lower frequency, the thickness

(a)

(b)                                        (c)

Fig. 1. (a) The unit cell of the referenced EBG structure
with (b) side view and (c) top view.

of the dielectric, h2, between the second and the third
layers is increased from 0.1 to 0.8 mm. Therefore, the
via barrel is lengthened and the inductance of the via
is increased accordingly. As the capacitances between
the first and second layers and the third and fourth lay-
ers remain the same, the increased inductance shifts the
resonant frequency to lower frequency for extending the
stopband bandwidth. The thickened dielectric between
the second and the third layers also decreases the capac-
itance and results in the impedance discontinuities, so
that the isolation for suppression of the noise propaga-
tion is enhanced. Figure 2 shows dispersion diagrams
of the EBG cells of the reference design and that with
thickened dielectric, respectively. For the result of the
reference design, the bandgap is over the frequency range
from 0.87 to 2.82 GHz except a propagating mode at 2.06
GHz. The bandgap of the design with thickened dielec-
tric is from 0.59 to 2.95 GHz and its propagation mode is
moved from 2.06 to 1.14 GHz. A 5 ×5 cells EBG board
shown in Figure 3 is used to further analyze the effec-
tiveness of isolation for the practicality. The cavity noise
is excited at (18 mm, 3 mm) and the observation point
is at (42 mm, 51 mm). Figure 4 shows that the design
with thickened dielectric not only moves the propagation
mode from 2.06 to 1.14 GHz but also enhances the isola-
tion for suppression of the noise propagation. The cavity
noise is suppressed under−35 dB from 0.53 to 5.77 GHz.

B. Suppression of propagation mode by patches with
slots

In order to suppress propagation modes for frequen-
cies higher than 5.77 GHz, a novel EBG cell shown in
Figure 5 is proposed for extending stopband bandwidth
by excited multiple modes. The patches for the design
shown in Figure 1 with geometrical parameters (a, b, d,
h1, h2) = (12 mm, 11.8 mm,0.8 mm, 0.1 mm, 0.1 mm)
are replaced by the proposed EBG cells with geometrical
parameters (g, w) = (0.1 mm, 0.2 mm).The slots need to
be located at the edges of the patch as the resonances are
created by the inductance of the slot and the capacitance

(a)                                       (b)

Fig. 2. (a) The dispersion diagrams of the EBG cell of
reference design and (b) that with thickened dielectric.
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Fig. 3. The structure with 5 × 5 EBG cells.

Fig. 4. |S21|of the structure with 5 × 5 EBG cells.

Fig. 5. Patches of the EBG cell with slots.

between patches. If the slots are close to the center of the
patch, currents on the patch will directly flow through the
via and the resonant modes will not be excited. Figure 6
shows the dispersion diagram of the EBG cells with slots.
The bandgaps of the design with slots and that of refer-
ence design shown in Section II-A are alike, but multi-

Fig. 6. The dispersion diagrams of the EBG cell with
slots.

Fig. 7. |S21|of the structure made of 5 × 5 EBG cells with
slots.

ple modes excited between 2 and 4 GHz shift the prop-
agation mode from 5.9 to 7.2 GHz as Figure 7. As the
propagation mode at 7.2 GHz still limits the stopband
bandwidth, the structure comprises EBG cells with slots
and the design of discontinuity of impedance between
plane pairs is proposed in Section III.

III. SUPPRESSION OF NOISE
PROPAGATION BY THE PROPOSED EBG

STRUCTURE

The proposed structure is composed of slots on
patches with thickened dielectric design for broadband
suppression of noise propagation. The thickened dielec-
tric is intended for the enhancement of noise isola-
tion at low frequencies and the slots are responsible
for the suppression of high frequency noise by excited
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multiple modes. Figure 8 shows the proposed structure
can effectively suppress the cavity noise under −35 dB
over the frequency range from 0.56 to 20 GHz. An
experiment board shown in Figure 9 is designed for the
validation of the proposed structure. 5 × 5 EBG cells
are placed on a four-layer PCB with 6 cm × 6 cm
substrate. The cavity noise is injected and picked by
two compression-mount SMA connectors, respectively.
Figure 10 shows excellent correlation result between
simulation and measurement. The measurement result

Fig. 8. |S21|of the proposed structure with 5 × 5 EBG
cells.

Fig. 9. Top side of the experiment board.

Fig. 10. |S21|correlation between simulation and mea-
surement.

proves the cavity noise can be suppressed under −35 dB
from 0.56 GHz to the highest measurement frequency,
20 GHz.

IV. CONCLUSION

The cavity noise propagating between two planes
can be picked by layer transition vias passing through
the cavity. In this paper, an EBG structure based on
interleaved and double stacked patches is proposed to
suppress the cavity noise. The increased inductance of
the proposed EBG cell shifts the resonant frequency to
lower frequency and the multiple modes excited by addi-
tional slots shift propagation mode to higher frequency.
The stopband bandwidth is then extended for the broad-
band suppression of the cavity noise. The simulation and
measurement results indicate that the cavity noise is sup-
pressed under −35 dB from 0.56 GHz to the highest
measurement frequency, 20 GHz.
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Abstract – Calculation and analysis of the radiated elec-
tromagnetic field by the high voltage converter valve
are very important for the electromagnetic compatibility
analysis between the various components of the con-
verter system. First, the electromagnetic radiation calcu-
lation process of the converter valve is proposed. Then,
according to the actual engineering application, a DC
transmission simulation system of the converter system
was built, and the current of the converter valve tower
arm was obtained. Subsequently, according to the actual
size, a 3D calculation model of the converter valve tower
was established, and an MoM-based calculation method
for the electromagnetic field of the converter valve tower
was proposed. Finally, the attenuation characteristics and
azimuth characteristics of the converter valve tower are
analyzed, and the distribution rules of the radiated elec-
tromagnetic field inside the high voltage converter valve
hall are clarified, which provide a theoretical foundation
for the evaluation of the electromagnetic compatibility of
the converter system.

Index Terms – A 3D calculation model, converter valve,
DC transmission simulation system, MoM, radiated elec-
tromagnetic field.

I. INTRODUCTION

High voltage direct current (HVDC) transmission
has become the best choice for power transmission due
to its large transmission capacity, long transmission dis-
tance, and high stability [1]. Among them, the HVDC
transmission grid can not only realize large-scale and
long-distance transmission of electric energy but also
can greatly improve the safety, reliability, flexibility, and

economy of the grid, and it has significant social and eco-
nomic benefits. HVDC transmission technology is the
new peak of direct current (DC) transmission technol-
ogy in the world, and it will play an irreplaceable role in
long-distance power transmission projects [2].

The converter station is the center of AC and DC
power exchange. It realizes the energy transfer from
the AC system to the DC system [3]. It is the core
of HVDC transmission technology. Its operation status
directly affects the safety and stability of the entire DC
transmission system and even the AC system. However,
in the converter valve hall, the switching transient of the
converter valve will generate a broadband current inside
the valve tower, thereby deteriorating the surrounding
electromagnetic environment [4]. At the same time, the
online monitoring unit, communication system, and pro-
tection and control system of the converter valve are
very close to the valve hall and are in a strong elec-
tromagnetic radiation field, which seriously affects its
normal operation [5]. For this reason, it is necessary to
carry out the calculation of the electromagnetic radia-
tion of the converter valve and the research its attenua-
tion characteristics.

In 1971, Harrold conducted experimental research,
analyzed the frequency of power line radiofrequency
electromagnetic noise, and used a spectrum analyzer
to analyze the interference characteristics of radio fre-
quency (RF) noise [5]. Afterward, Annestrand studied
the radio interference generated when the converter valve
was turned on [6], analyzed the factors affecting the
level of radio interference, and proposed corresponding
suppression methods. Maruvada and Gilsing proposed
a calculation method for analyzing and calculating the
RF interference level of converter stations, which was
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verified based on the Vancouver Island converter sta-
tion [7]. Morse measured the electromagnetic interfer-
ence of the Nelson River DC transmission line in Canada
[8, 9]. Melvolil et al. analyzed the electromagnetic noise
voltage within the carrier frequency range of the HVDC
converter station [10]. Bacon et al. measured the elec-
tromagnetic noise of AC lines near HVDC transmission
lines. The measurement results are helpful to analyze the
interference propagation mechanism between AC and
DC transmission lines [11]. The International Special
Committee on Radio Interference proposed a calcula-
tion formula suitable for the calculation and analysis of
the radio interference of the bipolar DC line based on
the large amount of measurement data obtained by the
test line and the actual line in operation [12]. In addi-
tion, funded by the Canadian Electric Power Association,
Maruvada, Malewki, Wong, etc., carried out electromag-
netic disturbance measurements on two 400-kV con-
verter stations in Canada and gave the electromagnetic
field inside the station and 500 m outside the station
0.1. Measurement results of radio interference and RF
interference in the M-5MHz frequency band [15]. Tatro
and others in New England analyzed in detail the power
carrier problem of a 450-kV, 1800-MW converter sta-
tion through measurement and calculation [16]. Japanese
Yuichirou Murata and Shinji Tanabe used the method
of moments to calculate the RF noise generated by the
transmission line of the HVDC converter station and pro-
duced a 400:1 scaling model. The measurement results
are in good agreement with the calculation results [17].
With the development of HVDC transmission technol-
ogy, the issue of electromagnetic compatibility in con-
verter stations has been paid more attention, but almost
all research works are concentrated in the field of RF
interference, and research works are conducted on the
basis of experiments.

To this end, this paper proposes a calculation
method for the electromagnetic disturbance radiated by
the high-pressure converter valve and analyzes the fre-
quency characteristics and attenuation characteristics of
the electromagnetic disturbance radiated by the high-
pressure converter valve to provide theoretical guidance
for the electromagnetic compatibility design of the high-
pressure converter system.

II. CALCULATION METHOD
A. Calculation process of radiated electromagnetic
field of converter valve

For the analysis of the electromagnetic radiation
level of the valve of the flexible DC converter sta-
tion, it is necessary to first obtain the current of all
the wires at any moment by measurement or calcula-
tion; then for the spatial point where the electromagnetic
field strength needs to be calculated, calculate the field

strength of each section of current at the same moment
at this point and superimpose. Combined with the exist-
ing commonly used calculation software FEKO belongs
to the characteristics of the frequency domain method,
the time domain current obtained in the first step needs
to be Fourier transformed to obtain its frequency domain
response, and then calculate the response at different fre-
quency points in the space point and superimposed to
obtain the electric field strength at any point in space.
The specific calculation steps are as follows.

(1) The establishment of the 3D model of the valve
tower. For 3D models of components without cur-
rent inflow, such as shields, metal scatterers are
modeled according to the actual dimensions. For 3D
models of components with current flow, such as the
convertor valve unit and its internal power modules,
a simplified unit model is built using a metal plate
instead of the power units, considering the electrical
connection of each power module inside the unit.

(2) Setting of the excitation source. The excitation
source is in the form of a single current source at
the point of connection to the DC bus with the exci-
tation source injected from one end and withdrawn
from the other.

(3) The calculation area is designated. Through the set-
ting of boundary conditions, calculate the radiation
field generated by the single excitation source con-
sidering the case of metal scatterers in the valve
hall.

(4) The calculation of valve tower electromagnetic
radiation. The DC bus current obtained from the
PSCAD calculation is Fourier transformed to obtain
the amplitude-frequency characteristics at different
frequencies. The frequency points of interest are
multiplied with the radiation field results obtained
in step (4) to obtain the electromagnetic radiation
of the valve tower.

B. Radiation source analysis of converter valve hall

From the generation mechanism distinction, the
flexible DC converter valve electromagnetic disturbance
sources can be divided into the following three kinds:
(1) the operation of the converter valve caused by con-
tinuous electromagnetic disturbance; (2) the converter
station high-voltage equipment corona generated elec-
tromagnetic disturbance; (3) the converter station high-
voltage equipment discharge generated electromagnetic
disturbance. Among them, corona and interference gen-
erated by the discharge of equipment are similar to the
general AC high-voltage field station interference phe-
nomenon. A basic assumption of the study converter
station design can meet the immunity requirements cor-
responding to this phenomenon. In the occurrence of the
above phenomenon, it can be ensured that the converter
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Fig. 1. The commutation simulation system of DC trans-
mission.

station equipment is not affected and is a normal opera-
tion; so the analysis in this paper is no longer considered.

Establish a DC transmission commutation simula-
tion system in actual engineering applications, as shown
in Figure 1.

This paper mainly analyzes the electromagnetic
radiation disturbance of the converter valve hall on the
rectifier side, and the pulse current of the upper and lower
three-phase bridge arms is shown in Figure 2(a). Fur-
thermore, the frequency domain analysis method is used
to obtain the amplitude-frequency characteristics of the
bridge arm current, as shown in Figure 2(b). It can be
seen that the currents of the three phases all exhibit peri-
odic square-wave characteristics in the time domain, and
only small differences appear in the high-frequency band
in the frequency domain. In the third step calculation, the
single radiation field is usually multiplied by the enve-
lope parameter.

To facilitate the accuracy of the calculation of the
radiated electromagnetic field, the amplitude-frequency
envelope is used as the disturbance source, and the cur-
rent excitation source is set at the corresponding bridge
arm position.

C. 3D models and calculation method of converter
valve tower

Due to the existence of valve towers and a large
number of metal conductor structures such as pole con-
ductors in the valve hall, while the converter valve
reflects different impedance characteristics under differ-
ent operating conditions and frequencies, only the use of
electromagnetic field numerical calculation methods to
solve such complex electromagnetic field problems more
accurately. In this paper, FEKO, a numerical calculation

Fig. 2. Time-frequency parameters of three-phase bridge
arm current.

software developed based on the method of moments, is
used to model and calculate in the valve hall.

For the electric field E, the expression is

E =
∇

4πεω

∫
s
∇.J

e− jkR

R
dS− jωμ

4π

∫
s
J

e− jkR

R
dS. (1)

To solve for the current J, a triangular section is
made of the metal surface, as shown in Figure 3. After
the triangular section, each side of the triangle is num-
bered and the positive and negative numbers of the two
triangles connected to the side are defined.

Introduce the current basis function as

fn =

⎧⎪⎪⎨
⎪⎪⎩

−ρρρ−
n

hhh−n
, ρρρn and hhhn are marked −

+
ρρρ+

n
hhh+n

, ρρρn and hhhn are marked +

0, else

, (2)
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Fig. 3. Definition of the parameters of a triangular sur-
face element.

where h±n−1 denotes the distance from the vertex corre-
sponding to the n-1th edge to the n-1th edge, and ρ+

n
denotes the vector from the vertex within Sn correspond-
ing to the nth edge to the field point within triangle Sn.
ρ−

n denotes the vector from the vertex of the other tri-
angle corresponding to the nth edge to the field point.

The current J at any point in the triangle can be
expanded by the vector from that point to the three ver-
tices

J =
3

∑
n=1

Jn fn. (3)

Therefore, the electric field E can be further
expressed as

E =
N

∑
n=1

Jn

h±n
(

∇
4πε jω

∫
ΔSn

±2.
e− jkR

R
dS− jωμ

4π

∫
ΔSn

±ρ+
n

e− jkR

R
dS). (4)

Taking the power function gm= fm, m being the trian-
gle number, and making the inner product of the power
function and E〈
ggg±m,E

〉
=

N

∑
n=1

Jn

〈
−∇ ·ggg±m,

∇
4πεjω

∫
ΔSn

± 2
hhh±n

· e−jkR

R
dS
〉

+
N

∑
n=1

Jn

〈
ggg±m,−

jωμμμ
4π

∫
ΔSn

±ρρρ+
n

hhh±n
· e−jkR

R
dS
〉
.

(5)
Define each part of the above equation as follows:⎧⎨

⎩
Φmn =−〈∇ ·ggg±m,Φm〉
AAAmn = 〈ggg±m,AAAm〉
ZZZmn = Φmn +AAAmn

. (6)

Φmn and Amnare the scalar and vector bits between
ΔSn and ΔSm. Zmn is the equivalent impedance between
ΔSn and ΔSm. The matrix equation above can be

p g

Part models

Example

Valve tower models Meshing and Boundary setting of valve tower Calculated results of the radiated electromagnetic field 

(-10, -5, -5)

(-10, -5, 15)
(20, -5, 15)

(20, -5, -5)

(-10, 30, -5)

(-10, 30, 15)

(20, 30, 15)

Fig. 4. Calculation process for electromagnetic radiation
harassment from converter towers.

organized as
[Zmn][Jn] = [Vn]. (7)

V is the conductor potential distribution and can be
obtained by measuring the voltage. J is calculated and
substituted into the electric field equation to find E.

To simplify the analysis, the conductors in this
project were all modeled using conductors with a radius
of 0.01 m (it was verified by comparison that changes in
the radius of the conductors when calculating the radia-
tion field had little effect on the calculation results). The
metal frame is modeled using metal-faced conductors,
without regard to the thickness of the metal frame, which
is assumed to be a thin conductor plate made up of per-
fectly pure conductors. The final calculation process for
the commutator tower is shown in Figure 4.

In the part models in Figure 4, the equalizer cover is
insulated from the valve tower. The interior of the con-
verter module can be simplified to 10 thyristors in series.
The equalizer frame is connected to the valve tower at
both the front and the rear, with the middle section insu-
lated from the tower. The electrical connection contains
all the wiring of the converter tower inside the converter
valve hall. In this case, the current source is at the ter-
minals of the converter transformer. When setting the
boundaries, the coordinates of the rectangular boundary
vertices are given, which is the basis information for the
later analysis of the radiation properties.

III. ANALYSIS OF ELECTROMAGNETIC
RADIATION

A. Variation characteristics with frequency

As shown in Figure 5, it is the calculation result of
the radiated electromagnetic field of the converter valve
tower at (−10,12.5,5) in the 150 kHz to 30 MHz fre-
quency band. Among them, Figure 5 (a) is the amplitude-
frequency characteristic of the radiated electric field, and
Figure 5 (b) is the amplitude-frequency characteristic of
the radiated magnetic field.

It can be seen that the value of the radiated electric
field is much larger than the value of the radiated mag-
netic field, which is about 1000 times. Therefore, when
assessing the electromagnetic compatibility of converter
valve towers, the radiated electric field should be the first
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f=0.15MHz

f=30MHz

(a) Calculation results of radiated electric field.

f=0.15MHz

f=30MHz

(b) Calculation results of radiated magnetic field.

Fig. 5. Calculation results of the converter valve tower at
(-10, 12.5, 5).

choice to be assessed. In addition, through the electro-
magnetic field cloud diagrams at f = 0.15 MHz and f
= 30 MHz, it can be seen that on the plane of Z = 5
m, the positions of the maximum radiation of the elec-
tric field and the magnetic field appear close. Therefore,
if the communication facilities are placed in the air of
the converter valve hall, the right side should be consid-
ered as much as possible, and the radiated electric field
and radiated magnetic field in this direction are relatively
small.

B. Attenuation characteristics

As shown in Figure 6, it is the calculation result of
the radiated electromagnetic field of the converter valve
tower at point (X, −5, 15). It can be seen that in the X-
axis direction, the calculated values of electromagnetic
fields at different frequency points all show an attenua-
tion trend on the X-axis. On this straight line, the atten-
uation characteristics of the electromagnetic field are
almost identical.

As shown in Figure 7, it is the calculation result of
the radiated electromagnetic field of the converter valve
tower at point (−10, Y, 15). It can be seen that on the Y-
axis, the calculated electromagnetic field values all show

(a) Calculation result of radiated electric field (V/m).

(b) Calculation result of radiated magnetic field (mA/m).

Fig. 6. The attenuation characteristics in the X-axis direc-
tion.

(a) Calculation result of radiated electric field (V/m).

(b) Calculation result of radiated magnetic field (mA/m).

Fig. 7. The attenuation characteristics in the Y-axis direc-
tion.
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(a) Calculation result of radiated electric field (V/m).

(b) Calculation result of radiated magnetic field (mA/m).

Fig. 8. The attenuation characteristics in the Z-axis direc-
tion.

a trend of first increasing and then decreasing, and the
radiated electromagnetic field is the largest in the middle
of the Y-axis.

As shown in Figure 8, it is the calculation result of
the radiated electromagnetic field of the converter valve
tower at point (−10, 12.5, Z). It can be seen that the
attenuation characteristic of the electric field value in the
Z-axis direction is not obvious and can be approximately
regarded as unchanged; the attenuation characteristic of
the magnetic field value in the Z-axis direction is related
to the frequency point. Among them, the higher the fre-
quency is, the greater the electromagnetic field value.

C. Azimuthal characteristics

To further demonstrate the azimuthal characteris-
tics of the radiated electromagnetic field of the converter
tower, the electromagnetic field values at eight near-field
boundary points were calculated, as shown in Figure 9.
It can be seen that within the 25-30 MHz band, the
electromagnetic field values are greatest at points (−10,
30, 15) and smallest at points (20, −5, −5). Therefore,
when placing communication equipment inside the con-

Point at (-10, -5, -5)
Point at (-10, -5, 15)
Point at (-10, 30, -5)
Point at (-10, 30, 15)

Point at (20, -5, -5)
Point at (20, -5, 15)
Point at (20, 30, -5)
Point at (20, 30, 15)

(a) Calculation result of radiated electric field (V/m).

Point at (-10, -5, -5)
Point at (-10, -5, 15)
Point at (-10, 30, -5)
Point at (-10, 30, 15)

Point at (20, -5, -5)
Point at (20, -5, 15)
Point at (20, 30, -5)
Point at (20, 30, 15)

(b) Calculation result of radiated magnetic field (mA/m).

Fig. 9. Azimuthal characteristics of the radiated electro-
magnetic field.

verter hall, it should be placed at point (20, −5, −5) as
far as possible, so that it receives less electromagnetic
disturbance.

IV. CONCLUSION

In this paper, the calculation method of electromag-
netic radiation of high-voltage converter valve tower is
proposed, and the attenuation characteristics of radia-
tion field in space are analyzed, and the strongest and
weakest positions of radiation electromagnetic field in
the converter valve hall are clarified. It is suggested that
when placing communication equipment in the converter
valve hall, it should be placed in the lower right corner
of the converter valve hall as far as possible. The pro-
posed method can determine the spatial distribution of
the radiation field inside the converter valve hall, and,
based on this, the immunity requirements for communi-
cation equipment are proposed. In the future, combined
with the experimental measurement method, the electro-
magnetic compatibility measures between the communi-
cation equipment and the converter valve are formulated.
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Abstract – An analytical model of a driver-pickup coil
probe, consists of a cylindrical ferrite core, located above
a layered conductor is presented. The truncated region
eigenfunction expansion (TREE) method is used and the
solution region is truncated with a certain radius around
z axis. First, the magnetic vector potential of each region
of filamentary coil problem is derived and solved with
variables separation method using boundary and inter-
face conditions, and then the rectangular cross-section
coil problem is solved with superposition method. The
expression of induced voltage in pickup coil is obtained
and can be calculated with software such as Matlab or
Mathematica. Using the proposed analytical model, the
influence of the excitation frequency and excitation cur-
rent in the driver coil on the responses of the pickup
coil is examined. Experiments are performed, and the
changes of voltage induced in the pickup coil due to
the conductor are measured at different excitation fre-
quencies and excitation currents. The analytical calcu-
lation results agree with the experimental results very
well, verifying the correctness of the proposed analytical
model.

Index Terms – Eddy current testing, ferrite cored driver-
pickup probe, induced voltage, magnetic vector poten-
tial, truncated region eigenfunction expansion method.

I. INTRODUCTION

Eddy current testing (ECT) is one of the conven-
tional methods used to evaluate the characteristics and
defects of conductive materials. Due to its extremely
high sensitivity and no contact need with test pieces,
ECT is widely used in the safety assessment of critical
components in industry and manufacturing.

Generally, an absolute ECT probe has one single
coil, which is excited by a sinusoidal current and gen-
erates an eddy current in the conductor under test, the
magnetic field reflected from the eddy current causes
the impedance change of the coil. The signal of this
impedance change can be measured and used to evalu-
ate the conductive material [1–3].

In addition to single-coil probes, the differential
ECT probes have two or more coils. Each coil has
excitation and sensing functions, the coils are usually
wound in opposite directions. When they are located on
the same conductor, no signal is generated. When one
coil is over the defective material and the other coil is
over the good material, a very distinct differential signal
can be observed [4, 5].

There are also probes in which excitation and sens-
ing are performed by separate coils. For example, the
widely used ECT driver-pickup probe consists of one or
more driver coils and pickup coils. The detection pro-
cess can be achieved by measuring the change of the
induced voltage of the pickup coil close to the excitation
coil [6, 7].

Many analytical methods have been developed for
calculation the response of air-cored pickup coil for
driver-pickup coil probe. Using the Fourier transform
method, the expression of induced voltage in pickup
coil above conductor was presented, both coils were air-
cored, and the final expression of induced voltage was
presented in integral form [8]. For an arbitrary pair of air-
cored coils located above a conducting plate, the expres-
sion of change in mutual impedance due to eddy current
induction was provided and discussed [9]. An inductive
coupled circuit model was proposed and exact solutions
for electromagnetic responses in several situations were
developed, such as a coaxial driver-pickup probe without
conductor and a coaxial driver-pickup probe encircling a
long ferromagnetic conducting rod [10, 11].

The signal of air-cored probe is easily affected by
external noise. The researchers have emphasized improv-
ing the sensitivity and signal-to-noise ratio of ECT
probes. The ferrite core has high permeability and poor
conductivity, which provides a convenient path for the
magnetic field. The eddy current loss in the ferrite core
is small, performing a considerable role in concentrating
magnetic flux or shielding external noise. Various ferrite
cores, such as I-core, T-core and E-core are used in ECT
probes and have achieved good results in improving sen-
sitivity [12–16].

Submitted On: December 11, 2021
Accepted On: July 8, 2022

https://doi.org/10.13052/2022.ACES.J.370513
1054-4887 © ACES



633 ACES JOURNAL, Vol. 37, No. 5, May 2022

However, the ferrite cores mentioned above are
seldom used and discussed in driver-pickup probes.
Therefore, it is necessary to further investigate
the possibility of introducing ferrite core into the
driver-pickup probe to improve the sensitivity of the
pickup coil.

A driver-pickup self-nulling eddy current probe was
developed in [17], in which a ferromagnetic shield was
inserted between the driver coil and the sensor coil. The
probe does not require calibration and can detect surface
flaws and interlayer corrosion with a high probability of
success. The probe also has advantages of simplifying
nondestructive testing and reducing testing times with-
out sacrificing defect resolution. However this study only
contains experimental results, without theoretical anal-
ysis. An analytical model is needed to understand the
underlying relationship of the parameters.

Many solutions of unbounded domain problems
were obtained in the form of integrals, which have
the disadvantage of long computation time. The TREE
method truncates the infinite domain into a finite solution
domain, which speeds up the calculation while maintain-
ing the accuracy of calculation [18–20].

In this paper, as shown in Figure 1, an ECT probe
is composed of a driver and a pickup coil, both of which
surround the same ferromagnetic core, and the probe is
placed above two-layered conductor. The TREE method
is used to deduce the analytical model, and the final
expression of the induced voltage of the pick-up coil is
derived and expressed in matrix form. The correctness of
the proposed analytical model is verified by experiments.

II. SOLUTION

The geometry shown in Figure 2 (a) was ana-
lyzed first, where a sinusoidal current excited filamen-
tary driver coil of radius r0 and a filamentary pickup coil
of radius rc encircle a ferrite cylinder with relative mag-
netic permeability μ f . The probe is placed above a two-
layer conductor with conductivities σ5 and σ6 respec-

Fig. 1. Cross-sectional view of a driver and a pick-up
coils encircling an I-core above layered conductor.

tively. The plane z = 0 coincides with the top surface of
the conductor. The infinite solution domain is truncated
by a cylindrical surface of radius b, and the whole prob-
lem geometry is divided into six regions along the axial
direction.

Using the separation of variables method, the gen-
eral form of the magnetic vector potential in all these
regions can be written as a series of first kind Bessel
functions of one order and solved with the boundary and
interface conditions [13].

In Figure 2 (a), regions 1, 4, 5 and 6 contain only
air or a conductor, the eigenvalues qi are the positive real
roots of the equation:

J1(qib) = 0 i = 0,1,2...Ns , (1)
where Ns is the number of summation terms.

Because regions 2 and 3 comprise two sub-regions,
the ferrite core and the air, so the radial dependence in
the expressions for Aϕ of these two sub-regions can be
written as below.

For region 2:
A2core =AEJ1(pir) 0 ≤ r ≤ a1 , (2)

A2air =AEB1F J1(pir)+AEC1FY1(pir) a1 ≤ r ≤ b ,
(3)

where Jn and Yn are first kind Bessel functions of n order,
and pi are the corresponding discrete eigenvalues.

In regions 2 and 3, by using the continuity of Br and
Hz on the interface r = a1 gives

B1F =
π pia1

2
[J1(pia1)Y0(pia1)− J0(pia1)Y1(pia1)

μ f
]

(4)

C1F =
π pia1

2
J1(pia1)J0(pia1)(

1
μ f

−1). (5)

Since at the boundary r = b, Aϕ(b,z) = 0 must also
hold, the following equation is formed:

R1(pib) = B1F J1(pib)+C1FY1(pib) = 0, (6)
where

R1(pir) = B1F J1(pir)+C1FY1(pir). (7)
The eigenvalues pi can be calculated using numer-

ical procedures, such as FindRoot() in Mathematica or
fzero() in Matlab to find real roots of eqn (6). Follow-
ing the method of variables separation, the expressions
for Aϕ in various regions of the problem in Figure 2 (a)
have the following forms, which are expressed in matrix
notation:
A1(r,z) = J1(q

T r)q−1e−qzC1, (8)

A2(r,z) =
J1(p

Tr)
R1(p

Tr)
p−1(e−pzC2 − epzB2)

0 ≤ r ≤ a1
a1 ≤ r ≤ b ,

(9)

A3(r,z) =
J1(p

Tr)
R1(p

Tr)
p−1(e−pzC3 − epzB3)

0 ≤ r ≤ a1
a1 ≤ r ≤ b ,

(10)
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A4(r,z) = J1(q
T r)q−1(e−qzC4 − eqzB4) (11)

A5(r,z) = J1(q
T r)s−1

5 (e−s5zC5 − es5zB5) (12)

A6(r,z) =−J1(q
T r)s−1

6 es6zB6, (13)

where

s5 =
√

q2 + jωμ0μ5σ5 (14)

s6 =
√

q2 + jωμ0μ6σ6. (15)

In eqn (8)–(13), J1(q
Tr), J1(p

Tr), R1(p
Tr) are row

vectors; q−1, p−1, s−1
5 , s−1

6 and exponentials e±qz, e±pz,
e±s5z, es6z are diagonal matrices. Ci and Bi are column
vectors of unknown coefficients.

The interface conditions, continuity of Bz and Hr
between the six regions of the problem have to be
satisfied. These unknown coefficients and the discrete
eigenvalues are to be determined from the boundary
and interface conditions. The magnetic vector poten-
tial of region 3 in Figure 2 (a) excited by filamentary

         (a)

       (b)

Fig. 2. (a) Filamentary and (b) rectangular cross-section
driver and pickup coils encircling an I-core above lay-
ered conductor.

driver coil is obtained:

A3filamentary(r,z) = 1
2 μID−1R1(pr)p−1r0R1(pr0)

·(e−pzC36 − epzB36) · [(T+U)ep(h1−z0)−(T−U)ep(z0−h1)]

[(T−U)e−ph1 C36−(U+T)eph1 B36]
.

(16)
By using superposition method, the magnetic

vector potential in region 3 excited by rectangu-
lar cross-section coil with rectangular cross section
shown in Figure 2 (b) can be derived:

A3(r,z) =
μI
2

D−1p−1R1(pr)

×
[

p−3
∫ pr2

pr1

pr0R1(pr0)d(pr0)

]
(e−pzC36 − epzB36)

· (T+U)(ep(h1−z1)−ep(h1−z2))−(T−U)(ep(z2−h1)−ep(z1−h1))

(T−U)e−ph1 C36−(T+U)eph1 B36
.

(17)
The z direction magnetic flux density Bz in region

3 excited by driver coil of N1 turns can be obtained as
follows:

Bz3 =
μ0N1I

2(r2 − r1)(z2 − z1)
R0(pr)D−1(e−pzC36 − epzB36)

· (T+U)(ep(h1−z1)−ep(h1−z2))−(T−U)(ep(z2−h1)−ep(z1−h1))

(T−U)e−ph1 C36−(T+U)eph1 B36

·[p−3 ∫ pr2
pr1

pr0R1(pr0)d(pr0)] .
(18)

The magnetic flux penetrated through a filamentary
pick-up coil with radius rc can be expressed as

φr =
∫ 2π

0
dθ
∫ rc

0
Bz3|z=zc

rdr

= πμ0N1I
(r2−r1)(z2−z1)

[p−1rcR1(prc)]D
−1(e−pzc C36 − epzc B36)

· (T+U)(ep(h1−z1)−ep(h1−z2))−(T−U)(ep(z2−h1)−ep(z1−h1))

(T−U)e−ph1 C36−(T+U)eph1 B36

·[p−3 ∫ pr2
pr1

pr0R1(pr0)d(pr0)] .
(19)

The magnetic flux penetrated through N2 turns of pick-
up coil with rectangular cross section can be derived as:

φ =
N2

(r4 − r3)(z4 − z3)

∫ r4

r3

drc

∫ z4

z3

φrdzc

=
πμ0N1N2I

(r2 − r1)(r4 − r3)(z2 − z1)(z4 − z3)

×[p−4
∫ pr4

pr3

prcR1(prc)dprc]

·[(e−pz3 − e−pz4)C36 +(epz3 − epz4)B36]

· (T+U)(ep(h1−z1)−ep(h1−z2))−(T−U)(ep(z2−h1)−ep(z1−h1))

(T−U)e−ph1 C36−(T+U)eph1 B36

·D−1[p−3 ∫ pr2
pr1

pr0R1(pr0)d(pr0)] .
(20)

The induced voltage in pick-up coil can be
expressed as:

V = Vco ·p−4Int(pTr3,p
Tr4)W1W−1

2 W3D−1 p−3Int(pr1,pr2),
(21)
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where

Vco =
− jωπμ0N1N2I

(r2 − r1)(r4 − r3)(z2 − z1)(z4 − z3)
(22)

W1 = (e−pz3 − e−pz4)C36 +(epz3 − epz4)B36 (23)

W2 = (T−U)e−ph1C36 − (T+U)eph1B36 (24)

W3 =(T+U)(ep(h1−z1)− ep(h1−z2))

− (T−U)(ep(z2−h1)− ep(z1−h1)) (25)

Int(pTr3,p
Tr4) =

∫ pr4
pr3

prcR1(prc)dprc (26)

Int(pr1,pr2) =
∫ pr2

pr1
pr0R1(pr0)dpr0 (27)

C36
B36

=
1
2

e±ph0 [(T−1 ±U−1)Ee−qh0C46

+(T−1 ∓U−1)Eeqh0B46] (28)

C46
B46

=
1
2
[(1±qs−1

5 )C56 +(1∓qs−1
5 )B56] (29)

C56
B56

=
1
2

e∓s5d1(1∓ s5s−1
6 )e−s6d1 , (30)

where j is imaginary unit, N1 and N2 are the number
of turns in the driver and pickup coils respectively, μ0
is the permeability of vacuum, ω and I are the angular
frequency and effective value of the excitation current.
The negative sign in eqn (22) states that the direction of
induced voltage in pickup coil is always such that it will
opposite the change in flux which produced it. The matri-
ces D, T and U are defined in [13].

III. SPECIAL CASES

The expression of voltage induced in the pick-up
coil of an I-cored driver-pickup probe located above lay-
ered conductor has been derived and can be calculated
with eqn (21). When the layered conductor is absent, the
voltage induced in the pick-up coil is expressed as V0and
can also be calculated with eqn (21) by setting σ5=0 and
σ6=0. The change of induced voltage in pickup coil due
to the conductor can be obtained as ΔV=V-V0.

When the I-core in Figure 2 was absent, the con-
figuration changed into an air-cored probe with driver
and pickup coils as shown in Figure 3. In this case, the
expressions for Aϕ in various regions of Figure 3 (a) have
the following forms which are also given in the form of
matrix:

A1(r,z) =J1(q
Tr)e−qzK1 (31)

A2(r,z) =J1(q
Tr)(eqzV2 + e−qzK2) (32)

A3(r,z) =J1(q
Tr)(es3zV3 + e−s3zK3) (33)

A4(r,z) = J1(q
Tr)es4zV4, (34)

where

s3 =
√

q2 + jωμ3μ0σ3 (35)

s4 =
√

q2 + jωμ4μ0σ4. (36)

         (a)

        (b)

Fig. 3. (a) Filamentary and (b) rectangular cross-section
exciting and pick-up coil of air-core probe located above
layered conductor.

J1(q
Tr) is row vector; exponentials e±qz, e±s3z, es4z

are diagonal matrices. Vi and Ki are column vectors of
unknown coefficients.

Using same method as cored probe, the expression
of induced voltage in the pick-up coil of an air-cored
probe can be obtained as follow.

V = Vco ·q−4Int(qTr3,q
Tr4)E−1W4W−1

5 W6
×q−3Int(qr1,qr2),

(37)

where
W4 = (eqz4 − eqz3)V24 − (e−qz4 − e−qz3)K24 (38)

W5 = (1+q−1s3)V34 +(1−q−1s3)K34 (39)

W6 = e−qz1 − e−qz2 (40)

Int(qTr3,q
Tr4) =

∫ qr4
qr3

qrcJ1(qrc)dqrc (41)

Int(qr1,qr2) =
∫ qr2

qr1
qr0J1(qr0)dqr0 (42)

V34
K34

=
1
2

e±s3d1(1± s−1
3 s4)e−s4d1 (43)

V24
K24

=
1
2
[(1±q−1s3)V34 +(1∓q−1s3)K34]. (44)

In the case where an air-cored driver-pickup coil
probe is above layered conductor, when the conductor
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Fig. 4. Experimental setup.

is absent, the induced voltage in pickup coil can also be
calculated with eqn (37) by setting σ3=0 and σ4=0. The
change of induced voltage in pickup coil due to conduc-
tor can also be obtained easily.

IV. EXPERIMENTAL VERIFICATION

The correctness of the proposed ferrite-cored driver-
pickup probe model is verified by experimental measure-
ments. The responses of pickup coil calculated by the
model are compared with measured results. The exper-
imental configuration is shown in Figure 4. The sinu-
soidal excitation signal of a frequency generated by a
function generator is magnified by a power amplifier,
and then transmitted to the driver coil. The amplitude of
the sine wave and the magnification of the power ampli-
fier are adjusted to ensure a 100 mA effective value cur-
rent generated in the driver coil, the current was mea-
sured with a multimeter connected in series with the
driver coil. Finally the voltage induced in the pickup
coil is measured by a millivoltmeter parallel connection
with the pickup coil. The responses of the induced volt-
age in the pickup coil are measured at different excitation
frequencies range from 100 Hz to 30 kHz.

When the excitation frequency is fixed at 10 kHz,
the responses of the pickup coil are also measured with
different excitation currents.

V. RESULTS AND DISCUSSION

The voltages induced in the pick-up coil of an I-
cored driver-pickup probe and an air-cored driver-pickup
probe located above layered conductor can be calculated
by eqn (21) and (37) respectively using Matlab or Mathe-
matica, the parameters used in analytical calculation are
shown in Table 1, which are the same as those used in
experiments.

The calculated results are compared with the mea-
surements. Figure 5 shows the induced voltage change
of the pickup coil for an air-cored probe with μ f = 1 and
a ferrite-cored probe with μ f = 3500, due to the layered
conductor, as a function of frequency. The calculations
are performed by setting the summation terms Ns= 60
and truncation radius b = 90 mm, more than ten times
the outer radius of the pickup coil.

Table 1: Parameters of the coils, I-core, and conductor
used in experiments and analytical calculation

Inner radius r1 5.2 mm
Outer radius r2 7.2 mm
Parameter z1 7.3 mm
Parameter z2 16 mm
Number of

turns
N1 430

Inner radius r3 5.1 mm
Outer radius r4 7.8 mm
Parameter z3 1.1 mm
Parameter z4 5.1 mm
Number of

turns
N2 150

Core radius a1 4 mm
Parameter h1 18.1 mm
Relative

permeability
μ f 3500

Liftoff h0 0.1 mm
Thickness d1 2 mm
Relative

permeability
μ3,μ4,μ5,μ6 1

Conductivity σ3,σ4,σ5,σ6 38 MS/m

When keeping the exciting currents at 100 mA, the
change of induced voltage in the pickup coil increases
with frequency. Excited with same frequency, the I-cored
probe obtained a larger voltage change than that of the
air-cored probe. The analytical results agree with the
experimental results very well.

The influence of the excitation current on the
responses of the pickup coil is also examined with pro-
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Fig. 5. Induced voltage change of the pickup coil for an
air-cored probe (μ f = 1) and an I-cored probe (μ f = 3500)
as a function of frequency due to the conductor.
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Fig. 6. Induced voltage change of the pickup coil for an
air-cored probe (μ f = 1) and an I-cored probe (μ f = 3500)
as a function of excitation current due to the conductor.

posed analytical model, and the analytical results are
compared with experiments. Figure 6 shows the induced
voltage change of the pickup coil for an air-cored probe
with μ f = 1 and an I-cored probe with μ f = 3500,
as a function of excitation current, due to the layered
conductor.

When the excitation frequency is maintained at 10
kHz, the change of induced voltage in the pickup coil
are calculated and measured at different excitation cur-
rents. The results are shown in Figure 6, the change of
induced voltage in the pickup coil increases with the
current. Excited with same current, the I-cored probe
obtains a larger voltage change than that of the air-cored
probe. The results of analytical calculation are in good
agreement with the experiment. In all cases, the relative
error between analytical calculation and experiment is
less than 3%.

VI. CONCLUSION

An analytical model of ferrite-cored probe contain-
ing a driver coil and a pickup coil located over lay-
ered conductor was presented. The expression of induced
voltage in the pickup coil was derived. The change of
induced voltage in pickup coil due to layered conductor
was calculated and measured. The factors affecting the
responses of pickup coil, such as the excitation frequency
and excitation current in the driver coil were examined.
The proposed analytical model can be used in simulation
of eddy current testing, coating thickness measurement,
or directly used in eddy current probe design.
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Abstract – In this article, a radiation model is pro-
posed to estimate the emission of the pantograph arc.
An improved least-square regression analysis method is
given for studying the pantograph arc characteristics at
various sites on electrified railways and at various train
speeds. The radiation model and the improved least-
square method were both validated using the test data.
The impact of arc on the airport instrument landing sys-
tem (ILS) was investigated using electromagnetic wave
propagation theory and the signal-to-noise ratio require-
ment of the ILS. We deduced the position limit of the
articulated neutral section (ANS) and verified it through
experiments. This research provides a theoretical foun-
dation and technological methodology for civil aviation
and high-speed railway electromagnetic compatibility
studies as well as helps for airport site selection and high-
speed railway route planning.

Index Terms – Airport instrument landing system,
electromagnetic emission, electromagnetic interference,
improved leastsquare method, pantograph arc.

I. INTRODUCTION

With the development of high-speed electrified rail-
ways, more and more high-speed electrified railways are
built near the airport to facilitate people’s travel and
transportation. When the pantograph of the high-speed
train is not in good contact with the contact wire, it will
produce a pantograph arc [1, 2]. Especially when the
high-speed train passes through the articulated neutral
section (ANS), the contact wire voltage magnitude and
phase will change greatly, and a large number of arcs will
be produced, which last for hundreds of milliseconds [3,
4]. If the electrified railway ANS is located near the air-
port beacon, the transient pantograph arc may interfere
with the communication between the airport beacon and
the aircraft. Therefore, it is necessary to study the emis-
sion characteristics of the pantograph arc and their influ-
ence on the airport’s instrument landing system (ILS).

Different methods have been proposed to study the
characteristics of the pantograph arc. Mayr [5], Habe-
dank [6], and Cassie [7] each proposed three different
theoretical models of the arc. Wang et al. [8] proposed
an extended model EMTP based on Habedank’s equa-
tion and Liu et al. [9] proposed an extended black-box
model considering the dynamic separation process of
pantograph and contact wire. Some experimental meth-
ods have been proposed to study the relationship between
the pantograph arc and train speed, pantograph gap,
voltage, current, weather, measurement methods, etc.
[10–12]. However, the theoretical models are limited by
certain assumptions. For the experiments established in
the laboratory, the train speed and power are not as high
as that in the real railway environment, and there are
some safety risks. It is also possible to study electro-
magnetic radiation through actual tests [13, 14]. China’s
first national electromagnetic radiation test for electrified
railways was conducted in the 1980s. However, the elec-
trical characteristics of the contact wire are completely
different from those in the early 1980s. The train speed
has increased by five times, and the test equipment is also
very different. These differences will inevitably affect
the pantograph arc characteristics. In addition, the previ-
ous test was aimed at the pantograph arc of the ordinary
position (OP) of the contact network, but the pantograph
arc generated as the ANS was larger than that at the
OP. Therefore, it is necessary to retest and analyze the
electromagnetic emission (EME) of high-speed electri-
fied railways. Some studies have shown that the emis-
sion from the pantograph arc may interfere with airport
communication systems [15–17]. However, these stud-
ies have not verified the effect of pantograph arc on ILS
signal through experiments.

To address the above issues, we proposed a radia-
tion model for the pantograph arc and an improved least-
square (LS) regression method. Based on the test data,
the pantograph arc characteristics of different positions
of the electrified railway and different train speeds are
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analyzed. The position limit of the railway ANS under
the condition that the airport ILS signal is not disturbed
is deduced and verified by experiments.

II. THE RADIATION MODEL OF THE
PANTOGRAPH ARC

We build the radiation model based on electric
dipoles. For a unit electric dipole of length l, l is very
small and its current is İ = Ie jφ . Due to the limitation
of test conditions, the test distance is generally tens of
meters away, and the test location is in the far field. So
the E-field strength of the unit dipoles is

Ėθ =

√
μ0

ε0
j
İl sinθ

2λ r
e− j 2πr

λ . (1)

Here, θ is the angle between the arc radiation direc-
tion and the vertical direction. It is a spherical wave,
which continuously radiates energy along the direc-
tion of r. The pantograph arc radiation model can be
expressed as shown in Figure 1. L1 is the upper arm and
L2 is the lower arm of the pantograph, and the angles
to the Z-axis areα1andα2, respectively. r is the distance
between the arc and the field, and the angles to L1 and L2
are θ1 and θ2, respectively. Suppose the current on L1 is
i1 (t), and the current on L2 is i1 (t)e− jkL1 . If the E-field
strength generated by L1 and L2 in the far field are �E1 and
�E2, the induced current of contact wire is I3, the length is
L3, and the E-field strength is �E3. So, the E-field strength
�E generated by the pantograph arc is the superposition of
�E1, �E2, and �E3 in space. So,

�E =
3

∑
i=1

�θi
60πIi

λ r
sinθie− j 2π

λ r 1− e− jkLi(1−cosθi)

k (1− cosθi)
. (2)

As reported in [18], I3 can be calculated by

I3 =
I0

1+ρ
(
e−γy +ρe−γy) . (3)

Here, ρ is the reflection coefficient of the contact
wire. If the projection of r on the YOZ is r′, and the
angles of r′ to r and Z-axis are φ and ϕ , respectively,
then {

cosθ3 = cosφ cos
(
ϕ −900

)
�θ3 =

�φ sinφ cos(ϕ−900)+�ϕ sin(ϕ−900)
sinθ3

. (4)

The E-field strength of the pantograph arc calculated
by this model is related to the contact line current, the
structure of the pantograph, and the relative position of
the pantograph arc and the receiving point. This model
does not take into account the influence of train speed.
So, we also want to use test data and regression analysis
methods to study the pantograph arc characteristics.

III. THE IMPROVED LEAST-SQUARES
METHOD

Regression analysis is an effective tool to ana-
lyze the statistical characteristics of the test data. The
basic process of regression analysis includes the model
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A-phase contact wire B-phase contact wire
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i2
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Fig. 1. Pantograph arc radiation model.

assumption, parameter calculation, and the rationality of
the assumed model. The LS method is an existing linear
regression method. It has been used to fit the test data
[19–21]. The LS model is

E = a+b lg f , (5)
where E is the E-field strength, and f is the frequency.
a and b can be calculated through the frequency domain
test data. ⎧⎨

⎩ b =
N ∑N

i=1(Ei lg fi)−∑N
i=1(lg fi)∑N

i=1 Ei

N ∑N
i=1(lg fi)2−(∑N

i=1 lg fi)2

a =
∑N

i=1 Ei−b∑N
i=1 lg fi

N

, (6)

where N is the number of test frequencies.
However, the error between different samples corre-

sponding to the same frequency point is usually differ-
ent, called the heteroscedasticity of the data. Therefore,
the LS method cannot be used directly. We presented an
improved LS model as

Êi j = â+ b̂ · f j + ei j, i = 1, . . . ,m j = 1, . . . ,1001, (7)
where m is the number of samples, and each sample con-
tains 1001 data. Ei j is the tested value of E-field strength.
Êi j is the estimated value of the Ei j, and obtained by
model fitting. â and b̂ are called regression coefficients,
and ei j is the error. The variance of the error is Var (ei j)=
σ2

j . Only when σ2
j is a constant, the regression coeffi-

cient can be directly calculated using the LS method. To
make σ2

j equal to the constant σ2, we supposed ω2
i j is a

variable and letVar (ei j) = ω2
i j ·σ2. So,

Êi j

ωi j
= â

1
ωi j

+ b̂
f j

ωi j
+

ei j

ωi j
, (8)

where â is the coefficient of 1
/

ωi j, and b̂ is the coeffi-
cient of f j

/
ωi j. Since Var

(
ei j
/

ωi j
)

is a constant, â and
b̂ can be directly estimated by (6). Therefore, according
to (7), the fitted relationship of E-field strength and fre-
quency can be represented by â and b̂.

In the process of calculating â and b̂, if the resid-
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ual calculated is outside of the range (-2, 2), the sample
should be discarded. The residual ri j is

ri j = Ei j − Êi j = (Ei j − Ē j)+
(
Ē j − Êi j

)
, (9)

where Ē j is the average E-field strength of Ei j corre-
sponding to f j. Let the estimate of the variance at f j be
s2

j ; then

ωi j =
1
s2

j
=

m−1

∑m
i=1 (Ei j − Ē j)

2 . (10)

There are two parameters for investigating the ratio-
nality of the regression analysis model, the definition
coefficient and the standard residual. The definition of
coefficient K is defined as follows:

K2 = 1− ∑
(
Ei j − Êi j

)2

∑(Ei j − Ēi j)
2 . (11)

When K is close to 1, it means that most of the
changes of Ei j can be explained by f j, which shows that
the assumption model is reasonable.

The standardized residual is
zi j =

ri j√
Var (ri j)

. (12)

It can be seen that the more concentrated the value of
Zi j is, the closer Êi j is to Ei j. When Zi j ∈ (−2 2), which
can explain the rationality of the assumption model.

IV. THE CHARACTERISTICS OF THE
PANTOGRAPH ARC

In this section, the improved LS method is com-
pared with the LS method and the radiation model. The
improved LS method is used to analyze the pantograph
arc characteristics when the train passes through differ-
ent positions of the railway at different speeds.

A. Measurement

The airport ILS includes localizer (LOC), glides-
lope (GS), and marker beacon (MB). The correspond-
ing working frequencies are 108.1-111.975, 328.6-335.4,
and 75 MHz, respectively. Only arc emissions of the
same or similar frequency to the ILS will affect its oper-
ation. So, we only measured the EME of the pantograph
arc at the frequencies of 108-350 and 75 MHz. It is hard
to test every frequency during the short time that the train
passes. Therefore, we used the frequency sweeping tech-
nique of the electromagnetic interference receiver to test
the emission of 108-350 MHz.

On the other hand, the electrified railway is gener-
ally provided with an ANS every 15–35 km, and the
length of each ANS is about 300 m. The speed of the
high-speed rail is about 200–380 km/h; so the train
passes through an ANS every 140–630 s, which takes
2.8–5.4 s each time. The arc duration is about several
hundred milliseconds. So, the measurement time must
be greater than the time it takes for the train to pass
through the ANS. During this time, the receiver scans
several times to obtain the test results.

The EMI test receiver of R&S is used to test the elec-
tric field (E-field) strength, which works in the frequency
range of 9 kHz to 3 GHz. The Log periodic antenna is
used to receive the E-field, whose operating frequency
ranges from 30 MHz to 2 GHz. The parameters of the
test instrument should be set in strict accordance with
IEC Standard 62236-2 [22].

The test layout is shown in Figure 2 (a). The height
of the ANS is h and r away from the antenna, and
h = 6.5 m and r = 21 m. The height of the antenna
is h0, and h0 = 1.8 m. The test distance is 10 m. The
antenna is on the X-axis; so ϕ = 00. Therefore, based
on these parameters and the radiation model proposed
above, the E-field strength of the pantograph arc can be
calculated.

We put the experimental equipment next to the OP
and ANS of different speed railway lines for multiple
tests. The test method strictly follows the regulations
of the standard. First, place the test instrument in an
open area near the location to be tested. Second, con-
nect the antenna to the EMI test receiver. Then, turn on
the receiver and set the parameters. Set up two traces,
one to record the maximum value (Max/Hold) and the
other to record the instantaneous value (Clear/Write).
When the train passes, the pantograph arc is generated
and the recording starts. When the train leaves, pause the
recording and save the data. Figure 2 (c) is an example of
the measurement data that was tested next to ANS. The
upper blue curve is the Max/Hold of multiple sweeps.
The lower curve is the Clear/Write of a single sweep
result.

The measurement data includes the background
noise and the EME when the train passes through the
OP and ANS of the railway at different speeds. The train
speeds are 120, 250, and 350 km/h, respectively. The
test data plus the antenna coefficients are converted into
the E-field strength values. Each sample has 1001 data
points. According to these samples, the model parame-
ters of the LS method and the improved LS method can
be calculated.

V. COMPARISON OF DIFFERENT
METHODS

According to the previous introduction, the E-field
strength at different frequencies can be calculated based
on the radiation model of the pantograph arc. Based on
the test data, the fitting relationship between the E-field
strength and the frequency can be obtained through the
LS method and the improved LS method. For example,
when the train passes through the ANS at a speed of 120
km/s, we use 16 sample data to calculate the parameters
of the LS model and the improved LS model. The test
data and the EME of some frequencies calculated by
different methods are shown in Table 1. The frequency
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Fig. 2. Test layout. (a) Test diagram. (b) Test site. (c)
Measurement data when a train passes through ANS.

in Table 1 belongs to the working frequency band of
airport ILS.

From Table 1, the LS method, the radiation model,
and the improved LS method from the test data had
mean errors of 5.33, 1.18, and 0.89, respectively. The E-
field strength obtained by the radiation model and the
improved LS method proposed in this article has fewer
errors with the test data, and both are better than the LS
method. However, the radiation model does not consider
the influence of train speed, which has limitations. It is
not suitable for analyzing the influence of different train
speeds on pantograph arc emission. So, the improved LS
model is more general. We use the improved LS method
to analyze the emission characteristics of the pantograph
arc based on the test data.

Table 1: The test data and the EME are calculated by
different methods (dBμV/m)
Frequency

(MHz)

Radiation

model

LS

method

Improved

LS

method

Test

data

75 80.23 76.04 78.60 79.75
108 76.14 75.20 76.21 76.56
110 76.30 74.65 76.07 75.97
112 76.16 74.12 75.93 74.16
328 62.17 52.17 60.33 61.40
330 61.99 51.99 60.19 58.90
332 59.63 51.81 60.04 60.76
334 61.46 51.63 59.90 60.62
336 60.48 51.46 59.75 58.95

A. Emission characteristics of the pantograph arc

We analyzed the emission characteristics of the pan-
tograph arc when trains with the same speed pass through
the OP and ANS of the same railway. When the train
speed is about 120 km/h, calculate the parameters of the
improved LS model using 16 sample data. Calculate the
definition coefficient Kand the standard residual. If the
standardized residuals of one sample data are not con-
centrated in (−2, 2), remove the sample data and re-fit
until K is close to 1 and all standard residuals are con-
centrated in (−2, 2). Among them, the standard residual
of one sample is shown in Figure 3.

We call the pantograph arc of the train passing ANS
of the ANS arc and the pantograph arc of the train pass-
ing OP of the OP arc. The curves of E-field strength
and frequency under different positions of the railway
are shown in Figure 4. The E-field strength of the back-
ground is small and the value is the same in the entire fre-
quency band. When the train passes the ANS, the maxi-
mum E-field strength of the EME is about 37 dB higher
than when it passes the OP and is about 45 dB higher
than the background. The average E-field strength of the
ANS arc is 31 dB greater than the OP arc and about 37
dB higher than that of the background.

We analyzed the emission characteristics of the
pantograph arc when trains of different speeds pass
through the ANS. The train speeds are 120, 250, and
350 km/h, respectively. Like the above method, the
parameters of the improved LS model are calculated.
E-field strength and frequency curves of ANS arc at
different train speeds are shown in Figure 5. It can be
seen that the maximum E-field strength of the ANS arc
can reach 91 dBμV/m. The three background noises are
similar, and the average EME of the ANS arc generated
by 350 km/h train is about 3.5 dB higher than that of 250
km/h train and about 9 dB higher than that of 120 km/h
train. In addition, as the frequency increases, the speed
has less influence on EME.
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Fig. 3. Standardized residual of one ANS sample data.

Fig. 4. E-field strength and frequency curves of panto-
graph arc at different positions of the railway.

Fig. 5. The E-field strength and frequency curves of the
ANS arc at different train speeds.

VI. THE EFFECT OF THE ANS ARC ON
AIRPORT ILS

The ILS cooperates with aircraft receivers to provide
a virtual path to make the aircraft land safely. The LOC
guides the runway entrance horizontal position by trans-
mitting fan-shaped radio signals; the GS guides the ver-
tical position of the runway entrance through the radio
signal beam with an elevation angle of 2.5◦-3.5◦; the
MB provides the rough distance information relative to
the runway entrance. The airborne ILS receiver receives
the signal transmitted by the LOC, GS, and MB on the
ground. The ANS arc generated by the high-speed train
may affect the quality of the ILS signal received by the
aircraft. Take one Chinese airport as an example to ana-
lyze the influence of EME on airport ILS when the high-
speed train passes through the ANS.

A. Airport ILS electromagnetic environment require-
ments

The LOC signal and the GS signal have similar sig-
nal formats, and both adopt the composite amplitude
modulation system of 90 and 150 Hz audio amplitude
modulation, which is a combination of carrier with side-
band (CSB) signal and sideband only (SBO) signal in
space. The airborne receiver receives the signal trans-
mitted by the beacon, detects the 90 and 150 Hz audio
components from it, and outputs the difference of depth
of modulation (DDM). The DDM value can reflect the
degree of deviation from the centerline of the runway and
the GS, and equal to 0 on the centerline of the runway
and the GS. The DDM on both sides of them are sym-
metrical. The International Civil Aviation Organization
(ICAO) stipulates the deviation limit of DDM; the mini-
mum deviation error of LOC is ± 0.004 DDM and that of
GS is ± 0.006 DDM. To ensure the ILS signal does not
interfere, the ground ILS signal received by the airborne
ILS receiver must meet its signal-to-noise ratio require-
ments for the interference signal. One Chinese airport’s
ILS parameters are shown in Table 2.

B. Analysis on the EMI of ANS arc to ILS

The locations of the ILS and the ANS are shown
in Figure 6 The height of the aircraft is H, the distance
from the ANS is dn, and the glide angle is β which is
equal to 3◦. The landing point is 300 m away from the
runway entrance. Take the landing point as the origin of
the coordinates, assuming that the coordinates of ANS
are (x, y). dS, dS1, and dS2 are the distances of the aircraft
from LOC, GS, and MB, respectively.

From Figure 5, the EME maximum of the ANS
arc at 10 m is about 91 dBμV/m. We can deduce that
the EME of the ANS arc received by the airborne ILS
receiver is

En = 91−20lg
dn

10
, (13)
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Table 2: The ILS parameters
Beacon station MB LOC GS

Working
frequency, f
(MHz)

75 108.1-
111.975

328.6-
335.4

Antenna
transmit power,
P (W)

2 15 9.5

Antenna gain,
G (dB)

10 9.5 14.3

Signal-to-noise
ratio, R (dB)

23 20 20

LOC 1.2km X

Y
(x y)

3.6km

ds
dn

H

o
Runway

ANS

300m
(0, 150)

GS

ds1

MB

ds2

Fig. 6. Schematic diagram of the ILS and the ANS.

where dn is related to H, β , x, and y. It can be
expressed as

dn =

√
H2 + y2 +(H · cotβ − x)2. (14)

According to the theory of radio wave transmission,
we can deduce that the ILS signal received by the air-
borne ILS receiver is

ES = 10lgP+G−20lgd +134.8, (15)
where d is the distance between the ILS beacon on the
ground and the aircraft. dS, dS1, and dS2 are all related to
H and β .

According to (11), (13), and the ILS parameters in
Table 2, we got the curve of various signals received by
the aircraft to distance, as shown in Figure 7. During an
aircraft landing, the various signals received by the air-
craft increase as the distance decreases. The EME of the
ANS arc changes more obviously with distance.

To make the aircraft communicate with the beacon
on the ground normally, the signal-to-noise ratio must
satisfy

ES −En ≥ R. (16)
The LOC transmit power is 15 W and the antenna

gain is 9.5 dB. The distance between aircraft and LOC
is dS,

dS =

√
H2 +(H · cotβ +3.6)2. (17)

Fig. 7. Signals received by the airborne ILS receiver.

It can be deduced that the position of the ANS must
meet the following conditions:{

(x−19H)2 + y2 ≥ 0.135H2 +0.424H +0.04
|y|>√

0.135H2 +0.424H +0.04
. (18)

When the aircraft is about to land at a height of
1.5 km, the vertical distance between the ANS and the
runway must be greater than 990 m, and the horizontal
distance from the runway entrance must be greater than
29.49 km. Otherwise, the ANS arc will affect the com-
munication of the airport LOC.

The GS transmit power is 9.5 W and the antenna
gain is 14.3 dB. The distance between aircraft and GS
is dS1,

dS1 =

√
H2 +0.152 +(H · cotβ )2. (19)

To make the GS signal not be affected by the ANS
arc, we deduced that the position of the ANS must meet
the following conditions:{

(x−19H)2 + y2 ≥−0.4208H2 +0.152

|y|>√−0.4208H2 +0.152 . (20)

The MB launches a vertical cone-shaped composite
field into the air, with a signal coverage range of 60-80
m high and a lateral width of 200-400 m. The MB only
provides position information to the pilot. Take the MB
near the entrance of the runway as an example to analyze
the influence of the ANS arc on the MB signal. As shown
in Figure 6, the distance between the aircraft and MB
is dS2,

dS2 =

√
H2 +(H · cotβ −1.5)2. (21)

To make the MB signal not be affected by the ANS
arc, we deduced that the position of the ANS must satisfy{

(x−19H)2 + y2 ≥ 6.602H2 −1.197H +0.04725
|y|>√

6.602H2 −1.197H +0.04725
.

(22)
In fact, the altitude of the aircraft when receiv-

ing the MB signal is 60-80 m. Therefore, the ANS
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Table 3: Experimental results
Experiments 1 2 3 4 5 6 7 8

Position of the
N9310 (x, y)/m

(10, 205) (20, 210) (30,-215) (37, 0) (140, 100) (240,-50) (250,150) (250,205)

Test values for
DDM of LOC

0.091 0.093 0.093 0.088 0.087 0.089 0.092 0.093

Test values for
DDM of GS

0.092 0.093 0.093 0.087 0.086 0.087 0.093 0.093

arc has little effect on the MB and will not cause
EMI to the MB signal. To prevent the communication
between the aircraft and ILS from being affected during
the landing, the position of the ANS must satisfy both
(18) and (20).

C. Verification experiment

We set up an experiment to verify the above conclu-
sion. The layout of the verification experiment is shown
in Figure 8. The Avionics tester (IFR4000) transmits
DDM adjustable LOC or GS signals, and the signal gen-
erator (N9310A) as an interference signal source trans-
mits interference signal through the logarithmic antenna.
The airborne ILS receiver receives the ILS signal and
displays the received DDM.

At the beginning of the experiment, both IFR4000
and N9310A were about 10 m away from the airborne
ILS receiver. The H is set to 0.002 km and the trans-
mit power of the IFR4000 is −10 dbm. According to the
above conclusion (18) and (20), when H is 0.002 km, the
ANS position must satisfy{

(x−0.038)2 + y2 > 0.04085
|y|> 0.2021

. (23)

First, IFR4000 is connected to the logarithmic ant-
enna, sets the frequency to 108.1MHz, and transmits the
LOC signal (or GS signal) with a 0.093 DDM. Adjust the
position of the antenna so that the DDM of the received
signal is also 0.093 DDM, as shown in Figure 8.

Second, turn on the N9310A. The power is set to
91 dBμV/m, and the frequency is 108.1 MHz. So, the
frequency of the interference signal is the same as the
working frequency of the ILS, and its amplitude is the
maximum E-field strength of the ANS arc radiated.

Third, several experiments were performed by mov-
ing the position of the N9310 so that it was at different
distances from the ILS receiver. During the experiment,
record the DDM value displayed by the ILS receiver.
The test results when the N9310 is in some positions are
shown in Table 3.

The ILS communication will not be interfered with
only when the DDM error between the LOC transmitted
signal and the received signal is less than 0.004, and the
DDM error between the GS transmitted signal and the
received signal is less than 0.006. Otherwise, the com-

Fig. 8. The verification experiment. (a) The layout of the
verification experiment. (b) Parameters of the transmit-
ted ILS signal. (c) Parameters of the received ILS signal.

munication of the airport ILS will be affected.
From Table 3, in the fourth, fifth, and sixth experi-

ments, the coordinates of N9310 did not meet the safe
distance indicated by (23). The DDM emitted by the
IFR4000 is 0.093; so the DDM error of LOC is greater
than 0.004 and the DDM error of GS is greater than
0.006. In other experiments, the position coordinates of
N9310 satisfy the relationship of (23) and the DDM error
does not exceed the limit. Multiple experiments were
performed with the same results.

It can be concluded that when the ANS coordinates
satisfy conditions (18) and (20), no matter whether the
LOC signal or the GS signal is transmitted, the deviation
error of the DDM will not be out of its range. When the
ANS coordinate does not meet (18) and (20), the devia-
tion error of DDM will exceed its range. That is, the ILS
signal received by the ILS receiver will be interfered. The
experiment verified our theoretical results.

VII. CONCLUSION

We proposed a radiation model of the pantograph
arc and an improved LS method to analyze the emis-
sion characteristics of the pantograph arc. It concluded
that when the train passes through the ANS, it will gen-
erate broadband arc emission. The average EME of the
ANS arc is 31 dB higher than that of the OP arc. The
higher the speed of the train is, the greater the EME of
the ANS arc. The average EME of the ANS generated
by a 350 km/h train is about 3.5 dB higher than that of a
250 km/h train and about 9dB higher than that of a 120
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km/h train. We deduced the position limit of the electri-
fied railway ANS relative to the airport runway, and veri-
fied it through experiments. When the aircraft is about to
land at a height of 1.5 km, the vertical distance between
the ANS and the runway must be greater than 990 m, and
the horizontal distance from the runway entrance must be
greater than 29.49 km. The MB signal will not be inter-
fered with by the ANS arc. When the ANS position sat-
isfies (16) and (18), the LOC and GS signals will not be
interfered with by the ANS arc.
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Abstract – Crossing an optical waveguide requires a
beam coupling from free space to waveguide at the
entrance plane and another beam coupling from waveg-
uide to free space at the exit plane of the waveguide. The
aim of this paper is to provide a simple rule expressing
the relationship between the involved numbers of free
and guided modes that efficiently rebuild the field at each
end of the waveguide. Using a numerical program built
on Maple software, the rule was determined to be effec-
tive independently of the ratio between the beam spot
size and the waveguide radius.

Index Terms – Electromagnetic field, mode coupling,
optical waveguide.

I. INTRODUCTION

Hollow dielectric optical waveguides are widely
used in optical systems such as resonators [1, 2], opti-
cal transmission and communication systems [3], circu-
lar waveguide filters [4], and, nowadays, in integrated
optics [5].

Many authors have described light propagation in
cylindrical optical waveguides [6–9]. Transverse modes
inside a waveguide can be divided into three families:
transverse electric (TE), transverse magnetic (TM), and
hybrid (EH) modes. Each family constitutes a complete
and orthogonal set for expressing the radially symmetric
electromagnetic field in the waveguide.

Apart from the propagation inside the waveguide,
two check points need to be considered when crossing
a waveguide which are its entrance and exit ports. At the
entrance port, mode coupling occurs from free space to
confined one and vice versa at the exit port. For both ends
of the waveguide, mode coupling has been studied by
considering the ratio between the beam spot size w and
the radius of the waveguide a [10–13].

At the waveguide entrance plane, Smith [10]
described earliest experiments performed by matching

the fundamental mode from a conventional He–Ne laser
into a hollow dielectric waveguide. The incident beam
was focused in such a way that the beam waist w0
occurred at the entrance plane of the dielectric waveg-
uide. It is worth noting that Smith performed transmis-
sion measurement by matching the fundamental free
mode into the fundamental guided mode. For a good
matching, he experimentally found a ratio w0/a = 0.49
which was however considerably different from the the-
oretical ratio w0/a = 0.728 he considered.

Always for the entrance plane and as a function of
w/a, Roullard and Bas [11] gave the fraction of the cou-
pled energy from the free fundamental Gaussian mode
TEM00 into the two first waveguide modes. They men-
tioned that an efficient coupling happens at w/a = 0.502.
This value is different from the value w/a = 0.6435
that maximizes coupling with only the first-order waveg-
uide mode as given by Abrams and Chester [12] and
Tack [13].

At the waveguide exit plane, the useful approach to
release mode coupling is founded on the use of a small
number of free space modes but with a choice of a spe-
cific ratio w/a. Indeed, as mentioned by Guerlach [14],
to minimize the truncation error in expanding the field
emerging from the waveguide, a small value of the ratio
is favored. But a small w results in a large divergence of
the beam field and consequently a large truncation error.
Avoiding this constraint of the w/a ratio choice requires a
considerable number of modes with numerical problem
consequences.

To conclude, either at the entrance or at the exit
plane of the waveguide, mode coupling using a reduced
number of modes is conditioned by the choice of the
appropriate ratio w/a. Working with an arbitrary ratio,
requires a large number of modes that unfortunately
leads to numerical problems. Therefore, the question that
we ask here is about the optimum number of modes
that we should consider for realizing an efficient mode
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coupling regardless of a specific ratio w/a. To reach this
goal, a simple rule is then given in this paper.

II. THEORY AND NUMERICAL RESULTS

Let us consider a hollow dielectric waveguide with a
circular cross section of radius a, a length L, and a com-
plex refractive index ν . Assume that an incident beam is
coming in from the left side as shown in Figure 1.

Crossing an optical waveguide is carried out in
three successive steps which are: mode coupling at the
entrance plane, propagating the derived guided electro-
magnetic field along the length L inside the waveg-
uide, and finally performing mode coupling again at the
exit plane to go back to free space. Figure 2 shows
the sequence of operations undertaken in the waveguide
crossing. This process requires normalized functions for
free space and waveguide modes to be given.

In free space for the case of cylindrical symme-
try, the normalized Laguerre Gauss functions are given
by [15]

TEMpl

=

(
2

w
√

1+δ0l

√
m!

π (l +m)!

)( r
w

√
2
)l

Ll
m

(
2

r2

w2

)

× exp
{
− r2

w2 − j
kr2

2R

}{
cos(lϕ)
sin(lϕ) , (1)

where r, ϕ are the cylindrical coordinates, Ll
m is the gen-

eralized Laguerre polynomials, δ is the Kronecker sym-
bol, j is the complex number such as j2 =−1, and k is
the wave number; R and w are the phase front radius and
the spot size, respectively.

For the waveguide, the normalized hybrid functions
with circular symmetry field are [14, 16]

EH1n (r) =

{ 1√
π|J1(u1n)|a

J0(
u1n r

a ) r ≤ a

0 r > a
, (2)

where J0 and J1 are the Bessel functions and u1n is the
nth root of the former one.

Mode coupling at each end of the waveguide is
expressed using coupling coefficients Cmn. These coef-
ficients are reached by equalizing the electromagnetic
fields at both sides of the considered waveguide port and

Incident 
electromagnetic 

field 

2

Fig. 1. Incident beam to a cylindrical optical waveguide.

Waveguide

Plane2
(Exitplane)

n3 n4 n2 n1 

Plane 1
(Entrance plane)

Number of modes  

Electromagnetic field E4 E2 E3 E1 

Fig. 2. Sequence of operations undertaken in waveguide
crossing.

they are given by [14]

Cmn = 2π
∫ a

0
r TEMm (r) HEn (r)dr. (3)

As shown in Figure 2, mode coupling occurs at
plane 1 using a number of excited guided modes n2 and
at plane 2 using a number of excited free space modes n4.
Simple rules giving the optimum n2 and n4 numbers for
an efficient mode coupling are then the subject of Sec-
tions II-A and II-C.

A. Rule for mode coupling at the waveguide entrance
plane

The field equality E1=E2 inside the waveguide
opening, at the entrance plane, is required for an efficient
mode coupling. At both sides of this plane, the electro-
magnetic field is

E1 (r)=
n1

∑
m=1

am TEMm(r), (4)

for the free space and

E2 (r)=
n2

∑
n=1

Cn EHn(r), (5)

for the waveguide.
The integers n1 and n2 are the number of free

space and waveguide modes, respectively; am represents
the expansion coefficients of the incoming free field,
whereas Cn are the derived expansion coefficients of the
calculated guided field using eqn (3):

Cn= 2π
n1

∑
m=1

am Cmn. (6)

Table 1 gives, for each given number n1 of the used
free space modes, the optimum number n2 of waveguide
modes which allows an efficient mode coupling at the
waveguide entrance plane. This result is achieved for dif-
ferent w/a ratios.

The plot n2 versus n1 is illustrated by the point curve
in Figure 3.

Applying the mathematical fit instructions of Maple
software using the data from Table 1, the appropriate
function n2= f (n1), shown in solid line in Figure 3, is
deduced and the following rule for mode coupling at the
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Table 1: Optimized number n2 of waveguide modes as a
function of the number n1 of the used free space modes

n1 n2

3 7
8 8
11 9
15 9
19 10
25 12
38 13
45 15
60 17
80 19

100 21

Fig. 3. Optimized number n2 of waveguide modes as a
function of the number n1 of the used free space modes.

waveguide entrance plane is obtained:

n2=

⌊
2
(√

n1+
2√
n1

)
+1
⌋
, (7)

where the notation ��� is the floor function.
For different n1 and according to this rule, Fig-

ure 4 shows a very good agreement in field superpo-
sition for mode coupling at the entrance plane of the
waveguide.

The results shown in Figure 4 (a)–(c) have been
computed with w/a = 0.91, w/a = 0.8, and w/a = 0.66,
respectively. But we emphasize that for each case, and
thanks to the rule, an efficient mode coupling has been
confirmed for other arbitrary ratios w/a.

B. Propagation inside the waveguide

Attenuation and relative phase shift of the propa-
gating field, over a distance l through the waveguide,
are calculated by multiplying each guided mode by
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Fig. 4. Superposition of transverse intensity patterns at
the waveguide entrance plane with a = 0.6 mm for (a) n1
= 1, (b) n1 = 13, and (c) n1 = 35.

the corresponding element of the following diagonal
matrix [14]:
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where δmn is the Kronecker symbol, k = 2π/λ , u1m is

the mth zero of J0 and vn = [v2+1]/2
[
v2−1

] 1
2 where

ν is the complex refractive index of the waveguide
material.

Figure 5 shows the electrical field intensity in differ-
ent positions inside a cylindrical optical waveguide.

2 cm 3 cm 4 cm 5 cm 6 cm 7 cm 

r/a
 

1 
-1

 

Fig. 5. Transverse intensity patterns at different positions
inside an optical waveguide of length L = 7 cm and a =
0.6 mm.

C. Rule for mode coupling at the waveguide exit plane

Here, the set of waveguide modes must be coupled
to a set of free space modes. The field at the left side of
the waveguide exit plane is

E3 (r) =
n3

∑
n=1

CGn EHn(r), (9)

where the integer n3 is the number of the waveg-
uide modes, which is equal to n2 obtained from eqn
(7), and the CGn coefficients are calculated using
eqn (8).

The field at the right side of the waveguide exit
plane is

E4 (r) =
n4

∑
m=1

Cm TEMm(r), (10)

where Cm are defined in eqn (6) and the integer n4 is the
considered number of the TEM modes.

Table 2 shows, for each given number n3 of the used
waveguide modes, the optimum number n4 of free space
modes which allows an efficient mode coupling at the
waveguide exit plane. This result is achieved for different
w/a ratios.

The plot n4 versus n3 is illustrated by the point curve
in Figure 6.

Applying the mathematical fit instructions of Maple
software, using the data from Table 2, the appropri-
ate function n4= f (n3) is deduced and the following
rule for mode coupling at the waveguide exit plane is
obtained:

n4 =
⌊
0.35 n2

3 +1
⌋
. (11)

Table 2: Optimized number n4 of free space modes as a
function of the number n3 of the used waveguide modes

n3 n4

7 16
8 21
9 29

10 36
11 40
12 55
14 70
17 100
19 130
22 175
25 219
30 316

Fig. 6. Optimized number n4 of free space modes as a
function of the number n3 of the used waveguide modes.

Figure 7 shows mode coupling according to this rule
for different values of n3.

The results shown in Figure 7 (a)–(c) have been
computed with w/a = 0.58, w/a = 0.5, and w/a = 0.8,
respectively. As mentioned in Section II-A, we con-
firm that for each case, and thanks to the rule, an effi-
cient mode coupling has been verified for other arbitrary
ratios w/a.

It should be noted that at both ports of the waveg-
uide and according to the rule, mode coupling goes suc-
cessfully independent of the ratio w/a for values out-
side the range 0.45 < w/a < 0.73 applied by differ-
ent authors [10–14]. Indeed, the rule works very well
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Fig. 7. Superposition of transverse field distribution at
the waveguide exit plane with a = 0.6 mm for (a) n3 = 7,
(b) n3 = 10, and (c) n3 = 25.

at least in the range 0.3 < w/a < 0.9 which is more
useful.

D. Field beyond the optical waveguide

Propagation through free space beyond the waveg-
uide of the emerged field considered in Figure 7 is shown
in Figure 8.

We underline that beyond the waveguide, propaga-
tion through any optical path, composed by an apertured
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Fig. 8. Transverse distribution of the field shown in Fig-
ure 7 (b) at (a) z = 15 mm and (b) z = 95 mm beyond the
optical waveguide, respectively, and (c) axial field distri-
bution for the fields shown in Figure 7.

first-order optical system, can be achieved using the
ABCD law and the generalized Gouy phase (GGP) shift
[16–19].

III. CONCLUSION

In this paper, waveguide crossing has been solved
by giving a simple rule for an efficient mode coupling at
both ends of a cylindrical optical waveguide. Using the
optimum number of modes given by the rule, crossing of
the optical waveguide is achieved successfully regardless
of the constraint of the ratio between the beam spot size
and the waveguide radius.
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