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Abstract � A microwave tomography imaging 
system, which uses a hybrid binary-real genetic 
algorithm (GA) is described in this work. This 
method utilizes global optimization for solving the 
inverse scattering problem based on hybrid version 
of GA, which is the combination of both real and 
binary-coded GA. This method is principally 
aimed at breast imaging for the detection of 
malignant tumors. The proposed technique is 
based on a time-domain inverse solver, which uses 
the multi-illumination technique and includes the 
dispersive and heterogeneous characteristic of the 
breast tissues. In this algorithm, real-coded GA 
acts as a regularizer for binary-coded GA and 
rejects the non-true solutions. The proposed 
technique is validated using a numerical breast 
phantom created based on magnetic resonance 
imaging (MRI) of actual patients. The results are 
compared with non-hybrid binary and real GAs 
and the superior efficiency of the proposed method 
over the methods that solely employ real or binary 
GA is illustrated. 

Index Terms - Breast cancer imaging, 
heterogeneous and dispersive breast tissue, hybrid 
binary-real GA optimization, inverse scattering 
problem, and microwave tomography. 

 
I. INTRODUCTION

Traditional inverse scattering methods usually 
remove the ill-posed solutions by assuming a 
smooth profile [1]. This often causes the removal 
of the correct solution because in many 
applications, such as breast imaging, the dielectric 
profile being imaged is not smooth. In this paper, a 
new approach for treating the ill-posedness is 
proposed that uses a-priori information for 
regularization. It involves incorporating realistic 
assumptions about the breast, based on the 
measurements of breast dielectric properties. The 
authors developed the numerical simulation 
method based on the frequency dependence finite-
difference time-domain ((FD)2TD) and binary-
coded genetic algorithm for detecting breast 
cancer [2]. The contribution of this paper is to 
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demonstrate the ability of microwave tomography 
(MWT) technique, based on numerical methods 
for solving partial differential equations (PDEs) 
such as (FD)2TD and global optimization methods 
such as real and binary coded genetic algorithm 
(GA). To the best of our knowledge, this is the 
first attempt in using the combination of (FD)2TD 
and hybrid GA to reconstruct the location, shape, 
and dielectric properties of heterogeneous and 
dispersive media.  

The previous technique presented in [2] uses 
(FD)2TD and binary GA for reconstructing the 
image and it works for simple structures of tissue 
composition. The RGA in the hybrid GA 
technique presented in [3] was based on 
optimizing two variables (permittivity and 
conductivity values) for each cell within the search 
space, while in the current paper the RGA is based 
on optimizing only one parameter (water content). 
In this paper the proposed technique is extended to 
objects with large distribution of dielectric 
properties, which includes the water dependency 
of dielectric properties of breast tissues using 
(FD)2TD/hybrid-GA. Furthermore, the examples 
in previous paper were only hypothetical cases, 
while in this paper the proposed technique is 
evaluated using model driven from magnetic 
resonance imaging (MRI) data. In [4] the authors 
evaluated the real and binary GA with respect to 
the speed of convergence for limited number of 
generations for microwave imaging. The study of 
noise effects on (FD)2TD/GA algorithm for 
solving the inverse scattering problem for 
heterogeneous and dispersive object is presented 
in [5].  

The paper is organized as follows: in section 
II, we provide the notation and methodology. In 
section III, we cast the MWT problem as an 
optimization problem, where in an appropriate 
cost-function is to be minimized. Within this 
framework, we explain the use of hybrid GA as an 
optimization method in details. Section IV shows 
inversion results from synthetic data, followed by 
conclusion in section V. 

 
II. METHODOLOGY 

The problem's geometry is depicted in Fig. 1 
where � is the imaging domain (or search space 
domain), which is occupied by single or multiple 
scatterers and V is the problem domain where the 
scattered field is collected. The Object of Interest 

(OI) is surrounded by measurement probes that 
areable to acquire samples of the scattered field 
outside the imaging domain at the observation 
points. 

 

 
 
Fig. 1.Geometry of the MWT. 
 

The region � is illuminated by a set of 
transverse magnetic (TM) fields (incident fields), 

denoted by inc
iE , i=1,2,3,...,N (N is the maximum 

number of illumination angles). The scattered field 
is measured around the object. The value of the 
scattered field is denoted by )(rE scat

ij , j=1,2,...,M, 

and i=1,2,3,...,N where the index j denotes the jth 
measurement point (observation point), located at 
different angles around the object. Since there are 
M measurement points and N incident angles, the 
scattered field can be stored in a matrix of size 
N×M. In this paper, we consider the OI to be 
infinitely long in the z-direction (this creates a 2D 
problem). This approximation is made for 
efficiency in terms of runtime and memory. In 
fact, the behavior of the electric field within a 2D 
environment can be repeatedly evaluated very 
quickly, while this evaluation is much slower for 
3D problems. This allows the iterative imaging 
algorithm to converge to a solution in a reasonable 
amount of time. In the framework of 2D inversion 
algorithms, we consider the TM polarization for 
illumination. In particular, we consider TM to z 
(TMz). This polarization is often used for 2D 
MWT [6, 7]. It should be noted that there is recent 
evidence that TE (transverse electric) polarization 
might provide better imaging results [8], however 
to the best of the author’s knowledge, there is 
currently no TE MWT system capable of 
collecting all three components of the field. 
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III. MWT METHOD USING (FD)2TD
AND GA 

MWT is based on solving an inverse scattering 
problem. The most common way to solve the 
inverse scattering problems is to formulate it as a 
minimization problem. The cost-function is 
evaluated using the difference between the 
measured and predicted scattered fields for a 
particular choice of the material parameters 
(equation (1)). We propose to calculate the 
simulated scattered field at the observation points 
using ((FD)2TD). This method has been selected 
due to the fact that the dispersive characteristic of 
material can be easily taken into account [9-12]. 
The GA is chosen for global optimization methods 
for optimizing the cost-function. The reason stems 
from the fact that the GA is able to deal with 
discrete cost-functions with multiple minima and it 
is possible to parallelize it so it reduces the 
computational time barrier in using global 
optimization. Equation (1) shows the proposed 
cost-function, 

2

1

. . 2
, , , ,

. 2
1 1 , ,

( )1

( )

meas simufN M
m f i m f i

meas
i f f m m f i

E E
fitness

N E� � �

�
� � � ��

    

(1) 

where .
,,

meas
ifmE is the measured scattered electric 

fields, .
,,

simu
ifmE  is the simulated scattered fields 

corresponding to the estimated dielectric 
properties of the imaging domain obtained by 
performing a forward simulation, M is the total 
number of observation points, and N is the total 
number of transmitters. In equation (1), f refers to 
different frequencies within f1 to f2 sampling 
frequency band. Increasing the number of 
observation points increases the possibility of 
convergence; however, there is a practical limit on 
the number of observation points. This is due to 
the limited space and mutual coupling between 
antennas. To mitigate the ill-posedness of the 
problem, a multi-illumination system is adopted to 
collect sufficient amount of data. This approach is 
based on the use of illuminating electromagnetic 
source at multiple angles around the observation 
domain where the scattered electromagnetic field 
is measured. Mainly, by illuminating the OI with a 
source at multiple angles, different values of the 
scattered field are measured. 

 
 

A. Hybrid genetic algorithm 
In inverse problem we propose to find the 

solution by minimizing the cost-function by using 
hybrid GA. Hybrid GA combines two different 
GAs: binary-coded GA (BGA) and real-coded GA 
(RGA). The BGA and RGA will be discussed 
separately in the following sections and then we 
will introduce the hybrid GA, which is the 
combination of BGA and RGA. 

 
1) Binary-coded GA (BGA):  
In BGA optimization, the region is discretized 

into a number of cells (n). One gene is the type of 
the specific material and it is distinguished by the 
Debye parameters. We designed a BGA that 
considers only limited material types taken from a 
look-up table, instead of randomly selecting the 
dielectric properties. The look-up table is created 
based on a-priori information and can be modified 
for different applications. Since the optimization 
variables are discrete with integer values, a coding 
procedure is needed. Each tissue type is 
represented by a string of q bits, where q=log2(L) 
and L is the total number of different tissue types. 
For example, if we assume four tissue types (fatty, 
transitional, fibro-glandular, and malignant 
tumour) then L=4 and q=2. After the 
discretization of the investigation domain (Fig. 2), 
the number of cells (n) multiplied by the number 
of bits (q) (that is assigned to each material) will 
be the size of one chromosome (q×n). Therefore, 
if the OI is divided into n cells and in the look-up 
table for each material, two bits are assigned, then 
the size of the chromosome will be 2n bits. The 
number of unknowns for optimization depends on 
the number of cells in the investigation domain. 
Generally, in BGA, as the number of parameters 
increases, the convergence rate decreases and the 
memory requirement increases. 
 

2)  Real-coded GA (RGA) 
In RGA optimization, the chromosome is a 

floating point number. In the proposed RGA the 
enclosed imaging domain is discretized into the 
same number of cells as BGA. Each cell 
corresponds to a tissue type. Tissue types are 
differentiated based on their dielectric properties 
using Debye model [13, 14] (see Table I). 
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Fig. 2. Discretized the imaging domain for MWT. 
 

Therefore each cell has a set of Debye parameter 
(Djj=1,2,..n). j is the index to the cell location 
(Fig. 2). In conventional RGA, each element is 
initialized with parameters within the desired 
range. Depending on the application, the boundary 
of the permittivity and conductivity is determined. 
Each gene is a random number picked from a 
uniform distribution: (�1<�j<�2) and (�1<�j<�2), 
where �1 and �2 are the minimum and maximum 
possible values of the relative permittivity and �1 
and �2 are minimum and maximum values for 
conductivity. It should be noted that this maximum 
and minimum number can be defined at a single-
frequency, which will not work for a dispersive 
object. Each gene represents a variable of the 
problem without any coding or decoding 
procedure. An array of genes that shows the 
dielectric properties distribution for an entire 
imaging domain makes a chromosome. Therefore, 
for n cells each chromosome has n floating point 
numbers. Increasing n means that the resolution of 
imaging domain, and therefore, the search space is 
increased. 
 

3)  Hybrid GA (HGA):  
The RGA-based procedure is very slow to 

converge, and the BGA-based procedure is not 
able to “fine-tune” the optimum solution. Each of 
them has some advantages and disadvantages. In 
fact, the RGA alone might be able to converge to 
the solution, but it is a laborious and time 
consuming process. On the contrary, the proposed 
BGA requires a limited number of possible 
dielectric properties that may not be realistic in 
some applications. To overcome these problems, a 

hybrid method (HGA) combining the BGA and 
RGA is introduced. 

Figure 3 shows the block diagram of our 
proposed HGA optimization method. Since the 
inverse scattering is an ill-posed problem, the 
solution is non-unique. Therefore, to reduce the 
search space and regularize the problem, we 
combined BGA and RGA. First, we start with a 
BGA procedure until a given stop condition is 
reached, and then the best candidate solutions 
found by BGA are chosen as an initial estimate in 
the first generation of RGA. One of the most 
critical points for accuracy in image reconstruction 
is the ability to accurately measure the field at the 
observation points. Moreover, measurement is 
always under the influence of external 
electromagnetic artifacts, which might change the 
measured scattered field. As well, due to the 
instability of the inverse problem, the image 
accuracy might decrease and non-real solution 
might be resulted by the reconstruction methods. 
However, the fine-tune capability of RGA in 
hybrid BGA/RGA improves the image accuracy in 
the presence of noise in the measurements. We 
recommend the HGA inverse solver for those 
applications that deal with complex and large 
distribution of dielectric properties. 

 
 
 
 
 

 
 
 

 
 
 
 
 
 
 
 
 
Fig. 3. Block diagram of HGA optimization 
method. 
 

IV. INVERSION RESULTS 
While the ultimate test of any inversion 

algorithm must involve experimentally collected 
scattered fields, for validation purpose it is very 

Binary GA optimization 

Real GA 
optimization 

Real GA 
optimization 

Real GA 
optimization 

Map of dielectric properties 

Map of tissue type  Map of tissue type  Map of tissue type  

Map of water content Map of water content Map of water content 

Map of dielectric 
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Map of dielectric 
properties 

Map of dielectric 
properties 

Compare 
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useful to have a synthetic data set where the true 
image is known. We have created synthetic 
scattered data from a breast model that include a 
tumour. This application has been chosen due to 
the heterogeneous structure and dispersive 
characteristics of the breast. However, the 
proposed technique can be applied to many other 
applications. In the MWT imaging technique for 
breast cancer detection, the patient lies in prone 
position and the transmitter and receiver antennas 
are located on a circle around the uncompressed 
breast (Fig. 4). One antenna transmits a short, low-
power microwave pulse and the receiver antennas 
collect the scattered field around the breast. The 
scattered signals are then processed to create a 
two-dimensional image. While a realistic model of 
the numerical breast phantom should be three-
dimensional, two-dimensional models are quite 
prevalent mainly due to their simplicity [6, 7]. 
Also, a three-dimension image can be generated 
using a set of two-dimension images.  

 

 
 

Fig. 4.Clinical imaging system configuration for 
MWT. 

 
For simulations in this paper, the following 

parameters have been used. The mesh used for 
(FD)2TD simulations consists of 600 × 600 pixels 
chosen based on the size of the breast. The cell 
size (for inversion) is � = 0.5 mm, which is �/10 
(where � is the effective wavelength in the breast 
tissues at f=10GHz), and the time step is �t=0.8ps. 
Increasing the resolution for the inversion will 
increase the size of the search space, and 
consequently, the computational cost. We utilized 
multiple-frequencies in our techniques for the 
frequency band between 3 GHz�10GHz, in 1 GHz 
steps. To enhance the accuracy of the image and 
reduce the ill-posedness of the problem, four 
different incident angles (0o, 90o, 180o, and 270o) 

have been used (the plane wave rotates 90o for 
each measurement). With respect to the number of 
the receivers, increasing the number of receivers 
provides more information about the object at 
almost no computational cost. In these simulations 
there are 100 observation points located in the far-
field zone, and the time domain scattered field is 
measured on a circle around the numerical breast 
phantom with uniform spacing in the step of 3.6o. 
From a practical point of view, using 100 probe 
positions at the observation points around the 
breast may not be possible in reality due to the size 
of antenna and mutual coupling between them. We 
chose this number for the proof of concept. Since 
we are interested in creating an image of the inner 
structure of objects,we limit our search space to 
only the interior of the object. In order to do this, 
information about the position, dimension, 
orientation, and surface of the object is required. 
This information can be found using surface 
detection methods [16, 17]. This information will 
be used in the inverse program in order to 
discretize only inside the object. 

The dielectric properties of different tissue 
types, including normal, malignant, and benign 
breast tissues were obtained from reduction and 
cancer surgeries, in the frequency range of 0.5 
GHz�20GHz, performed by Lazebniket al. [13, 
14]. Figure 5 shows the dielectric properties of 
different breast tissues created based on Debye 
model having different levels of water content for 
3 GHz�10GHz. As can be seen in this figure, 
breast tissues may exhibit very low to very high 
loss at microwave frequencies. These variations 
depend on the tissue type, and more precisely, on 
the water content. The water dependency of 
dielectric properties of breast tissues can be 
efficiently described in (FD)2TD numerical 
method by using the single-pole Debye model 
[15], 

0
0 0

( )
1

s sj
j

� � �� � �
�� ��

	
	

�
� 
 �


                
(2)  

where �0 is the permittivity of the free space, �s 
and �� are the dielectric constants at zero (static) 
and infinite frequencies, respectively. �s is the 
conductivity at low frequency, � is the angular 
frequency, and 	0 is the relaxation time constant. 
In order to simplify the problem, the breast tissues 
are divided into seven groups: three different 
groups of fibro-glandular tissues, three different 
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groups of fatty tissues, and one transitional group 
(Fig. 5). Each group has an upper bound and a 
lower bound value of dielectric properties, 
depending on the amount of water content and the 
frequency. The dielectric properties can be given 
by, 

( ) ( ) (1 ) ( )u lp p� � � � � �� 
 �
             

(3) 

( ) ( ) (1 ) ( ),u lp p� � � � �� 
 �             (4) 

where the parameter p is a coefficient showing the 
percentage of water content and it can vary 
between [0-1], �u and �u are the relative 
permittivity and conductivity at the upper bound, 
respectively, and �l and �l are the relative 
permittivity and conductivity at the lower bound 
of the corresponding group at a specific frequency, 
respectively.  

Therefore, by substituting equations (3) and 
(4) into the first-order Debye formula the 
parameters of the Debye model become functions 
of both water content and the dielectric properties 
of the lower and upper bounds of each group, can 
be defined as,  

 

s us sl slp p� � � �� 
 �

                

(5) 

,u l lp p� � � �	 	 	 	� 
 �                 (6) 

,s us sl slp p� � � �� 
 �                   (7) 

where �su and �sl are conductivity at the upper and 
lower bounds of the corresponding group, 
respectively, ��u and ��l are permittivity at infinite 
frequency for the upper and lower bounds of the 
corresponding group, and �su and �sl are relative 
permittivity at zero frequency for the upper and 
lower bounds of the corresponding group, 
respectively. The single-pole Debye parameters 
for the breast tissues are based on the results 
described by Zastrowet al. [18, 19]. At this point, 
by substituting the new parameters of the Debye 
model, the water content dependency has been 
included in (FD)2TD program.  

In the following example, we examined the 
HGA for solving the inverse scattering problem 
for breast cancer imaging. The HGA is divided 
into two steps of optimization. At the first step, the 
BGA is employed in order to determine the type of 
the tissue for each cell of search space. In the 
second step, by using RGA, percentages of water 
content is found. In the BGA, the look-up table 
consists of first-order Debye parameters for four 
different tissue types: fibro-glandular, fatty, 
transitional, and malignant tissues with the water 

content percentage of 50 %, given in Table I. Note 
that in this table we combined all three groups of 
fibro-glandular tissues into one group of fibro-
glandular tissue and all three groups of fatty 
tissues into one group of fatty tissue and we chose 
the Debye parameters of the corresponding tissue 
with 50 % water content. 

 

 
(a) 

 
(b) 

 
Fig. 5. Debye model of breast tissues dielectric 
properties (a) conductivity and (b) permittivity. 

 
Table I. Look-up table of the Debye parameters 
for the BGA.  
Medium Fat Transitional Fibro- 

glandular 
Malignant 

�� 4.33 22.46 52.02 76.17 
�s 2.98 8.48 14.00 25.52 
�s(S/m) 0.02 0.23 0.78 1.20 
�0 13.0 13.0 13.0 13.0 

 
The BGA optimization stops when the fitness 

value does not improve after some number of 
generations. Then, the best individuals of the last 
generation in terms of fitness value are passed to 
the second stage of the optimization, which is 
RGA. After the process of BGA, the behavior of 
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the best fitness values at different generations for 
each individual are studied to choose those 
individuals that show an increase in the fitness 
value consistently, and they were passed to RGA. 
This selection can decrease the chances of getting 
stuck in a local minimum and can increase the 
chance of finding the global optimum solution. For 
the RGA, the look-up table consists of first-order 
Debye parameters from the upper to lower end of 
the range for four different types of breast tissue 
(Table II).  

 
Table II. Look-up table of the Debye parameters 
for the RGA. 

Medium Fat Transitional Fibro- 
glandular 

Malignant 

��u 3.987 12.990 23.200 9.058 
�su 7.535 37.190 69.250 60.360 
�su(S/m) 0.080 0.397 1.306 0.899 

��l 2.309 3.987 12.990 23.200 
�sl 2.401 7.535 37.190 69.250 
�sl(S/m) 0.005 0.080 0.397 1.306 

�0(ps) 13.0 13.0 13.0 13.0 

 
In this stage, for those individuals that are 

chosen by BGA, the tissue types remain constant, 
but the percentage of water content (p) can vary 
between 0% and 100%. RGA uses pii=1,2,...n as 
genes. A combination of n gene gives a 
chromosome, where p is a floating point number 
between 0 and 1. Then equations (3), (4), and 
Table II are used to find tissue properties.  Figure 
6 shows a sub-sampled version of a cross-section 
of an MRI in the numerical breast phantoms 
repository of [20]. The measurement scattered 
field values are replaced by simulated data 
(hypothetical measured data) obtained by the 
Richmond method [21] to avoid the inverse crime. 
A 2D cross-section of a breast is divided into 18 
equal regions.  

In the first stage of the optimization process, 
typical Debye parameters are assigned to each 
category of the tissue type (fatty, transitional, 
fibro-glandular) assuming 50 % water content 
(Table I). Then, the BGA is used to find the tissue 
type. The best 4 solutions are then passed to the 
second stage where the RGA is used to find the 
water content. In this stage, the search space is 
limited to the range of the dielectric properties of 
each tissue type. After 200 generations of the 
RGA, the best candidate is chosen for further 
calibration and the other three candidates are 

removed from the optimization process. For the 
winning candidates, the GA runs for 300 more 
generations to obtain the final result. Parallel 
programming is used in RGA [22, 23].  

 
(a) 

 
(b) 

 

Fig. 6. (a) Relative permittivity and (b) 
conductivity of the numerical breast phantom 
obtained by sub-sampled breast MRI at f = 6 GHz. 

 
Figure 7 (a) shows the average fitness value of 

the solutions of the BGA over 200 generations. 
Figure 7 (b) shows the improvement of the 4 
candidates after 300 generations. The fitness value 
of one of the candidates significantly improves 
while for the other 3 do not show a significant 
improvement. This implies that for those 
candidates, the tissue type was not predicted 
correctly in the first stage. Figure 8 shows the 
reconstructed dielectric properties of the phantom 
shown in Fig. 6. It shows that the hybrid technique 
was able to correctly recognized the tissue types 
but the amount of water content was slightly 
different from the original image. This is due to 
the limited number of generations that we 
considered in this example.  
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(a) 

 
(b) 

 

Fig. 7. (a) Trajectory of the fitness value of the 
best individual in the BGA and (b) trajectory of 
the fitness value of the 4 candidate solutions 
passed to RGA.  
 

Two other optimization methods using BGA 
only and RGA only are implemented for 
comparison purposes. The hybrid method overall 
performs (4 (angle) × 30 (individual) × 200 (BGA 
generation) + ( 4(angle) × (individual) × 300 
(RGA generation) = 60,000 function evaluations. 
In order to be comparable with the hybrid method, 
the BGA and the RGA should run for 500 
generations with 30 individuals in each iteration. 
This results in 60,000 function evaluations. In this 
case, we used Table I for BGA and for the RGA, 
we considered the reconstructed relative complex 
permittivity within physical ranges 1.0 
 �r 
 80.0 
and 0.0 
 � 
 15.0 S/m, with one decimal point 
accuracy. Figure 9 shows the result of the BGA 
and the RGA after 500 generations. Neither of 
these methods (RGA alone or BGA alone) was 
able to converge to the right solution within 500 
iterations. In addition, because four cases are 
optimized in parallel by RGA, the hybrid method 
is faster than both BGA and RGA alone. The 

convergence of the examples provided in this 
paper by using 64 nodes and 64G RAM took 
around four hours and thirty minutes. 

 

 
(a) 

 
(b) 

 
Fig. 8. Result of the HGA method for the 
numerical phantom of Fig. 6 (a) permittivity and 
(b) conductivity at f = 6 GHz. 
 

In breast imaging, the typical range of the 
dielectric properties is limited and is determined 
by a-priori knowledge about the tissues existing in 
the breast. By limiting the search space to first 
finding the tissue type and then finding the water 
content for a specific tissue type, the proposed 
method decreases the possibility of the non-
physical solutions from the search space. This is 
an advantage over many of the local optimization 
methods used in inverse scattering, and those that 
use a regularization terms with smoothing effects. 
Additionally, the proposed method is potentially 
able to reconstruct sharp profiles, which occur 
frequently in breast imaging. 

0 20 40 60 80 100 120 140 160 180 200
-70

-60

-50

-40

-30

-20

-10

0

Number of iteration

F
it

n
e

s
s

 v
a
lu

e

Best individual in the BGA

0 50 100 150 200 250 300
-9

-8

-7

-6

-5

-4

-3

-2

-1

0

Number of iteration

F
it

n
e

s
s

 v
a

lu
e

4 candidate solutions in RGA

1012 ACES JOURNAL, VOL. 28, No. 11, NOVEMBER 2013



From a practical point of view, the use of the 
2D-TM approximation for what is really a 3D 
problem will introduce modeling error into the 
utilized inversion algorithm. Therefore, the 
modeling calibration is required to reduce the 
error. While reducing the model error is feasible, it 
needs substantial additional work that is beyond 
the scope of this paper. In this section, we propose 
ways to do the modeling calibration. Modeling 
calibration is the process of adjusting the raw 3D 
scattered field data such that it can be effectively 
employed by the approximate 2D models upon 
which the inversion algorithms are based. To 
reduce this modeling error, effort needs to be 
placed on calibrating the 3D model into 2D 
approximation. We need to introduce a calibration 
step (modeling calibration) in order to eliminate 
some of the experimental errors affecting field 
measurements, such as antennas, mutual coupling 
between co-resident non-active antennas, and the 
effects of boundaries on antenna characteristics. In 
order to calculate the calibration factor, we should 
have modeled the entire setup including the 
antennas and boundary using a more accurate (but 
much slower) 3D numerical technique for a given 
chamber configuration and the calibration factors 
should be provided as an input to the inversion 
algorithms without slowing them down. This 
procedure of simulating the 3D of the entire 
imaging chamber can be expedited using 
symmetric algorithm [24]. The modeling 
calibration is made for efficiency, because the 
behavior of electric fields within a 2D 
environment can be easily described with 2D 
FDTD and it can be repeatedly evaluated very 
quickly (when compared to a much slower 3D 
techniques) allowing the iterative imaging 
algorithms to converge to a solution in a 
reasonable amount of time. 

 
V. CONCLUSION 

In breast imaging, the typical range of the 
dielectric properties is limited and are determined 
by a-priori knowledge about the tissues existing in 
breast. By limiting the search space to first finding 
the tissue type and then finding the water content 
inside the range of the dielectric properties of that 
tissue type, the proposed method enables non-
physical solutions to be removed from the search 
space. This is in contrast with many of the local 
optimization methods that are used in inverse 

scattering, which use a regularization term with 
smoothing effects. Hence, the proposed method is 
potentially able to reconstruct sharp profiles that 
occur frequently in breast imaging. 

In conclusion, the proposed hybrid binary-real 
genetic algorithm increases the convergence speed 
in the application of microwave imaging for breast 
cancer. This method uses a-priori knowledge of 
the dielectric properties of the breast tissue and 
inherent advantage of binary GAs in discrete 
search spaces and real GAs in continuous search 
spaces.  

 

 
(a) 

 
(b) 

 
Fig. 9. Result of the (a) RGA and (b) BGA 
methods for relative permittivity at f = 6 GHz. 
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Abstract � This work presents tomography of 
breast cancer tumor margins in the terahertz 
frequency band. The discrete dipole approximation 
is employed to calculate the electromagnetic fields 
scattered from simulated heterogeneous breast 
tumors. Two-dimensional Comedo with necrotic 
core and papillary breast tumor patterns are 
computer-generated for this investigation. The 
Rytov approximation is applied to terahertz 
scattered field data calculated at a line of receivers 
in the far field from the samples. The obtained 
tomography images demonstrate a potential for 
terahertz frequency for identifying and assessment 
of breast cancer tumor margins.  

  
Index Terms – Breast cancer, discrete dipole 
approximation (DDSCAT), Rytov tomography, 
and terahertz imaging. 

 
I. INTRODUCTION 

In the conservative treatment of sufficiently 
small breast tumors, lumpectomy is the preferred 
procedure for excising cancerous tissues. In this 
treatment, the tumor is removed via surgery in 
addition to a few millimeters of healthy tissue 
surrounding the tumor. The margins of this 
removed tumor are examined by pathologists via 
histo-pathological analysis and classified into one 
of three types. A positive margin indicates that 
cancerous tissue exceeds the edge of the healthy 
margin; a negative margin indicates that there is 
no cancerous tissue within 1-2mm of the edge; and 
a close margin indicates that the cancerous tissue 
lies less than 1 mm of the margin boundary but 
does not exceed it. In the case of a positive or 
close margin identified in the excised tissue, a 

second surgery is required to remove the 
remaining cancerous tissues. 

However, pathology analysis of these margins 
generally requires several days in order to be 
processed fully, meaning that any secondary 
procedure will require the patient to return at a 
later date. Furthermore, it is reported in [1] that up 
to 20-70 % of the time, pathology reports indicate 
the presence of positive margins following the 
lumpectomy. It is also mentioned that the need for 
a second surgery at a later date increases the risk 
of patient breast disfigurement, increases the 
resource burden on the patient, and decreases 
patient morale and confidence in the surgeon [1]. 

As reported in [2], an ideal technique for 
improving cancer margin assessment would be 
able to analyze the excision intra-operatively with 
a sensing depth of at least 1-2 mm. It would 
furthermore need to provide a 3D image of the 
tumor surface that is easily read by a surgeon in 
the operating room. The developed technique 
would need to be accurate enough to reduce 
repeated surgery rates by allowing surgeons to 
detect and remove cancerous tissue within the 
same procedure as the lumpectomy. 

Recently, the terahertz (THz) frequency range 
has been suggested as a potential tool in the use of 
cancer detection and classification [3-5]. THz 
imaging is attractive for its ability to penetrate 
materials to a depth of several millimeters, giving 
it an advantage over optical techniques in 
addressing the concerns reported in [2]. Terahertz 
waves also lack the polarization energy of x-rays, 
making them more attractive for in vivo 
applications, as well as having a higher resolution 
than microwave imaging. The THz range from 
0.01 THz to 2 THz has been shown to be 
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particularly useful for cancer detection due to 
noticeable differences in electrical properties 
between cancerous and healthy tissue in tumors 
taken from the breast and colon [3-5]. The 
assertion of inherent contrast of cancerous cells at 
high frequency has also been suggested in model-
based photonics for the early detection of breast 
cancer [6]. However, the focus of this work is the 
use of a numerical THz model based on the 
discrete dipole approximation (DDSCAT). 
Additionally, the model is not for detecting breast 
tumors but for investigating the scattering from 
excised cancerous tissue in the terahertz band. 

The authors of this work conducted 
preliminary experimental THz measurements from 
very few excised breast tissue samples fixed in 
formalin and embedded in paraffin (FFPE) [7]. 
The experimental THz imaging measurement 
reported in [7] was based on the directly reflected 
electric field from flat tissue samples. While the 
reported THz images in [7] were not adequate to 
assess tumor margins or cancer regions, the 
conclusions motivated the authors to first conduct 
modeling and simulation of the problem before 
proceeding further with the experimental work.  
An abstract of the current work has been 
previously presented in conferences [8, 9].  

The goal of this paper is to simulate the 
tomography problem of cancer margins in order to 
understand the strengths and limitations, if any, of 
THz techniques for this application. The idea is to 
employ a modeling technique to calculate 
scattered electric fields from excised breast tumor 
samples using the setup diagramed in Fig. 1 and to 
implement a computer tomography method to 
reconstruct the cancer margins. This work adopts 
the DDSDCAT that has proven capability for 
calculating the scattered electric and magnetic 
fields from heterogeneous two- and three-
dimensional objects [10-14]. To reconstruct the 
image of tumor margins, the well-known Rytov 
tomography algorithms will be applied to the 
synthetic simulated data [15-19]. Section II 
discusses the modeling methods and section III 
presents the numerical results. Conclusion and 
future work are presented in the section IV. 

 
II. METHODOLOGY 

A. Tumor model 
In this work, the tumor patterns are generated 

using a multiple-nutrients tumor growth model 

developed by Ferreira et al. [20]. In the model, 
two nutrients are employed: (i) nutrient M 
necessary for survival of the cancerous cells and 
(ii) nutrient N necessary for the division of the 
cancerous cells. The utilization of two nutrients 
provides extra degrees of freedom that can be used 
to generate a wide variety of histologically 
accurate tumor patterns. The model is based on the 
diffusion of the nutrients M and N and the 
consumption of these nutrients by cancerous and 
healthy cells [20]. Healthy cells consume both 
nutrients N and M at a rate of � normalized values 
per unit time whereas cancerous cells consume 
nutrient N at a rate of �N×� and consume nutrient 
M at a rate of �M×�. The parameters �N and �M are 
assumed larger than unity to account for the 
elevated consumption of nutrients by cancer cells. 
At each time step, the values of the nutrients N and 
M are updated according to their diffusion and 
consumption by cancer and healthy cells.  

 
In addition, two cellular activities are 

implemented: (i) cell division and (ii) cell death. 
The probability of a cell dividing at a certain pixel 
is expressed as a function of the nutrient N at that 
pixel. The probability of a cell dying at a certain 
pixel is expressed as a function of the nutrient M at 
that pixel [20]. By varying the parameters �, �N, 
and �M, different tumor patterns can be generated 
[21]. The particular tumor patterns developed and 
used in this paper are the Comedo pattern with a 
central necrotic core and the papillary pattern, as 
shown in Fig. 2 [21]. Each black square in the 
figure represents a cancer cell. These tumor 

Fig. 1. 2D computational configuration of tumor 
sample, incident plane waves, and receiver line. 

 

y 

Receiver line 
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patterns were generated using a square 
computational domain of size 60×60 pixels [21].  
The parameters used to generate the Comedo 
pattern in Fig. 2 (a) are (� = 0.032, �N = 220, �M = 
220), and the parameters used to generate the 
papillary pattern in Fig. 2 (b) are (� = 0.05, �N  = 
250, �M = 20). More details about the model 
implementation and parameters are found in [20-
21]. 

 

B. Discrete dipole approximation (DDSCAT) 
For simplicity, in this work a two dimensional 

(2D) forward model will be implemented using the 
open source DDSCAT computer code available in 
serial or in MPI accelerated computer codes [13, 
14]. The DDSCAT method is used for calculating 
the scattered electric fields from a simulated 
heterogeneous breast sample tissue as 
demonstrated in Fig. 1. This model is very 
desirable to simulate objects made of dispersive 
materials where the target under test is discretized 
into smaller particles, i.e., dipoles, of size very 
small compared with the wavelength. Examples of 
this discretization are shown in Fig. 3.  

Each dipole in Fig. 3 can be made of a 
different anisotropic material. Therefore, the 
DDSCAT has the advantage of modeling highly 
heterogeneous targets, which presents a realistic 
method to model breast cancer tumor tissue. While 
there are other forward solvers to handle 
heterogeneous objects such as the finite difference 
time domain and finite element, among others, the 
DDSCAT requires that only the target be 
discretized and not the whole domain, making it 
attractive from the perspective of CPU time and 
memory requirements. The accuracy of the 
DDSCAT was numerically compared with four 
known methods: the Mie theory, the T-matrix 

method, the finite element method (ANSOFT 
HFSS), and the finite difference time domain 
(numerical FDTD solutions version 5.0) [22].  

The dipoles of the discretized object in Fig. 3 
acquire dipole moments in response to a local 
electric field. The method converges when |n| kd < 
0.5, where k is the wavenumber, d is the dipole 
size, and n is the complex index of refraction [10-
14]. The method solves for the dipole moments at 
all dipole positions. The main equation of the open 
source code and additional details are given in 
appendix A and in references [10-14]. 

 
C. Linearized inverse scattering technique   

The well-known Rytov algorithm approximates 
the nonlinear inverse scattering problem as a linear 
problem [15-19]. Thus the relation of the scattered 
field phase to the function of the object shape 
becomes linear. The refractive index of the 
unknown object is then obtained using the filtered 
back propagation (FBP) scheme. While Rytov 
linearized tomography method has the limitation of 
low contrast between the target and background, it 
offers implementation simplicity and good results in 
THz applications [23].  

In Rytov approximation, the assumption is that 
the phase of the scattering field has small 
variations over a single wavelength. As the result, 
a linear relationship is assumed between the phase 
of the scattered field and the target object [16-18]. 
The relationship between the phase of the 
scattered and incident fields is expressed as 
follows [16-18, 24], 

 

� � � � � � � � � �1
 (1)s incV

inc

� r G r - r  � r O r  dr
� r

   � �  

Fig. 2. (a) Comedo tumor pattern with necrotic
core and (b) Papillary tumor pattern [21]. 

(b) (a) 

Fig. 3. (a) Sketch of a homogeneous object
discretized into particles (i.e., dipoles) and (b)
heterogeneous medium of irregular boundaries
discretized into dipoles (reproduced) [11]. 

Material 3 

Material 1 

Material 2 

(a) (b) 
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where � �r�s represents the phase of scattered 

fields and � �r�inc  represents the phase of the 

incident fields, r  and r  represent the position 
vectors of the observation and source, 
respectively, V is the computational volume, 
� �rrG �  is the dyadic Green’s function, and 

� �rO   is the profile of the unknown object to be 

reconstructed. The Fourier diffraction theorem is 
employed to reconstruct the profile of the 
unknown object. There are two possible methods 
to produce final results: the direct Fourier 
interpolation (DFI) and the filtered back 
propagation (FBP) algorithm. The difference 
between these methods lies in the way that the 
Fourier transform of the scattered-field data is 
interpolated. It is proven in [19] that the FBP 
method produces more reliable results and avoids 
some artifacts associated with the interpolation in 
the spatial frequency domain [19]. 

The Rytov algorithm requires the availability of 
the scattered fields from multiple incident 
directions, where the phase of these fields are as 
shown used in equation (1). In DDSCAT the 
excitation is a plane wave propagating in the 
positive x-direction (see Fig. 4). To achieve these 
multiple incident directions in DDSCAT, the target 
is rotated around the z-axis, which is effectively 
equivalent to rotating the incident directions. Thirty 
six equally-spaced orientations of the target around 
its axis are simulated. In each simulation, the fields 
scattered from the target are calculated. Since the 
simulation at each orientation is completely 
independent from the other orientations, an MPI 
code was developed to call 36 instances of 
DDSCAT, one for each orientation, in parallel on 
the STAR of Arkansas supercomputer. This reduces 
the computational time significantly to 1/36 of the 
value that would have been necessary if the 
orientations were run sequentially. Once the 
unknown index of refraction of the tissue is 
obtained using equation (1) at each pixel of the 
domain of Fig. 1, the image is reconstructed. More 
details can be found in [15-19].  

 
III. NUMERICAL RESULTS 

All examples in this Section are modeled at 
frequency f =1 THz (� = 300 �m) with 36 incident 
plane waves at angles evenly distributed around 
the 2D tumor sample shown in Fig. 1. The 

scattered electric fields are calculated on a line of 
36 receivers of 100 � long and at a distance of 20 � 
from the center of the simulation domain as shown 
in Fig. 1. 

 

Figure 5 shows the DDSCAT model of the 
Comedo tumor pattern given in Fig. 1 (a). At 1 
THz, cancerous tissue has �r = 4 and fibrous tissue 
has �r = 3.6. However, in this setup the cancerous 
tissue is assumed to have �r = 1.133 and the 
surrounding fibrous (i.e., fibroglandular) tissue 
background �r = 1.03. These values were selected 
such that the relative contrast between cancer and 
fibrous tissue is retained as 1.133/1.03 = 1.1 
compared to 4/3.6 = 1.1 using the actual 
permittivity values. The lower permittivity values 
in this model are necessary for the use of Rytov 
approximation to find the contrast from the 
scattered field [15], since reconstructing the 
properties of the cancerous tissue relative to the 
fibrous background is the main interest of this 
work. The spacing of the dipoles is set to 0.04 � at 
1 THz. 
 

Fig. 4. DDSCAT model of infinite cylinder
(reproduced) [11]. 
 

Target unit cell  j 

Dipole (m, n) in 
unit cell  j � Periodic repetitions in z 

y x 

z 

Fibrous Tissue 
  �r=1.03

Cancerous 
Tissue �

r
=1.133 

Fig. 5.  2D dipole discretization of necrotic breast
cancer tumor type using N = 12281 dipoles, tumor
size ~1.5mm. Dipole size d = 0.04 � = 12 �m. 
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In all cases in this section, the tumor is 
discretized into N = 12281 dipoles with tumor size 
~1.5 mm, and the dipole size is d = 0.04 � =12 �m 
with an infinitesimal gap between dipoles (i.e., 
distance from center to center between each two 
dipoles is also d). The viability of tomography 
algorithms in imaging cancer tumor patterns is 
investigated through several different cancer tissue 
orientations. In the first example of Fig. 6, the goal 
is to show whether the algorithm could properly 
reconstruct the permittivity of cancerous tissue at 
the middle or the edge of tumor tissue (i.e., for 
negative and close to positive margins). The 
results show good reconstruction of cancerous 
tissue in both cases in Fig. 6. These simulations 
did not account for any noise.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The case of Fig. 6 is repeated including random 

noise added to the data, up to SNR of 0 dB. The 
obtained images showed insignificant difference 
with Fig. 6 (not presented here). Figure 7 represents 
a similar case to Fig. 6 but for the papillary tumor 
pattern. The same relative permittivities of Fig. 6 
are used in this case. The results show good image 
reconstruction as well. In order to determine the 
algorithm’s ability to distinguish heterogeneous 
regions of fibrous or other normal tissue, the 
example of Fig. 8 is shown. In this case the 
permittivity of the cancerous tissue and primary 

background tissue are the same as in Fig. 6, but a 
secondary region of fibrous tissue with �r = 1.08 is 
used in the model. The results show successful 
reconstruction of the permittivity of all three tissue 
regions. 

As a final demonstration of the algorithm to 
show the limitations of Rytov approximation in the 
application of the THz band, the same setup found 
in Fig. 8 is repeated with permittivity values 
corresponding to the actual electrical properties of 
the modeled tissues at 1 THz [4]. Note that the 
purpose of this setup is simply to show the need for 
alternative techniques for determining the shape 
and properties of the cancerous region when the 
actual permittivities of the breast tissues are used. 
For this setup, the tissue types are reclassified into 
adipose or fat tissue with �r  = 2.5, fibrous tissue 
with �r = 3.6, and cancerous tissue with �r = 4.0. As 
Fig. 9 shows, the resulting reconstruction of the 
permittivity is not viable due to the low contrast 
limitation of the approximation. The reconstructed 
image in Fig. 9 is clearly severely degraded.  

Fig. 6. Discretized DDSCAT comedo tumor (top)
and reconstructed permittivity (bottom) of (a) a
cancerous region with a negative margin and (b) a
positive margin. 

(a) (b) Fig. 7. Discretized DDSCAT papillary tumor (left)
and reconstructed permittivity (right). 

Fig. 8. Discretized DDSCAT tumor model (left)
and reconstructed permittivity (right) of
heterogeneous background tissue. 
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IV. CONCLUSION AND FUTURE 

RESEAECH 
The obtained results demonstrated imaging 

breast cancer margins using the linearized Rytov 
approximation at 1 THz. The scattered fields were 
calculated using the open source DDSCAT at 
multiple receivers created by multiple incident 
waves. The DDSCAT was shown to successfully 
model the scattered electric fields from 
heterogeneous and irregular tumor patterns. The 
reconstructed images at 1 THz demonstrate that 
terahertz technology has potential for the use of 
tumor margin assessment. However, the Rytov 
approximation was not particularly effective in 
moving toward the experimental application due to 
its low contrast limitation and insufficient 
resolution. Therefore improved imaging methods 
are necessary for investigating the use of THz in 
this application. 

Ongoing research involves the use of a new 
nonlinear inverse scattering tomography algorithm 
such as the linear sample method (LSM) [25]. The 
Authors believe that the LSM would be able to 
greatly increase the resolution of the image 
reconstruction of breast cancer margins regardless 
of the contrast between cancerous and normal 
tissues. The use of a linear technique provides the 
advantage of rapid assessment of results at 
relatively low computational cost. It has also been 
shown that the LSM is not subject to the low 
permittivity limitations imposed on the Born 
approximation when utilized to determine the 
contrast of scatterers against the background [26]. 
In addition, ongoing research is focusing on 
measuring THz fields reflected from ex-vivo 

breast cancer samples in order to test the new 
tomography algorithm on experimental data. 

 
APPENDIX A 

In DDSCAT, at position j the dipole moment 
is related to the electric field as jextjj EP ,��  

where j�  is the polarizability tensor and jextE , is 

the total electric field at dipole j due to both the 
excitation of incident waves and the interactions 
with the other N-1 dipoles. The electric field at 
position j due to the dipole position k is given by 
[10-14], 
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where 1��i  and jkr  is the position vector 

between dipole j and dipole k. Thus the complex 
dipole moment can be expressed as, 
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which can be arranged in the matrix format,  

,
1

 .                         (A3)
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k

A P E
�

��  

Equation (A3) requires solving a linear system 
of equations of order 3N×3N. The factor 3 is due 
to the vector position nature of the system solution 
at x, y, and z. For simplicity and reduced CPU 
time, the target sample is modeled as infinitely 
periodic targets (2D) with no variation in the z-
direction as shown in Fig. 4. Once the complex 
dipole moment is obtained, the electric fields can 
be calculated at any point as follows [9-13], 
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Fig. 9. Larger contrast heterogeneous tumor model
(left) and reconstructed permittivity (right). 
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where jmnjmn rrR �� , r is the position vector of 

the field point and jmnr  is the position vector of 

dipole jmn. The vector jmnP  represents the 

polarization of dipole jmn and � �jmnR'  is a 

smoothing factor added to reduce the contributions 
from distant dipoles. In this dipole numbering, j 
represents dipoles in the unit cell, m and n 
represent the replica dipoles when 2D periodic 
boundary conditions are implemented as adopted 
in this work and is shown in Fig. 4. 
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Abstract � Invasive weed optimization (IWO), 
which shows high performance in the 
electromagnetic community, is used to synthesize 
the conical conformal array antenna in this paper. 
Radiation pattern of the conformal array antenna is 
obtained by the superposition of the active element 
radiation pattern in the presence of platform, 
which includes the mutual coupling information of 
the array antenna and effects of the platform. 
Compared with partial swarm optimization (PSO), 
performance of IWO is more stable and lower 
side-lobe is obtained with IWO. A linear antenna 
array mounted on conical carrier is optimized and 
fabricated, measured results agree well with the 
optimized results. In addition, the proposed 
method can be used for the pattern synthesis of 
any kind of antenna array. 

  
Index Terms � Conical conformal array antennas, 
invasive weed optimization, and radiation pattern. 

 
I. INTRODUCTION 

Conformal array antennas have the advantages 
of aerodynamic superiority, wide angle coverage 
and volume saving, so it is a very hot topic in 
antenna design society and have attracted more 
attention in different applications such as aircraft, 
missile, and satellite. 

For synthesis of conformal array antenna, it is 
an inverse problem and in many cases nonlinear. 
At the same time, there is usually no unique 
solution to the problem [1]. So globe optimized 
methods are often used to address this issue. 
Simulated annealing (SA) is used to synthesize the 
cylindrical arrays for a desired radiation pattern in 
[2]. Genetic algorithm (GA) is also used for 

pattern synthesis of arrays mounted on arbitrarily-
shaped three-dimensional platforms in [3]. 
Conformal array antenna pattern are optimized by 
hybrid optimization method named HIGAPSO in 
[4]. Pattern of conformal array antenna in the 
presence of platform is synthesized with difference 
evolution (DE) in [5]. The element layout of 
conformal array antenna is optimized with PSO in 
[6]. By introducing time sequences, a 4D 
conformal array antenna is proposed and 
optimized with DE in [7]. The active element 
pattern (AEP) is employed in [8] to compute the 
radiation pattern of the conformal array antenna. 
However, GA and DE have the operations of 
selection, crossover, and mutation, so they are 
complicated to implement. Compared with GA 
and DE, PSO has the advantages of simple 
locations and velocities updating formulas, while 
convergence of the PSO algorithm depends on the 
choice of boundary conditions and the maximum 
velocity. As we know, they are difficult to 
perceive, so it always makes the PSO be trapped in 
local minima.  

A new numerical stochastic optimization 
algorithm called invasive weed optimization 
(IWO) was proposed by Mehrabian and Lucus in 
2006 [9]. It has been recently introduced to 
electromagnetics community and shown high 
performance in the synthesis of antenna array. 
Features of IWO are discussed in [10]. In [11-14], 
IWO was used to optimize the patterns of the 
linear and planar array antenna. Reflector antenna 
is optimized with IWO in [15] to form cosecant 
squared pattern. A meander-shaped MIMO 
antenna for wireless applications is designed using 
IWO in [16]. A broadband patch antenna with 
symmetric radiation pattern was designed using 
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IWO in [17]. Directivity of Yagi-Uda antenna is 
optimized with IWO in [18]. It is found that the 
IWO outperforms the other methods such as GA 
and PSO. IWO has the features of easy 
implementation and skipped local minima. So the 
issues discussed above have been addressed by 
IWO. 

 Beam direction and side-lobe of the 
conformal array antenna mounted on conical 
carrier are optimized in this paper. With the active 
element radiation pattern, mutual coupling and the 
effects of the platform are considered in the 
synthesis of the antenna array. Compared with 
PSO, performance of IWO is more stable and 
lower side-lobe is obtained. The optimized 
radiation pattern is verified by the measured 
results. Both of them agree well with each other. 
 

II. INVASIVE WEED OPTIMIZATION 
METHOD

IWO has the features of fast reproduction and 
distribution, robustness, and adaptation to the 
changes in the environment [17]. In this paper, 
only the main steps of the IWO are given, which 
includes initialize a population, reproduction, 
spatial dispersal, and competitive exclusion. 
Details of IWO can be found in [9, 10]. The 
flowchart of IWO is shown in Fig. 1 [10]. 

 

 

Fig. 1. Flowchart of IWO. 

III. SYNTHESIS OF CONICAL 
CONFORMAL ARRAY ANTENNA 

WITH IWO 
A 16 element linear array mounted on conical 

carrier is considered in this paper. As shown in Fig. 
2, conventional rectangular microstrip antenna 
operated at 10 GHz is chosen as the radiation 
element and the distance between each element is 
0.57 (�. Dimensions of conical carrier and position 
of antenna array on the conical carrier are shown 
in Fig. 3. Apparently, the array factor theory can 
not be used here because every element has 
different radiation pattern. In addition, to consider 
the mutual coupling and effects of the platform, 
active element radiation pattern is calculated 
firstly, and then radiation pattern of the conformal 
array antenna is obtained by the superposition of 
the calculated active element radiation pattern. So 
the total electric field should be obtained using 
equation (1) rather than the array factor theory, 

1

( , ) ( , )
�

�
�

� �) � ) �
* *

�

� �                     (1) 

where ( , )�� ) �
*

is the electric field radiated by the 

nth element in the presence of the other elements 
with matching loading and the platform; � is the 
number of the element. 
 
 

 
(a) 

 

 
       (b) 

 
Fig. 2. Configuration of the antenna element and 
array (a) antenna element and (b) antenna array 
with substrate characteristics of: ���= 2.55, ��= 1 
�� and dimensions: ��= 8.55 ��, ���= 1.5 ��,�����
������ 
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Fig. 3. Configuration of conical carrier and 
position of the antenna array dimensions: ��= 1388 
��, �1 = 400���, and �1 = 65 ��. 
 
 

Beam direction and side-lobe are optimized 
with PSO and IWO at the same time in this paper. 
The objective function is defined as, 

( ) max( ) � �! "#��) )� � 
                      (2)                                                      

where  )  defines the desired beam direction and 

PSLL defines the peak side-lobe level. The 
parameters used in IWO and PSO are shown in 
Tables I and II, respectively. Both IWO and PSO 
run 5 times. The objective function values of PSO 
and IWO are shown in Fig. 4 (a), it is found that 
IWO outperforms PSO, lower objective function 
values is obtained with stable characteristics. As 
shown in Fig. 4 (b), with the same beam direction, 
lower side-lobe is achieved using IWO. Optimized 
radiation pattern with different beam direction and 
low side-lobe is shown in Fig. 5, it is found that 
the desired beam direction and low side-lobe is 
obtained. When the beam scans to 20°and 30°, the 
PSLL is below -20 dB. However, when the beam 
scans to 45°, the PSLL is only below -15 dB, 
which is because of strong coupling at the large 
scanning angle. The optimized amplitude and 
current distribution for different beam direction 
are shown in Table III to IV.  

 

Table I: Parameters used in the IWO. 
Number 
of initial 

population 
(n_ini) 

maximum 
number of 
iterations 

(Iter_max) 

maximum 
number of 

plants 
(P_max) 

maximum 
number of 

seeds 
 (S_max) 

80 500 20 5 

minimum 
number of 

seeds 
(S_min) 

nonlinear 
modulation 

index 
(N) 

initial value 
of standard 
deviation 

(SD_initial) 

final value 
of standard 
deviation 

(SD_final) 

0 3 8 0.1 
 

Table II: Parameters used in the PSO. 
Number of 

initial 
population 

(n_ini) 

maximum 
number of 
iterations 

(Iter_max) 

inertia weight 
(c0) 

100 500 From 0.9 to 0.4 
acceleration 

constant 
(c1) 

acceleration 
constant 

(c2) 
2 2 

 

 
(a) 

 
(b) 

Fig. 4. Performance comparisons of PSO and IWO 
(a) objective function values obtained from IWO 
and PSO and (b) radiation pattern optimized by 
IWO and PSO. 
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Fig. 5. Optimized radiation patterns using IWO. 
 
Table III: Amplitude and phase distribution for 
beam steering 20°. 

 20° 
amplitude phase °  

element 1 0.1770 -3.3060 
element 2 0.2110 37.3568 
element 3 0.4673 -120.3727 
element 4 0.3936 150.4874 
element 5 0.9127 99.8322 
element 6 0.9697 18.8790 
element 7 0.9014 -50.3172 
element 8 1 -127.3227 
element 9 0.7963 -176.9294 

element 10 0.9923 100.8692 
element 11 0.8506 23.3366 
element 12 0.4353 -28.2354 
element 13 0.5723 -98.4571 
element 14 0.4217 171.3889 
element 15 0.1687 151.0317 
element 16 0.1072 -8.7032 
 

IV. EXPERIMENTAL RESULTS 
To verify the optimized amplitude and phase 

distributions for each antenna element, a prototype 
is fabricated and measured. The amplitude 
distribution is realized by the power divider and 
attenuator, while the phase distribution is obtained 
by the phase shifter. The feeding network is shown 
in Fig. 6. Then it was connected with the 
fabricated antenna array. As shown in Fig. 7, the 
integrated antenna array is measured in microwave 
chamber. Measured radiation patterns are shown 
in Fig. 8. It is found that measured results agree 
well with the simulated results in the main lobe 
area, while there is a discrepancy in the other area, 
it is caused by the excitation distribution errors 
and measurement errors. The desired beam 
direction and PSLL is achieved with the optimized 
amplitude and phase distribution. 

Table IV: Amplitude and phase distribution for 
beam steering 30°. 

 30° 
amplitude phase °  

element 1 0.4841 108.9365 
element 2 0.5848 -32.8935 
element 3 0.4143 176.2590 
element 4 0.6218 132.2616 
element 5 0.9003 25.5654 
element 6 0.8957 -87.5250 
element 7 0.8208 174.5344 
element 8 0.9176 80.4261 
element 9 1 -30.5902 

element 10 0.6969 -128.1878 
element 11 0.8237 136.1176 
element 12 0.6475 37.6376 
element 13 0.6943 -67.7924 
element 14 0.5238 -153.1115 
element 15 0.4699 66.2053 
element 16 0.0797 -91.6561 

 
Table V: Amplitude and phase distribution for 
beam steering 45°. 

 45° 
amplitude phase °  

element 1 0.4225 133.0532 
element 2 0.6560 -30.1147 
element 3 0.8442 175.1303 
element 4 0.9120 -7.1963 
element 5 0.8937 -169.5497 
element 6 0.8539 78.8734 
element 7 0.9118 -55.9150 
element 8 1 131.3334 
element 9 0.9302 -25.2101 

element 10 0.8865 -159.4427 
element 11 0.4443 40.8061 
element 12 0.9286 -111.8184 
element 13 0.7290 126.1195 
element 14 0.5152 -40.1529 
element 15 0.7749 -169.8648 
element 16 0.3710 13.9916 

 

 
Fig. 6. Feeding network. 
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Fig. 7. Integrated antenna array. 
 

(a) 
 

(b) 

Fig. 8. Measured and simulated radiation pattern 
(a) beam steering 20° and (b) beam steering 30°. 

V.  CONCLUSIONS 
Conical conformal array antenna is 

synthesized using IWO because of its better 
performances in this paper. With the active 
element radiation pattern, mutual coupling and the 
effects of platform are considered. Radiation 
pattern with desired beam direction and low side-
lobe for a linear antenna array are optimized in the 
presence of the platform with the proposed 
universal method. The measured results 
demonstrated the effectiveness of the proposed 

method. -20 dB peak side-lobe levels is achieved 
when the antenna array scan to 20°and 30°. 
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II. THE CURRENT GENERATOR
METHOD
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III. RADAR SIGNAL COHERENCE AND
RANDOM MEDIA
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Abstract � This paper presents an accurate method 
to synthesize a shaped-beam conformal 
reflectarray (RA) antenna based on the phase 
synthesis of its equivalent aperture. For this 
purpose particle swarm optimization (PSO) is used 
to determine the optimal phase distribution on the 
reflective surface of the antenna. Furthermore, a 
method based on meshing the aperture of the 
antenna has been adopted to evaluate its radiation 
fields. By dividing the equivalent aperture of the 
antenna into small parts, the induced current in 
each part is approximated appropriately.Then the 
radiation fields can be evaluated via the sum of 
simple integrals. This approach provides a direct 
correlation between the amplitude and the phase of 
reflection coefficient of the RA elements with the 
radiation fields of the antenna. Therefore, the 
effect of elements can be considered directly in the 
optimization process. Another advantage of this 
method is that it can be used to synthesize non-flat 
RA antennas. Furthermore, in the proposed 
method the effects of the angle, polarization, 
amplitude, and phase of the radiated fields from 
the feed antenna are fully considered in the 
synthesis procedure. To verify the proposed 
method a shaped beam parabolic RA antenna in 
the X-band has been synthesized. The simulation 
results represent a good agreement with the 
simulation results obtained from the commercial 
full-wave electromagnetic (EM) software, CST 
microwave studio. 
 
Index Terms - Optimization process, reflectarrays, 
radiation fields, and shaped-beam antenna. 
 

I. INTRODUCTION 
Antennas with shaped beam radiation patterns 

are required in many communication systems such 
as satellite communications, radar, and wireless 
communications. Reflector antennas and array 
antennas are among the most frequently used 
antenna types for these purposes. In most of the 
reflector antennas, the shaped radiation pattern is 
obtained by shaping the surface of the reflector, 
which makes it difficult to fabricate [1]. In array 
antennas, making the shaped radiation pattern is 
done by suitable excitation of the array elements 
that needs a complex feeding network [2]. 

The shaped radiation pattern can also be 
obtained using RA antennas. The RA antenna is a 
combination of reflector and array antennas. It 
consists of a reflective surface including the 
radiation elements and a feed, which is located in a 
certain distance from the reflective surface [3]. In 
printed RA antennas the radiation elements are 
designed using printed structures such as printed 
microstrip patches, dipoles, rings, split rings [3], 
etc. One important feature of the RA antennas is 
their ability to produce an arbitrary radiation 
pattern by creating the appropriate EM field 
distribution on their aperture. This is done by 
suitable embedding of the radiation elements on 
the reflective surface [4]. Unlike shaped beam 
reflector antennas and array antennas, it is not 
necessary to shape the reflective surface or design 
the complex feeding network. In these antennas 
the radiation elements are used to create the 
shaped radiation pattern by tuning their 
corresponding reflection phases. Based on this 
property the RA antennas can also be used to 
design a multi-beam radiation pattern, 
electronically scanned radiation pattern [4, 5], etc. 
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The first steps for designing a shaped beam 
RA antenna is obtaining the amplitude and phase 
distributions of the EM fields on the reflective 
surface or equivalent aperture based on the desired 
radiation pattern. The second step is designing the 
radiation elements according to the extracted EM 
field distributions in the first step. To realize the 
first step, radiated far fields must be calculated 
based on EM characteristics of the reflective 
surface (including the magnitude and the phase of 
the tangential fields), afterward the EM 
characteristics of the reflective surface must be 
adjusted using a suitable iterative process in order 
to shape the radiation pattern. Different methods 
have been used for this purpose. The most 
important method is the array concept method. In 
this method, the conventional array theory is used 
to calculate the far field radiation pattern from the 
RA elements [6-10]. Other method is the 
equivalent aperture field method based on the 
physical optic (PO) approximation. The array 
concept method is simple and fast but the feed 
antenna effect is not considered in this analysis 
method. The equivalent aperture method is more 
accurate than the array concept method and takes 
the feed antenna into account in the analysis 
procedure.  

The amplitude of the EM field components on 
the reflective surface or the equivalent aperture of 
the RA antenna is directly determined from the 
radiated field of the feed. Therefore, only the 
phase of the field components on the reflective 
surface or equivalent aperture can be used to shape 
the radiation pattern of the RA antenna. For this 
reason, most of the synthesis methods of RA 
antennas are carried out to approximate or 
optimize the phase distribution on the surface of 
the RA antennas. It must be noticed that the direct 
optimization process, in which all the element 
dimensions are simultaneously optimized in an 
iterative process to obtain the required radiation 
pattern, is computationally unaffordable because 
of the large number of elements [11].  

Alternating projection method also known as 
intersection approach [12] is one of the most 
widely used methods to synthesize RA antennas 
[13-15]. This approach is significantly useful for 
large RA antennas synthesis because of the 
reduced computational time for convergence. In 
some cases, especially in non-symmetric designs, 
this optimization procedure is trapped in local 

minima and cannot satisfy the goal function [15]. 
Therefore it is necessary to use an optimization 
algorithm based on the local and global searches to 
solve this problem. 

In the second step, after determining the 
optimum phase distribution of the fields on the 
aperture of RA antennas, appropriate elements 
must be designed to provide this phase 
distribution. The main challenges in this step are 
designing the radiation elements as phase shifters 
with a linear phase characteristic, low sensitivity 
with respect to the incident angle and a wide 
operating frequency bandwidth (in order to 
improve the bandwidth of RA [16]). Microstrip 
patches with the same dimensions and variable 
stubs [3], patches with variable sizes [9] and 
variable rotation angles [17], rings with or without 
a split [18, 19] and using the same elements in an 
irregular grid [20] are some of the structures that 
have been used so far. 

In this paper in the first step an accurate 
analysis method is developed to obtain the 
radiated far fields of the RA antenna from the 
tangential fields on its surface based on the PO 
approximation. To evaluate the radiation integrals, 
which describe the relation between the amplitude 
and phase of the tangential fields on the surface of 
the RA and the radiation fields, a procedure based 
on meshing the equivalent aperture of the 
reflective surface has been adopted [21]. In 
principle, this method has been used to analyze 
reflector antennas and is developed to analyze and 
synthesize RA antennas in this paper. The most 
advantageous feature of this method is that it can 
be implemented on non-flat surfaces. In this 
method the equivalent aperture of the reflective 
surface is divided into some meshes and the 
amplitude and phase of the tangential electric 
fields in each mesh are approximated by linear 
functions. For evaluating the radiation fields 
accurately, especially in the side lobe regions, the 
mesh density must be 1 to 3 meshes per 
wavelength. Based on this analysis method and 
using PSO algorithm, the optimum phase 
distribution of the tangential fields on the RA 
surface is determined for shaping the radiation 
field patterns. In each mesh the amplitude of the 
tangential electric fields on the reflective surface is 
also obtained from the full-wave modeling of the 
feed antenna. In this analysis method, by 
considering the position of the radiation elements 
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with respect to the feed, the effects of the 
polarization and the incident angle are taken into 
account in the design process, which leads to an 
increase in the accuracy of the synthesis method. 
After obtaining the optimum phase distribution of 
the tangential fields on the reflective surface, 
phase distribution is implemented using 
appropriate radiation elements. These elements are 
constructed of a combination of square patches 
and rings. In order to verify the suggested design 
procedure, a conformal RA antenna with a 
cosecant squared radiation pattern in the elevation 
plane and a pencil beam radiation pattern in the 
azimuth plane, has been designed and simulated in 
the X-band. Results from the optimization 
procedure indicate a good agreement with the 
simulation results obtained from the full-wave 
commercial software (CST microwave studio 
[22]). 

In section II the basic design equations for the 
analysis of RA antennas for a general curved 
surface are presented. In section III, a conformal 
RA is synthesized based on the method in section 
II and PSO algorithm. Section IV presents the full-
wave simulation results of the optimized structure. 

II. THE BASIC DESIGN EQUATIONS 
FOR REFLECTARRAY ANTENNAS 
The general configuration of the RA antenna 

with an arbitrary cross section and a curved 
surface is shown in Fig. 1. 

 

 
 

Fig. 1. Geometry of the RA antenna. 
 
The analysis method should be in a way that it 

can be used for non-flat reflective surfaces. Based 
on the PO approximation of the radiated far field 
from a surface with an arbitrary curvature, the 
electric radiation field is calculated as [23], 
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where ˆ � is the tangential electric field on the 

radiating surface and ˆ ˆ ˆ ˆ� 
 
  is the 

normal vector at any point of the radiating surface. 
The radiating surface curvature is demonstrated as 
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For an arbitrary surface, solving the radiation 
integrals of equation (3a-3c) is complicated and 
time consuming. To reduce the complexity and 
solve the radiation integrals in equation (3), the 
equivalent aperture is divided into small sub-
sections (based on the proposed method in [21]). 
Then in general form, the integrands of equations 
(3a-3c) are approximated as sum of linear 
functions with unknown coefficients as, 
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The integrand in equation (4) consists of three 
parts. The first part 

_ _ _

_

( ' ) ( ' )� 8 7� �
� �� �
 � 
 �

�  , which is 

the approximation of the tangential electric field in 
each sub-section on the equivalent aperture. The 
subscript ( ) denotes the position of the sub-
sections and the subscript ( ) denotes the electric 
field components. The unknown coefficients 

_ _ _, and� 8 7  are used to represent the 

phase distribution of the tangential fields in each 
sub-section. These coefficients are adjusted to 
produce the desired radiation pattern. Therefore, 
this analysis procedure is only based on the phase 
synthesis of the aperture. The second part, 

approximates 2 21 ( ) ( ) ( , , )
/ /   
 
 �

 / /
 with 

a linear function as (a2x'+b2y'+c2) and finally, in 
the third part, the function g(x', y') is approximated 
with (a1x'+b1y'+c1) in each sub-section. The 
coefficients a1, b1, c1, a2, b2, and c2 are determined 
based on linear approximations of the 
corresponding functions in each sub-section. 
Therefore, the radiation integrals in equation (3) 
can be expressed as the sum of simple integrals 
with exponential integrands that can be solved 
easily in the closed forms. The smaller sub-
sections, lead to the more accurate radiation fields.  
Calculations show that a good accuracy is 
obtained for sub-sections with dimensions of about 
(/2 or smaller.  

In most analyses of the RA antennas, the 
radiation fields from the feed antenna are 
approximated by a cosine function (cosq) [6, 8, 
13]. In this approximation, the effect of the phase 
center of the feed and its cross-polarization 
component are not considered. In our analysis, to 
solve these problems the radiated fields from the 
horn antenna are obtained using the full-wave EM 
simulator. In this case the _  coefficients in 

equation (4) are replaced by the amplitude of the 
radiated fields from the feed at each sub-section of 
the RA surface.   

 
III. SYNTHESIS OF SHAPED-BEAM 

CONFORMAL REFLECTARRAY 
ANTENNAS 

In the previous section it was shown how we 
can obtain the radiation fields from the aperture by 

approximating the tangential fields on it. In this 
section, based on this analysis method, a shaped 
beam conformal RA antenna, which is designed at 
10 GHz, is synthesized. 

A. Antenna configuration and radiated fields 
formulation

The geometry of the antenna is shown in Fig. 
2. As shown in this figure a non-flat surface with a 
parabolic cross section is considered as the 
reflective surface in which the curve function is

2

( , ) .
4


  � � where a=10cm and b=0.06cm. 

 

Fig. 2. Geometry of the proposed conformal RA 
antenna. 

 
The radiation elements are placed on the 

reflective surface to provide the suitable phase 
distribution in order to generate the desired 
radiation pattern. A conical horn antenna is used 

as the feed, which has 40� and 45� , 3 dB beam-
widths in E- and H-Planes, respectively. The feed 
antenna is designed to produce a vertical 
polarization. The vertical polarization is 
considered as the co-Polarization component of 

the radiation fields. Therefore,  is used in the 

elevation and the azimuth planes to construct the 
radiation patterns. Based on equations (3b) and 
(4), the co-Polarization electric field can be written 
as 
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where A1 and A2 are 
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In the optimization procedure, the phase 
coefficients of all sub-sections (� , 8 , and 7 ) 
are considered as the inputs of the optimization 
algorithm and the desired radiation pattern is 
considered as the goal function. In this study, the 
goal function is a shaped beam with a cosecant 
squared form in the elevation plane and a pencil 
beam in the azimuth plane. The optimization 
procedure to determine the unknown coefficients 
is described in the following section based on the 
PSO algorithm. 
 
B.Using the PSO algorithm for optimizing the 
structure  

As is stated in the previous section, an 
intelligent evolutionary algorithm called PSO is 
used to adjust the phase coefficients of the 
approximation function of the tangential fields of 
the reflective surface. In this method, local and 
global search methods are combined to achieve the 
optimal results. In the PSO algorithm, particles 
move in a multi dimensional search space. During 
this movement, every particle adjusts its position 
with respect to adjacent particles while 
considering their prior experience. In general the 
position of each particle at each stage is expressed 
as follows [24], 

1 1

2 2

( ) ( 1) [ ( 1) ( 1)]

[ ( 1) ( 1)]

( ) ( 1) ( )

� � 
 � � � � 


� � � �

� � 


 (9)

In equation (9)  and  represent the 
position and the velocity of coefficients (� , 8 , 
and 7 ), respectively. The positive constant  
and  are usually  =  = 2. The best previous 
position (the position giving the best fitness value) 
of the -th particle (coefficient) is presented as 

( 1)� and ( 1)� denotes the best -th particle 

among all the particles in the group. Also,  and 
are two random values in the range (0, 1). 
Equation (9) is used to update the velocity of the 
coefficients as a function of their previous 
velocity, the previous position, k (t-1), the best 
experienced (position) personal,  (t-1), and the 
best experienced group,  (t-1). Afterward, the 
coefficients move toward a new position. These 
coefficients are used to calculate the radiation 
fields of the antenna in each step. In the next step, 
the error function or the fitness function is defined 
as the absolute difference between the target and 
the calculated radiation fields. The optimization 
procedure is continued until the error function 
converges to the acceptable value. 

Optimal radiation patterns or mask functions 
are represented in Fig. 3 for the elevation and 
azimuth planes. The mask functions are a cosecant 
squared pattern in the elevation plane with a 35o 
coverage region and a pencil beam pattern in the 
azimuth plane with a 5o coverage region. 
Moreover, the side lobe levels in the elevation and 
azimuth planes are -20dB and -30dB, respectively. 

 
Fig. 3. Desired radiation patterns in the elevation 
and azimuth planes. 
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The Error function by assuming and
is defined as follows,   

(10) 
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where  and  are the calculated radiation 
patterns in the azimuth and elevation planes and 

 is the desired radiation pattern in each step 
of the PSO. According to Fig. 3 the assigned 
weights are shown by u and w for each region in 
the radiation patterns. Given the importance of the 
radiation pattern in the shaped region in the 
azimuth and elevation planes, higher weights are 
assigned to form the radiation patterns. 

 
C. Synthesis results using the PSO algorithm 

In this section synthesis results using the PSO 
algorithm are presented. For this purpose, the area 
of each cell is considered by about (/2 � (/2 � (/2, 
which leads to 400 sub-sections, as shown in Fig. 
2. The feed antenna is located at (0, 0, 233 mm) in 
which the maximum incident angle to the reflector 
is about 30o. The PSO input parameters to start the 
optimization procedure are assumed as,
( , , ) [ 11,11]� 8 7 = � , ( , , ) 0.2 [ 11,11]� 8 7 = � � , u1 = 

3.9, u2 = 8.2, u3 = 4.9, w3 = 8.2, w4 = 5.9, and w5 = 
3. The number of particles is 100 and the number 
of iterations is 3000. Figure 4 shows the optimized 
phase distribution of the tangential electric fields 
obtained by the PSO algorithm on the RA surface. 
The produced phase distribution on the RA surface 
from the radiated fields of the feed antenna is 
transformed to the optimal phase distribution by 
the RA elements. Considering the optimal phase 
distribution, co-polarization and cross-polarization 
components of the radiated far fields are shown in 
Fig. 5. As is shown in Fig. 5 there is a good 
agreement between the optimized radiation 
patterns and the desired patterns. The convergence 
of the fitness function with respect to the iteration 
steps is shown in Fig. 6. 

 

 
Fig. 4. The optimal phase distribution (in degrees) 
obtained from the PSO on the RA surface. 

 

 

 
 

(a) 
 

 
 

(b) 
 

Fig. 5. Optimized radiation patterns (a) elevation 
plane and (b) azimuth plane. 
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Fig. 6. The convergence of the fitness function 
with respect to the iteration steps. 

D. Designing the elements to obtain the 
optimum phase distribution

Knowing the phase of the radiated fields from 
the feed antenna on the sub-sections of the RA 
surface, '  and the optimal phase distribution 
from the PSO, ' , the phase for the elements 
' , can be determined as, 

(11) ( , ) ( , ) ( , )' ' '� �
 

Different types of radiation elements have 
been used to provide the required phase [3, 25]. In 
this paper a single layer square patch and rings are 
used as the RA elements [26]. The geometry of a 
single cell of this structure is shown in Fig. 7. The 
reflection phase coefficient of this structure is 
stable for relatively large incident angles. 
Therefore, study of normal incident angles is 
sufficient to obtain the reflection phase properties. 
The HFSS software using the Floquet’s port and 
periodic boundary conditions concept is used to 
simulate the reflection phase coefficient of a single 
cell. The simulation results have been depicted in 
Fig. 7 for the incident plane wave with horizontal 
polarization and various incident angles. The 
substrate of the structure is a type of foam with �r 
= 1.006, tan+ = 0, L = 1.5 cm, and t = 7 mm. 

In each sub-section, the dimensions of 
elements are determined in a way that they realize 
the optimal phase distribution. To this end the 
parametric study shows that w = 0.125 L2, L1/L2 = 
0.5, and L3 = 3w + L2 can provide our required 
reflection phase coefficients. Because of the wide 
variety of the optimum phase distributions on the 
RA surface, it is necessary to design the radiation 

elements with different dimensions in each sub-
section on the RA, which is a time consuming 
process. In this paper, in order to simplify this 
procedure a neural network is used. This network 
is trained so that the reflection phase coefficients 
and incident angles are considered as the inputs 
and the dimensions of the elements are considered 
as the outputs of the network. After training the 
network, based on the optimum phase distribution 
on the RA, the dimensions of suitable element in 
each subsection is determined quickly. 

 
Fig. 7. Reflection phase coefficient of the 
proposed element at 10 GHz. 

 
IV. SIMULATION RESULTS 

To validate the proposed synthesis method, the 
dimensions of the elements are extracted by neural 
networks and located in their place on the 
reflective surface. Then the whole structure is 
simulated by the full-wave electromagnetic 
simulator, CST software, using the integral 
equation solving method. The normalized electric 
radiation field patterns of the antenna for the 
elevation and azimuth planes are represented in 
Fig. 8. As can be seen in this figure, the desired 
radiation patterns have been well realized in the 
elevation and azimuth planes.  

One of the most advantageous features of the 
conformal RA antenna in comparison with the flat 
type is its wider bandwidth [8]. In order to show 
this, the radiation patterns of the synthesized 
conformal RA antenna in the previous section and 
a flat RA antenna with the same aperture size are 
studied for a given frequency band. As shown in 
Figs. 9 and 10, both of the conformal and flat RA 
antennas are synthesized in the 10 GHz frequency 
and show a good agreement with the desired 
radiation patterns in the azimuth and elevation 
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planes. Study of these structures in the lower and 
upper operating frequencies indicates that the 
conformal RA has a more stable behavior 
compared with the flat one. This means that the 
conformal RA antenna, regardless of its elements, 
has a wider frequency bandwidth in comparison 
with the flat one. 

 

(a) 
 

(b) 
 

Fig. 8. The optimized pattern in Matlab and the 
simulated pattern in CST (a) elevation plane and 
(b) azimuth plane. 

 

 
(a) 

 
(b) 

 

Fig. 9. Simulated radiation patterns of the 
conformal RA antenna for different frequencies (a) 
elevation plane and (b) azimuth plane. 
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(b) 

 

Fig. 10. Simulated radiation patterns of the flat RA 
antenna for different frequencies (a) elevation 
plane and (b) azimuth plane. 

 
V. CONCLUSION 

A method with the PSO algorithm was used to 
synthesize a shaped beam conformal RA antenna. 
The capability of the proposed method to 
synthesize the conformal structures has been 
evaluated by synthesis of a parabolic RA antenna. 
Employing this technique shows significant 
improvement in analyzing the non-flat RA 
antennas. It was shown that there is a good 
agreement between the desired and simulated 
radiation patterns, especially in the shaped beam 
regions. Moreover, it was shown that the 
conformal RA antennain comparison with the flat 
one has a wider operating bandwidth. 
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Abstract � A novel microstrip bandpass filter 
(BPF) with tunable passband width using defected 
ground structure (DGS) is proposed. In this DGS, 
a pair of slotted radial stubs that can be equivalent 
to a capacitor and an inductor in parallel are 
incorporated to realize an attenuation pole (AP) in 
the higher stopband of the proposed BPF without 
increasing the circuit size, and the equivalent 
circuit of the BPF is also given. By properly 
adding varactor diodes into the slotted stubs to 
tune the equivalent capacitance of the stubs, the 
corresponding AP can be shifted, and then the 
passband width of the BPF can be accordingly 
tuned, leading to a bandwidth-agile BPF.  
  
Index Terms – Bandpass filter (BPF), defected 
ground structure (DGS), and tunable filter. 
 

I. INTRODUCTION 
Bandpass filter (BPF) [1-10] is an essential 

component in various microwave and wireless 
communication systems. However, a single filter 
may not be able to satisfy the demands for all 
operating bands. It is well known that the 
frequency spectrum is valuable and limited, and it 
is always being used for several purposes. 
Therefore, electronically reconfigurable or tunable 
microwave filters are drawing more attention for 
research and development because of their 
significance in improving the capability of current 
and future design. Since microstrip filters can 
easily promote this kind of integration with a small 
size, there has been increasing interest in 
developing tunable or reconfigurable filters based 
on microstrip line. So far, much work in this field 
has been conducted [11-18], and most of them 

employ the varactor diode to tune center frequency 
[11-15] and the passband width [16-18] due to its 
high tuning speed (in nanoseconds) and low cost. 
However, the varactors are all loaded onto 
microstrip line structure in these bandwidth-agile 
filters.  

Defected ground structure (DGS) [19-23], 
which is etched from the ground plane of the 
transmission line, is broadly applied to the designs 
of microwave circuits owing to its numerous 
advantages, such as band-gap feature, slow-wave 
effect and so on. For instance, in the past few 
years, the DGS is used to design various 
microwave filters [19-22], showing attractive 
performance. 

In this paper, a novel DGS bandwidth-agile 
BPF is proposed. By incorporating a pair of slotted 
radial stubs in the original DGS in [20], the 
attenuation pole (AP) in the higher stopband can 
be obtained. Accordingly, the varactor diodes are 
added in the slotted stubs to tune the AP, and then 
vary the passband width of the proposed BPF. 
Finally, a demonstration BPF is designed and 
fabricated. The measured results shows good 
agreement with the theoretical predictions. 

 
II. PROPOSED BPF DESIGN 

Figure 1 shows the layout of the proposed 
DGS BPF. A pair of slotted radial stubs are added 
in the middle of the original DGS in [20] without 
increasing the overall DGS size, and there is a slit 
on the 50 > microstrip line. The substrate material 
utilized in this structure is FR4 with thickness of 
1mm and dielectric constant of 4.6. The operation 
frequency of the proposed BPF is determined by 
the DGS area (�1×�2), and the larger the area, the 
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lower the operation frequency, as shown in Fig. 2. 
Benefiting the quasi-elliptic function of the DGS 
without the slotted radial stubs [20], an AP in the 
lower stopband can be obtained, as shown in Fig. 
2.  

 

�1

!

	

(

�

 

*

�2

60?

�

 

 
Fig. 1. Layout of the proposed DGS BPF; (solid 
line is layout of microstrip line and dashed line is 
layout of the DGS). 
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Fig. 2. Simulated results of the proposed BPF with 
tunable operation frequency (the DGS without the 
slotted radial stubs). 

 
The slotted radial stubs in the middle of the 

DGS are similar to the dumb-bell slot in [20] and 
the equivalent circuit for the proposed entire DGS 
filter is shown in Fig. 3. The slotted radial stubs, 
which can be equivalent to a capacitor $2 and 
inductor �1 in parallel, is used to realize an AP in 
the higher stopband to improve the attenuation 
skirt, as shown in Fig. 4. As the radius � of the 

radial stub is increased, the AP in the higher 
stopband is shifted down. As a result, the higher 
passband edge is also moved down, while the 
lower passband edge is fixed, resulting in the 
decrease of the passband width. Therefore, it is 
predictable that the passband width can be 
controlled by adding the varactor diodes in the 
radial stubs to tune the value of $2 in Fig. 3.  
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C1 C3

C2

C4 C5

C6 C7

Port 1 Port 2

 
 

Fig. 3. Equivalent circuit model for the BPF in Fig. 
1.  
 

Figure 5 shows the sketch of the implemented 
BPF with tunable bandwidth, while Fig. 6 shows 
the fabricated BPF for demonstrating the 
aforementioned prediction. In the slotted radial 
stub, a pair of arced metal strips with width *1 is 
used for loading the varactor diodes (Var). By 
tuning the reversed bias voltage =b of the diodes, 
the AP in the higher stopband changed, resulting 
in tunable passband width. In Fig. 5, the 
dimensions �1, �2, and *1 are fixed at 10mm, 8mm, 
and 1mm, respectively, while other dimensions are 
shown in Fig. 1. The employed varactor diodes are 
JDV2S71E from Toshiba in this design, and its 
SPICE model is shown in Fig. 7. 
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Fig. 4. Simulated results of the DGS BPF with and 
without the slotted radial stubs. 

Parameters �1� �2� !� 	�(� ��  � *�

Value (mm) 27 12 2.9 0.4 0.2 0.2 0.2 1.884 
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Fig. 5. Sketch of the implemented DGS 
bandwidth-agile BPF (the biasing circuit of the 
varactor diodes is not given). 
 

 
(a)                                 (b) 

 

Fig. 6. Photograph of the fabricated circuit; (a) 
bottom view and (b) top view. 
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Fig. 7. SPICE model of the varactor diode 
JDV2S71E. 

 
III. RESULTS 

The simulation and measurement are carried 
out by Ansoft HFSS and Agilent E5071C network 
analyzer. Figure 8 shows the simulated and 
measured results of the proposed DGS BPF with 
tunable bandwidth, showing good agreement. 
Table I summarizes the measured performance of 

the BPF. As =b reduces from 25 V to 12 V, i.e., the 
capacitance of the varactor diodes increases; the 
AP in the higher stopband is shifted down from 
2.168 GHz to 1.913 GHz, as shown in Fig. 8. The 
higher passband edge also moved down from 
1.807 GHz to 1.701 GHz while the lower passband 
edge is fixed at 1.446 GHz, resulting in the 
decrease of the 1-dB passband width from 361 
MHz to 255 MHz. Figure 9 shows the nonlinear 
performance of the proposed BPF in the case of 
two-tone test with 500 KHz frequency spacing. 
The measured input 3rd inter modulation point 
(IIP3) keeps almost the same and is about 24 dBm 
as =b varies, as shown in Table II. As can be seen 
from Fig. 8, some discrepancy between the 
simulated and measured results can be observed, 
especially for the insertion losses of the passband. 
This can be attributed to the resistance (1 > for 
each diode) of the varactor diode and the 
unexpected tolerance of fabrication. 
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Fig. 8. Simulated and measured results of the 
proposed bandwidth-agile BPF; (a) S21 and (b) 
S11. 
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Table I. Measured performance of the proposed 
bandwidth-agile BPF against =b. 

=b(V) 12 17 25 

1-dB Bandwidth (MHz) 255 318 361 

1-dB Lower Passband Edge (GHz) 1.446 1.446 1.446 

1-dB Higher Passband Edge (GHz) 1.701 1.764 1.807 

Minimum Insertion Loss (dB) 4.35 4.18 4.0 
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Fig.  9. Measured IIP3 at 1.5 GHz. 
 

Table II. Measured IIP3 in the case of different =b. 

=!�,=/� ))".��,�F�/�

12 23 

17 24.5 

25 24 
 

VI. CONCLUSION 
In this letter, a novel DGS pattern with a pair 

of slotted radial stubs has been developed for the 
design of mircrostrip bandwidth-agile BPF. The 
radial stubs in the middle of the proposed DGS are 
used to realize an AP in the higher stopband. By 
properly adding the varactor diodes in the radial 
stubs, the AP can be varied, leading to tunable 
passband width. Equivalent circuit for the 
proposed bandwidth-agile filter has been given to 
provide detailed design process and explain the 
transmission response for the bandwidth-agile 
bandpass filter. The measured results show good 
agreement with the simulated data. These would 
make the proposed DGS bandwidth-agile BPF 
useful for modern wireless communication 
systems. 
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Abstract � A square dual-mode quasi-elliptic 
bandpass filter (BPF) with a wide stopband is 
proposed. To realize the quasi-elliptic response 
and harmonic suppression for the filter, the 
inductive source-load coupling is introduced. To 
achieve wider stopband suppression, the 
open-circuited stubs are adopted. A demonstration 
filter with 3-dB fractional bandwidth (2.84 GHz � 
3.28 GHz) about 14.3 % has been designed, 
fabricated, and measured. Simulated and measured 
results indicate that the proposed filter can 
effectively suppress 6th harmonic response 
referred to a suppression degree of 16.5 dB. 
 
Index Terms � Bandpass filter, dual-mode, 
quasi-elliptic, and wide upper stopband. 
 

I. INTRODUCTION 
To meet the requirements of modern 

microwave communication systems, compact 
microwave BPFs with wide stopband suppression 
and low cost are highly required. The dual-mode 
microstrip resonators are attractive because each 
resonator can be used as a doubly tuned circuit, 
therefore, the number of resonators required for a 
given degree of filter is reduced by half, resulting 
in a compact design [1]. Open stub loaded 
dual-mode filters have an inherent transmission 
zero [2]. The dual-mode filters with two 
transmission zeros were obtained by introducing 
capacitive and inductive source-load coupling in 
[3] and [4], respectively. A hexagonal dual-mode 
inductance-load filter with four transmission zeros 

was presented in [5]. Harmonic suppression is not 
considered in [3-5]. Generally, designing bandpass 
filters with wideband harmonic suppression is a 
challenge [6-10]. Dual-mode filters with harmonic 
suppression were realized by source-load coupling 
in [6-7]. The stopband is extent to 3f0 (f0: passband 
center frequency) in [6], but there is only one 
transmission zero and the selectivity is not good. 
The BPF with a short-stub-loaded odd-even mode 
open loop stepped impedance resonator achieving 
60 % size reduction is presented in [7], but the 
first spurious passband occurs at 3f0. Another 
miniaturized dual-mode BPF with 67 % size 
reduction in [8] is realized using odd-even mode 
loop resonator. A coupling and routing scheme is 
presented to suppress the first harmonic response, 
yet the stopband is only extended up to 2.72f0. 

In this letter, a square dual-mode quasi-elliptic 
BPF using the short-circuited and open-circuited 
stubs with a wide stopband is proposed. The 
inductive source-load coupling introduces another 
transmission zero at lower stopband edge to 
realize quasi-elliptic response and harmonic 
suppression partly. The stopband is extended to 
6.4f0 by employing the open-circuited stubs. The 
theoretical design, simulation, and experimental 
results are given and discussed. 

 
II. ANALYSIS AND DESIGN OF 

PROPOSED BPF 
The circuit of the proposed square dual-mode 

resonator under weak coupling is shown in Fig. 1 
(a), consisting of a half- wavelength resonator with 
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a shunt open stub. Z1 is the characteristic 
impedance of the half-wavelength resonator with 
the electrical length 	1 + 	2 + 	3 = 90°, Z1/2 and Z2 
are the characteristic impedance of the open stubs 
with the electrical length 	4 and 	0, respectively. 
Two microstrip lines with characteristic 
impedance Z0 = 50 � are connected to ports 1 and 
2. The even-odd mode equivalent circuits of the 
proposed filter are shown in Figs. 1 (b) and (c). 
The frequency responses of the resonator under 
weak coupling are shown in Fig. 2 (a) and (b) for 
the case of different L0 and L1. It is easy to see that 
L0 only controls the even-mode resonant frequency 
while the even-odd mode resonant frequencies are 
controlled by L1. Thus, the required central 
frequency and passband can be achieved by 
controlling L0 and L1 with the proper characteristic 
impedance. 

 

Fig. 1. (a) Circuit of proposed dual-mode resonator, 
(b) even-mode circuit, and (c) odd-mode circuit. 

 
The layout of the proposed filter is shown in 

Fig. 3. The via holes are used to realize the 
required inductance. A transmission zero caused 
by the inductive cross-coupling between source 
and load is introduced at lower stopband for 
improving the selectivity, which can be controlled 
by tuning the coupling gap (S3). As shown in Fig. 
4 (a), when S3 decreases from 1.5 mm to 0.5 mm, 
the lower transmission zero moves towards the 
passband edge while the upper inherent 
transmission zero changes barely. The 
quasi-elliptic response of the filter is realized with 
the two transmission zeros. It may be seen that the 
stopband is affected by S3. In order to achieve the 

narrower roll-off skirts and wider stopband 
suppression, S3 is designed as 1 mm. The stopband 
may be further broadened by introducing two 
quarter-wavelength open-circuited stubs [10].  

(a) 

 
(b) 

 

Fig. 2. (a) Simulated even-odd mode frequency 
responses under different L0 and (b) simulated 
even-odd mode frequency responses under 
different L1. 

 
Figure 4 (b) shows the simulated frequency 

responses of the proposed filter with two same 
quarter-wavelength open-circuited stubs under the 
optimized values of W3 and L4 (as shown in Fig. 3). 

 
(a) 

      
(b)                 (c)
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With the introduction of the two different 
embedded open-circuited stubs (EOCS) wider 
stopband can be realized. The two open-circuited 
stubs acts as bandstop way [11] to generate two 
more transmission zeros in the upper stopband as 
be seen in Fig. 4 (b) for harmonic suppression. 
Figure 4 (b) shows the simulated frequency 
responses of the proposed filter with the two 
EOCS s under the optimized values of g1, g2, g3, t1, 
t2, and W5 (as shown in Fig. 3). In this way, a 
square dual-mode quasi-elliptic BPF with a wide 
stopband using the short-circuited and 
open-circuited stubs can be realized. 

 
Fig. 3. Layout and parameters of proposed filter. 

 
III. MEASURED RESULTS AND 

DISCUSSIONS 
One prototype of the proposed dual-mode 

quasi-elliptic BPF with a wide stopband is 
designed and fabricated on an RO4003c substrate 
with �r = 3.38 and h = 0.8 mm. The structure 
parameters of the filter are shown in Fig. 3. The 
size of the filter is 19.3 mm × 20.0 mm, which 
corresponds to an electrical size of 0.33�g × 0.34�g, 
where �g is the guided wavelength at the center 
frequency of the passband. Figure 5 shows the 
photograph of the fabricated filter. The measured 
S-parameters are illustrated in Fig. 6. As can be 
seen from this figure, the measured 3-dB fractional 
bandwidth is about 14.3 % (2.84 GHz � 3.28 GHz), 
with the minimum insertion loss less than 1 dB. 
Inside the passband, the return loss is better than 
15.3 dB. Two transmission zeros (at 1.87 GHz and 
3.84 GHz) are near the edges of the passband, 
realizing the quasi-elliptic response. Furthermore, 
the proposed filter also exhibits a wide stopband 

performance of 6th harmonic suppression referred 
to a 16.5 dB suppression degree. Table I shows the 
performance comparison of the proposed design 
with several previous designs. Hence, the 
advantages of the proposed filter can be clearly 
observed. 

(a) 

(b) 
 

Fig. 4. (a) Frequency responses of the BPF with 
S-L coupling under different S3 and (b) frequency 
responses of the BPF with/without EOCSs. 
 
Table I: Performance comparison of filters. 

Ref. Harmonic suppression 

[2] No 

[3] No 

[4] No 

[5] No 

[6] 2nd 

[7] 3rd 

[8] 2nd 

This work 6th 
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Fig. 5. Photograph of the proposed dual-mode 

BPF. 

Fig. 6. Simulated and measured results of the 
dual-mode BPF. 

IV. CONCLUSION 
A square dual-mode quasi-elliptic BPF with a 

wide stopband is proposed. Both wide stopband 
and the quasi-elliptic response can be obtained by 
employing the open-circuited and short-circuited 
stubs. Simulated and measured results show that 
the proposed BPF has the properties of low 
insertion loss, wider stopband, and high selectivity. 
With all these good performances the proposed 
filter could be applicable for modern wireless 
communication system. 
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Abstract � A Ka combined horn antenna with low 
cross-polarization is presented in this paper. The 
antenna consists of an edge-slotted waveguide 
linear array, a metallic-grid plane in the horn 
throat and a horn. The effects of metallic-grid and 
single-ridged waveguide to the cross-polarization 
are analyzed. Three kinds of 62-element Taylor 
linear array at Ka band are fabricated and 
measured and the measured cross-polarization 
level is less than -35dB in operating bandwidth. 
The proposed antennas are benefit for fabrication 
and fixation with low cross-polarization and can 
be extensively used in radar and communication 
systems.  
  
Index Terms – Cross-polarization, edge slot, horn, 
ridge waveguide, and waveguide array. 
 

I. INTRODUCTION 
Due to many advantages, such as simple 

feeding, easy manufacture, high efficiency, low 
cost, precise controlling of aperture distribution 
and low loss, the rectangular slotted waveguide 
arrays have been found wide applications in radar 
and communication systems [1-3]. In some slotted 
waveguide array applications, edge-wall slots are 
preferred to their broad wall counterparts mainly 
due to their ability to electronically scan a wider 
angular sector without introducing a grating lobe, 
thanks to its smaller element spacing [3, 4]. And a 
number of investigations have been presented on 
the analysis of the edge-slotted structures [5-9]. 
The horns are often attached to the edge-slotted 
waveguide linear arrays to decrease the vertical (in 
elevation) beamwidth of the antenna, and to 
increase the gain [10, 11]. However, the most 
common edge-slotted waveguide arrays are 
composed of inclined shunt slots, which have 

severe cross-polarization problems due to the 
inclined field vectors with respect to the vertical 
plane at the slot aperture [3]. In [12-14], non-
inclined slots on the edge wall of a rectangular 
waveguide have been implemented to reduce the 
cross-polarization. However, both of these 
structures are mechanically challenging especially 
for the application in the Ka band. In this paper, 
infinite array characterization technique is applied 
to the two-slot cell and using this characterization 
data, an edge-slotted waveguide array can be 
designed effectively. In [15], a modified double-
ridged antenna for 2 GHz � 18 GHz was designed. 
In order to decrease the cross-polarization 
effectively, we adopt a symmetric rectangular 
single-ridged slotted waveguide, where 
longitudinal metallic grid is located on the right 
side-wall and the radiated slots connected to the 
radiation waveguide on the left side-wall. Using 
this technique, the cross-polarization can be 
improved about 20dB compared to the case of 
without grid. And a combined horn antenna with 
low cross-polarization level and narrow 
beamwidth is designed for the FMCW radar 
system operating at the Ka band. The proposed 
combined horn antenna whose aperture is 343 mm 
× 76 mm in the orthogonal section is analyzed, so 
are the effects of the metallic grid on the horn 
throat and the single-ridged waveguide to the 
cross-polarization in this paper. All the 
simulations presented here are carried out by 
commercial software Ansoft HFSS and compared 
with measurement results. 

 
II. SLOT CELL DESIGN 

The cross-section view profile of the proposed 
antenna is shown in Fig. 1 (a). The slot cell 
comprises two cross-inclined edge-slots as shown 
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in Fig. 1 (b). The radiated waveguide is a non-
standard waveguide (W = 7 mm and L = 3 mm), 
and a symmetric rectangular single-ridged slotted 
waveguide (UW = 7 mm and UL = 9 mm) with 
longitudinal grids located on the right side-wall 
and the radiated slots on the left side-wall is 
connected to the radiated waveguide. The surface 
fields on the edge-slotted radiation plane are the 
superposition field excited by the dominant mode 
and higher modes. The higher modes transmitting 
in the single-ridged waveguide will degrade 
rapidly. The electric field distributions at the slots'- 
aperture are illustrated in Fig. 2 (a). The electric 
field E1 and E2 can be divided into two orthogonal 
components (E1x, E1y, E2x, and E2y) along the x-
axial and y-axial, respectively. The E1x and E2x are 
the co-polarization components we needed while 
the E1y and E2y are the cross-polarization 
components, which should be restrained. In order 
to reduce the cross-polarization components, we 
utilize a single-ridged waveguide with a 
longitudinal grid (GW = 3.4 mm and GX = 2.12 mm) 
located on the right side-wall of the single-ridged 
waveguide added outside of the radiated 
waveguide, as shown in Fig. 1 (a). Due to the 
existing grid, only small cross-polarization 
components (E1y and E2y) pass through the grid, 
and thus are restrained effectively. From Fig. 2 (b), 
we can observe that many Ey components are 
generated in the single-ridged waveguide, and the 
electric field components along the y-axial decline 
rapidly after passing through the longitudinal grid 
plane compared to that in the single-ridged 
waveguide. By choosing proper GX and GW, we 
can obtain the cross-polarization level needed in 
engineering. For the aperture of the single-ridged 
waveguide is a bit larger than that of the radiation 
waveguide, the matching to the free space can be 
improved. In order to further match the free space, 
a horn is added along the z-axial outside of the 
grids shown in Fig. 1 (a) where 	c is the horn angle 
and FL is the horn length. The higher modes will 
be excited again on the grid plane of the single-
ridged waveguide, and then degraded after some 
transmission distance in the horn, but the cross-
polarization level has been improved greatly. The 
reflection caused by the discontinuity between the 
single-ridged waveguide and the horn can be 
neglected when 	c is minor and the problem can be 
transformed into the radiation of H-plane rectangle 
horn aperture.  

Because the edge-slotted array with horn 
antenna is usually quite long, its quasi-two-
dimensional characteristic allows one to consider 
it analogous to an H-plane sector horn. By 
selecting suitable size of GW, GX, UW, and UL, the 
dominant mode will propagate in the single-ridged 
waveguide while the higher modes will cut off. In 
order to greatly reduce simulation time we utilize 
infinite array approach to obtain the 
characterization data of the cross-inclined slot. For 
the linear array simulations, periodic boundary 
conditions are applied along the transverse 
direction to the waveguide. For the combined horn 
antenna presented in this paper, the main impact 
factor to the cross-polarization are the grid strip-
width GW and single-ridged waveguide depth UL. 
Because the structure is assumed to be two-
dimensional, the analysis can be greatly simplified 
and the influences of the above parameters on the 
antenna can be acquired, respectively by the full-
wave electromagnetic simulation software Ansoft 
HFSS. 

 

 
(a)  

 

(b)  
 
Fig. 1. Geometry of the proposed antenna (a) 
cross-sectional view and (b) top view. 
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Fig. 2. (a) Electric field at the slots aperture and 
(b) electric field in the structure. 
 

III. ARRAY DESIGN 
The edge-slotted waveguide linear array feeds 

the horn antenna. The elements in the linear array 
are arranged along the x-axis and the polarization 
of the antenna is the same as the direction of x-
axis, and the slot elements have Taylor distribution, 
which is designed for a -27 dB side-lobe level 
(SLL). In order to reduce the influence of cross-
polarization, the effects of different single-ridged 
waveguide depth UL and grid strip-width GW to 
cross-polarization are studied in this paper. 
 
A. Effects on cross-polarization for different UL

Figure 3 (a) illustrates that the beamwidth and 
the gain change with UL periodically. Due to the 
higher mode’s attenuation and fundamental 
mode’s propagation in the single-ridged 
waveguide, a minimum value can be obtained 
every about �0/2 (�0 is the wavelength in free 
space). The peak gain curve of the cross-
polarization in E- and H-planes for different UL is 

shown in Fig. 3 (b). Evidently, the periodical 
variation trend is almost coherent between E-plane 
and H-plane while the cross-polarization in E-
plane is at least 10 dB larger than that in H-plane. 
The results shown in Fig. 3 depict that we can 
acquire specific antenna performances easily by 
choosing proper UL, which satisfies the special 
needs in engineering projects. For the proposed 
antenna, we choose the UL = 9 mm to satisfy the 
requirement of low cross polarization level, high 
radiation gain, and narrow beamwidth. 
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Fig. 3. (a) Beamwidth / gain versus UL and (b) 
cross-polarization versus UL. 
 
B. Effects on cross-polarization for different GW

The grid on the horn throat has great influence 
on the cross-polarization in the E-plane. As can be 
seen from Fig. 4 (a), when GW 	 �0/2, the 
beamwidth increases with GW and the gain 
decreases with UL. The peak gain level of the 
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cross-polarization in the H-plane is smaller than 
that in the E-plane as shown in Fig. 4 (b). For the 
purpose of meeting the low cross-polarization 
requirement, the grid strip-width (GW) should be 
chosen reasonably to compromise the cross 
polarization in the E- and H-planes. According to 
the curves illustrated in Fig. 4, we set GW = 3.4 
mm to obtain low cross-polarization for the 
designed antenna, whose peak gain level of the 
cross-polarization is -15.2 dB and -24.4 dB in the 
E- and H-planes, respectively.  
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Fig. 4. (a) Beamwidth / gain versus GW and (b) 
cross-polarization versus GW. 
 

In order to study the cross-polarization, we 
present three kinds of experimental models shown 
in Fig. 6. The measured results in Fig. 5 illustrate 
the comparison of the radiation pattern in E- and 
H-planes between Case A (without grid) and Case 
B (with grid). From Fig. 5, we can observe that the 
grid structure on the horn throat makes a bit 
improvement to the cross-polarization in the H-

plane and a great enhancement in the E-plane 
while the co-polarization reduces slightly. The use 
of the grid makes it possible to acquire lower 
cross-polarization for the proposed antenna. 
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Fig. 5. Comparison between Case A and Case B (a) 
co-polarization in H-plane, (b) cross-polarization 
in E-plane, and (c) co-polarization in E-plane. 
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Fig. 6. (a) Experimental model for the three cases 
and (b) measurement setup. 
 

For the Case C in Fig. 6 (a), the horn length 
(FL) is 220 mm and the horn angle 	c is 9° whose 
aperture is 343 mm × 76 mm. The combined 
antenna consists of the single-ridged waveguide, 
grid on the horn throat and horn. The structure in 
Case C is made up of the two same combined-
antennas and is benefit for fabrication and fixation 
with low cost, high gain, low side lobe level, and 
low cross-polarization, which is suitable for 
application of FMCW radar system. The measured 
VSWR results are revealed in Fig. 7 (a). Its value 

in the bandwidth from 34.45 GHz to 34.7 GHz is 
lower than 1.5. The comparison between simulated 
and measured normalized radiation pattern of co-
polarization and cross-polarization is illustrated in 
Fig. 7 (b), (c), and (d), respectively. As can be 
seen from Fig. 7 (b), the measured 3-dB 
beamwidth of the proposed antenna in the E- and 
H-planes are 1.5° and 8°, respectively. The 
simulated and measured results are in good 
agreement, which indicates that the pretty narrow 
beam is achieved. Figure 7 (c) and (d) illustrate 
that the improvement of the cross-polarization 
mainly concentrated in the E-plane, which 
improve about 20 dB for the cross-polarization 
performance. The comparison of the cross-
polarization in the E-plane for different types of 
antenna is listed in Table I. 
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Fig. 7. Simulation versus measured results (a) 
VSWR, (b) co-polarization radiation pattern, (c) 
cross-polarization radiation pattern (E-plane), and 
(d) cross-polarization radiation pattern (H-plane). 
 
 
Table I: Comparison of cross-polar in E-plane. 
Antenna type Cross-polar 
ANT (with grid) -40dB 
ANT (without grid) -25dB 
ANT in [11] -25dB 
ANT in [12] -35dB 
Edge-slotted waveguide 
linear array 

-28dB 

 
IV. CONCLUSION 

In this paper, the combined horn antenna with 
narrow beamwidth and low cross polarization is 
presented. The achievement of the key parametric 
analysis of the proposed antenna conduces to 
expanding the application field of the antenna. The 
cross polarization is mainly controlled by the 

single-ridged waveguide width and metallic grids 
strip-width and the radiation beam in the H-plane 
is formed by dominating the horn length (FL) and 
the horn angle 	c. In the meantime, the horn for the 
designed antenna has hardly effects on the 
radiation in the E-plane. Accordingly, it can be 
realized only by controlling slot parameters in the 
feed linear array, single-ridged waveguide depth, 
grid strip-width, and the horn parameters which 
increase the degree of design freedom. Three kinds 
of 62-element Taylor linear array at Ka band are 
fabricated and measured, which show good 
conformance to the simulated results. The 
measured cross-polarization level in Case C is less 
than -40 dB and the radiation gain is more than 30 
dB at the operating bandwidth. The proposed 
antenna is benefit for fabrication and fixation with 
low cost, low cross polarization, and extensive use 
in radar and communication systems. 
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Abstract � A new unequal Wilkinson power 
divider is presented in this paper. The structure 
benefits from half mode substrate integrated 
waveguide (HMSIW). In order to increase the 
characteristic impedance of the HMSIW line, an 
inductive post is used in the line. Different 
dividing ratios are obtained by changing the 
diameter of the inductive post. The experimental
results show that the power dividing ratio is 5.1:1
over the frequency range of 9.1 GHz to 12.8 GHz. 
The input and output ports are well-matched and 
the output ports are isolated from each other over 
this frequency range. The experimental results and 
simulation results of CST Microwave Studio are in 
good agreement.�

Index Terms � Half mode substrate integrated 
waveguide, substrate integrated waveguide, and
Wilkinson power divider. 

I. INTRODUCTION
Power dividers and combiners are passive 

components in microwave and millimeter-wave 
systems that are widely used in balanced 
amplifiers, mixers, and wireless communication 
systems. The division of power can be equal or 
unequal depending on the system requirements. 
Wilkinson power divider that has been proposed 
by E. Wilkinson in 1960 [1], is commonly used 
due to its good isolation, good output return loss, 
and reciprocity. This device consists of two 
quarter wave transmission lines and one isolation 
resistor that connect these lines at the end. It can 
be designed for equal or unequal power splits. One 
way to design an unequal power divider is using
quarter wave lines with different impedances. In 
this method, when the quarter wave parts are made 

of planar lines, the power dividing ratio cannot be 
high (more than 3). That is because the high 
characteristic impedance, which is needed for the 
lines, makes these lines too narrow to be 
fabricated. To solve this problem, different 
methods like defected ground structures (DGS) [2] 
and grooved substrates [3] have been applied to 
design unequal power dividers. However, 
increasing the impedance of the lines by DGS is 
limited and grooved substrates are difficult to be 
physically implemented.

Recently, substrate integrated waveguide 
(SIW) has been used for designing passive and 
active circuits [4]. This is based on combining the 
advantages of waveguides and planar lines in one 
line. So it has low attenuation and high Q-factor 
like waveguides along with having small size and 
integration compatibility like planar lines. An SIW 
line consists of two metal layers on top and bottom 
of substrate that are connected by rows of metallic 
vias on either side. SIW is a wideband line 
because TM mode cannot propagate in this line 
and it just can guide TEn0

HMSIW has the advantages of SIW but in 
smaller size. It is obtained by dividing the SIW 
line into two parts by cutting the symmetric plane 
along the transmission direction. This line has less 
attenuation compared to that of SIW and 
microstrip lines [6]. Two kinds of HMSIW 
Wilkinson power dividers are presented in [7, 8] 
but both of them split the power equally. In [9, 10] 
the non-uniform transmission lines method has 

mode [5]. That is 
because the spaces between vias dissipate TM 
mode. But the problem of SIW devices is having 
larger width compared to that of planar devices. 
One way to solve this problem is using half mode 
substrate integrated waveguide (HMSIW). 
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been used to design unequal Wilkinson power 
divider with microstrip lines. However, in this
paper, a novel unequal Wilkinson power divider 
with high power dividing ratio i.e., 6 is proposed 
that benefits from HMSIW transmission line.  

In section II, the basic of HMSIW unequal 
Wilkinson power divider is discussed. Section III 
presents the simulation and measured results, and 
finally section IV gives a brief conclusion. 

II. HMSIW UNEQUAL WILKINSON 
POWER DIVIDER

Figure 1 shows the structure of SIW and 
HMSIW lines. In order for an SIW line to have 
less radiation attenuation, no band gap effect and 
no excitation of higher order modes, one should 
consider the following equations [11], 

0.05<�/`&<0.25                           (1) 

1<�/�<2,                  (2)
where ��and � are the diameter of each via and the 
distance between two adjacent vias, respectively.

(a) SIW              (b) HMSIW

Fig. 1. The structure of SIW and HMSIW.

An equivalent rectangular waveguide for a 
substrate integrated waveguide is presented in 
[12]. This waveguide is filled with the same 
material as substrate of SIW. The width of 
equivalent waveguide can be obtained by the 
following equation [12],a‘ = b � 1.08�2/> + 0.1�2 /b        (3) 

where * is the width of SIW and a‘ is the width 
of equivalent rectangular waveguide.

In this paper, the cutoff frequency of HMSIW 
line is chosen to be 7.5 GHz. The diameter of each 
via is 0.7 mm and the distance between two 
adjacent vias is 1.2 mm. The dielectric constant of 
the considered material for substrate is 3.55 and 
the height of the substrate is 0.508 mm. Thus, 
according to the equation of cutoff frequency in a 

rectangular waveguide, a‘=10 mm, then referring
to equation (1), we obtain *�= 10.4 mm.�Thus the 
width of HMSIW is w/2 = 5.2 mm. The guided 
wavelength of an SIW line and corresponding 
HMSIW is [13], `d����e(f2�3� /&2) � (�/b)2.            (4) 
Thus, at f = 10.5 GHz, the quarter wavelength is 
about 5.8 mm. The equal HMSIW Wilkinson 
power divider, which is presented in [8] is shown 
in Fig. 2. This circuit consists of two quarter wave 
HMSIW with a gap between them. These lines are 
connected to the ports through microstrip feed 
lines. The proposed unequal power divider in this 
paper is developed based on this structure.

Fig. 2. An unequal HMSIW Wilkinson power 
divider presented in [8].

In order to design an unequal HMSIW power 
divider, HMSIW lines with different characteristic 
impedances are required. Since a HMSIW is 
equivalent to a rectangular waveguide, the idea of 
using discontinuities in a waveguide [14] can be 
used in HMSIW too. Thus, one way to change the 
impedance of a HMSIW line is using an inductive 
post in a place inside the HMSIW. Figure 3
indicates the equivalent circuit of an inductive post 
in a rectangular waveguide.

Fig. 3. Equivalent circuit of an inductive post [14]. 

When d/a < 0.1, Xb is negligible and the metal 
post is equivalent to Xa, which depends on the 
frequency and the size of the post [14]. Figure 4 
indicates the transmission line model of the 
proposed unequal HMSIW Wilkinson power 

Metallic via
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divider. Figure 5 displays the layout of this 
structure. It consists of two HMSIW with a 0.5
mm gap between them. The upper side of the 
structure consists of a quarter wave HMSIW line, 
which is connected to 50 ��	
�����
�� ����� �
����
by a tapered microstrip line with Z0 = 50 �������
characteristic impedance of the HMSIW line 
according to the equivalent rectangular waveguide 
is about Z1 = 30 ��������������� GHz.

Fig. 4. Transmission line model of the proposed 
power divider. 

For designing a 1:6 unequal Wilkinson power 
divider, the second line must be 180 ����
�����
��
characteristic impedance, the length of the second 
HMSIW will be about 28 mm, which is too long 
for this structure. To solve this problem, an 
inductive post is added to the second line to 
provide a high impedance line with smaller size. 
The length of this line and the place and diameter 
of the inductive post are obtained by tuning and 
optimization to have 180 �� ���������
��
��

impedance and wider bandwidth. Since there are 
transition parts between HMSIWs and microstrip 
feed lines to transform the dominant mode of 
HMSIW to quasi-TEM mode of microstrip, the 
matching circuits are designed in the transition 
part. The dimensions of the transition parts are 
obtained by tuning and optimization. The width of 
input and output microstrip lines is 1.1 mm to 
provide 50 � characteristic impedance. Finally,
the amount of isolation resistor is equal to the sum 
of impedances of ports 2 and 3, which are both 50 
��� ������  � �!����� ���� ��� Table I shows the 
geometrical parameters of the proposed unequal 
power divider. 

III. SIMULATION AND EXPERIMENTAL 
RESULTS

The proposed structure is designed and 
optimized by CST Microwave Studio. The 
simulation results for ���= 0.5 mm, 1 mm, and 2.4

mm are shown in Figs. 6 and 7 when the other 
parameters kept fixed. Table II shows a 
comparison between the simulation results. It is 
clear that when �� increases, the power split 
becomes higher. Figures 7 (a) and (b) show the 
simulation and measured results of the proposed 
unequal Wilkinson power divider from 8 GHz to 
18 GHz when ���= 1 mm.

Fig. 5. Layout of the proposed unequal Wilkinson 
power divider. 

Table I: The geometrical parameters of the 
proposed unequal power divider. 

Parameter value
(mm)

Parameter value
(mm)

W1 5.2 l1 5.8

l2 3.8 g 0.5 

wti1 1.7 lti1 2.4

wti2 1.0 lti2 1.0

wto1 1.1 lto1 2.1

wto2 0 lto2 0 

W 1.1 Wo1 0.6

Di 0.5

The measured results over the frequency range 
of 9.1 GHz to 12.8 GHz show that the insertion 
loss of port 2 is 2 ± 0.6 dB and the insertion loss of 
port 3 is 9.1 ± 0.6 dB. Thus, the power dividing 
ratio is about 5.1. From the simulation results the
power split of 6 was expected. The little 
differences between the simulation and measured 
results can be due to the loss of substrate and test 
devices and the fabrication precision. The input 
return loss is better than 10 dB, the isolation is 
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better than 14.2 dB and the output return loss of 
ports 2 and 3 are better than 10 dB over the 
mentioned frequency range. Figure 8 displays the 
fabricated unequal HMSIW Wilkinson power 
divider. 
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Fig. 6. Simulation results of the proposed structure 
(a) �� = 0.5 mm and (b) �� = 2.4 mm. 
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Fig. 7.  Experimental and simulation results of the 
proposed structure for �� = 1 mm (a) S11, S21, 
S31, and (b) S22, S33, S32. 

Table II: The simulation results of CST for 
different values of ��. 

di
=0.5mm

di
=1mm

di
=2.4mm

Power split 5 6 9 

Bandwidth 31% 27% 24%

Input 
return loss

<15dB <12.5dB <17dB

Output 
return loss 
(port2)

<10.5dB <10.1dB <11.5dB

Output 
return loss 
(port3)

<10dB <10dB <10dB

Isolation <13dB <19dB <15dB

Fig. 8. The fabricated unequal HMSIW Wilkinson 
power divider for �� = 1 mm.

The phase response of the output ports, which 
indicated in Fig. 9 shows that the proposed power 
divider is in phase.
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Fig. 9. Phase response of the proposed unequal 
power divider. 
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IV. CONCLUSION
A new compact unequal Wilkinson power 

divider is proposed in this paper. The main 
difference between this structure and previously 
published unequal Wilkinson power dividers is 
that this structure benefits from the advantages of 
half mode substrate integrated waveguides. In 
order to increase the characteristic impedance of 
the HMSIW line, an inductive post is added inside 
it. High power dividing ratios i.e., 6 and 9 are 
obtained by different diameters for the inductive 
post. This method can be used even for higher 
power dividing ratios. The output ports of the 
proposed structure are isolated from each other. 
All the input and output ports are matched. This 
power divider is designed in microwave Ku band. 
The output matching networks are designed inside 
the transition parts between HMSIW and 
microstrip lines. Thus, the size of the structure 
does not increase too much compared to that of 
HMSIW equal power divider. 
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Abstract� A planar ultra-wideband antenna with 
dual band-notched characteristics is proposed. The 
main features of the proposed antenna are the 
extremely compact dimensions and band-notched 
characteristics that are obtained without modifying 
the radiator. The dual band-notched characteristics 
are achieved by a pair of mirror U-shaped slots 
and an inverted U-shaped slot at the conductor-
backed plane. The measured results of the 
manufactured (15 mm × 15 mm) antenna on 1.6 
mm FR4 substrate show that the antenna operates 
with VSWR less than two over the frequency band 
from 3 GHz to 11.2 GHz. That wideband is 
featured by the existence of two notched bands
VSWR is more than five aimed at suppressing any 
interference from IEEE802.11a WLAN 5 GHz 
(5.15 GHz - 5.825 GHz) and ITU 8 GHz (8.025
GHz - 8.4 GHz) band. The antenna has a desirable 
VSWR level, radiation pattern, and gain 
characteristics for ultra wideband frequency band 
range. 

Index Terms – Coplanar waveguide (CPW) 
antennas, frequency band notched function, and 
ultra wideband (UWB) antenna. 

I. INTRODUCTION
There is a tremendous applications that use the 

ultra wideband (UWB) technology due to its 
unlimited applications in short-range wireless 
communications. One of the key elements to 
secure a successful UWB system is an UWB 
antenna with compact dimensions, proper 
characteristics, and immunity to interferences from 
nearby systems that use parts of the UWB 

spectrum. The main parameters in designing UWB 
antennas, especially for indoor applications, are 
easy to manufacture structure, compact size, and 
omnidirectional radiation pattern across the band 
from 3.1 GHz to 10.6 GHz [1-2]. Different 
methods such as the truncated slot on the antenna 
patch have been proposed for increasing 
impedance bandwidth. Since there are several
existing systems operating within the UWB 
frequency spectrum, such as the IEEE802.11a 
WLAN (5.15 GHz - 5.825 GHz) and the ITU 
(8.025 GHz - 8.4 GHz) the UWB antenna is 
required to have the capability to notch those 
bands and thus to cancel any interference between 
those systems and the UWB system. Some UWB 
antennas with band-notched characteristics are 
available in the published literature. One common 
method is to use different types of slots on the 
patch and ground plane and parasitic elements [3-
16]. Such antennas with various types of slots 
have large dimensions in comparison to that 
proposed antenna in this paper. In this paper, the 
target is to present a compact structure with dual 
band-notched characteristics that are achieved 
without modifying the patch in a step-by-step 
design procedure. The main radiator of the 
proposed antenna is a simple square patch that is 
fed using a microstrip line. The ground plane is 
located at the bottom layer with a pair of mirror 
semi C-shaped notches for a perfect matching. A 
conductor-backed plane that is used to achieve the 
band-notched characteristics of the antenna is 
located at the bottom layer. The first notched 
frequency band is achieved by using an inverted 
U-shaped slot embedded in the conductor-backed 
plane, whereas the second notched band is realized 
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by using a pair of mirror inverted U-shaped slots 
inside the conductor-backed plane. The final 
performance of the antenna is aimed at achieving 
the required UWB and to have dual notched bands 
that can be adjusted using an empirical formula. 
The impedance bandwidth is enhanced by using 
slotted conductor-backed plane. The presented 
design is validated by simulations and 
measurements.

II. ANTENNA DESIGN
Figure 1 shows the configuration of the 

proposed ultra-wideband (UWB) antenna. The top 
layer include the main radiator in the form of 
square patch with initial dimensions that are 
������ ��"��#$�� × #$���� (where #$ is the guide 
wavelength, which is equal to c/(Z3� �& ) at the 
center of the UWB, i.e., at 6.85 GHz, and c is 
speed of light in free space). The bottom layer 
includes a pair of mirror semi C-shaped notches in 
the corners of the ground plane and slotted 
conductor-backed plane. In the design, the antenna 
is constructed with a substrate made of FR4, with 
thickness of 1.6 mm and relative dielectric 
�������� %r = 4.4. The initial dimensions of the 
��"������� ���� ������ ��"��#$ × #$������&
������
the feed-line microstrip (Wf

In order to show the impact of using the 
truncated ground plane, the antenna’s performance 
is simulated for different cases as indicated in Fig. 
2 (a), (b), and (c). If the proposed antenna is used 
with the different structures of ground plane, 
rectangular-shaped and a pair of mirror L-shaped 
notches, in the manner shown in Fig. 2 (a) and (b) 
the impedance matching is poor at the frequency 
band between 8.5 GHz and 10.6 GHz, which 
should be part of the UWB spectrum. To improve 
the performance at that band, a pair of mirror semi 
C-shaped notches is included at the bottom layer 
with proper dimensions as depicted in Fig. 2 (c). It 

is found that by using this form on the ground 
plane, impedance bandwidth is improved 
especially at the high frequencies. Figure 3 shows 
the simulated VSWR curves with different 
structures of ground plane. 

) is fixed at 2 mm for 
50 '�
	������e. In the first step of the design, the 
dimensions of the substrate, square patch as 
radiator are optimized using the software HFSS 
for an UWB frequency coverage. The optimized 
dimensions are 15mm × 15 mm for the substrate 
and 7.5 mm × 7.5 mm for the radiator. The 
optimum gap between the square patch and the 
ground plane is 4.1 mm for proper impedance 
matching of the bandwidth. The optimization of 
the structure is obtained using the Ansoft 
simulator (HFSS).

(a)

(b) 

Fig. 1. Configuration of the proposed antenna, (a) 
top layer with square patch and (b) bottom layer 
with U-shaped forms in the conductor-backed 
plane (units in mm). 

To modify the performance of the antenna by 
creating two notched sub-bands at the WLAN 
(5.15 GHz � 5.825 GHz), and ITU (8.025 GHz �
8.4 GHz), the rectangular-shaped conductor-
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backed plane with the dimensions of 14 mm � 7.2 
mm is slotted in the manner shown in Fig. 1 (b). A 
pair of mirror U-shaped slots at the two sides of 
the conductor is created the first notched band 
centered at 5.65 GHz, whereas the inverted U-
shaped slot inside the conductor is responsible for 
making the second notched band centered at 8.1 
GHz. The slot’s length Lp defines the first notched 
band, whereas the strip’s length Lp1 defines the 
second notched band. In this paper, the center-
rejected frequency (fp and f p1) is approximately 
by, Lp =  &4�> e3���                          (1) 

Lp1 =  &4�> 1e3���   ,                     (2) 

3��� =  3� +12 + 3� �1
2h1+129a �

   ,                 (4)

where c, h, Wf��%r������%eff are the second of light 
in free space, thickness of substrate, the width of 
the feed line, dielectric constant, and effective 
dielectric constant, respectively. Moreover, the 
relation between the center of the notched bands 
(fp and fp1) ����������&����
$������	������
��%eff,
which can be calculated for the microstrip 
structures using the formula in [12]. For the 
notched bands that are cantered at the frequencies 
5.65 GHz and 8.1 GHz, the values of the designed 
parameters Lp and Lp1 can be calculated using 
equations (1) and (2) as 7.1 mm and 5.3 mm. In 
order to verify the validity of the design equations 
(1) and (2), the performance of the antenna for 
different values of Lp and Lp1 is calculated using 
the simulation tool and the results are shown in 
Figs. 4 and 5. It is shown that the effective 
parameter in the position of the lower rejected sub-
band is the length Lp shown in Fig. 1 (b). The 
simulated results for different values of this 
parameter are shown in Fig. 4. Decreasing that 
design parameter results in an increase in the 
frequency of the lower rejected sub-band with 
negligible effect on the upper rejected sub-band. 
Concerning the upper rejected sub-band, the main 
parameter that defines that band is shown to be 
Lp1. The simulated performance of the antenna for 
different values of that parameter is shown in Fig. 
5. The decrease in the value of Lp1 causes the 
upper rejected sub-band to shift up in the 
frequency without almost any impact on the lower 
rejected sub-band. It is possible to show using the 

design equation of microstrip structures [17] that 
for the utilized structure, the effective dielectric 
constant is given approximately ��� %eff  = 3.2. If 
this value is substituted in equations (1) and (2) 
along with the values of Lp and Lp1that are used to 
generate the simulation results of Figs. 3 and 4, the 
location of the center of the notched bands ( fp and 
fp1) calculated from equations (1) and (2) are 
almost the same simulated values shown in Figs. 4 
and 5. The whole structure of the antenna is 
optimized using HFSS for the widest possible 
bandwidth using the most compact structure. The 
optimal parameters of the constructed antenna are 
as follows: Wsub = 15 mm, L sub = 15 mm, Lp= 7.1 
mm, and Lp1 = 5.3 mm.   

Fig. 2. (a) Rectangular-shaped ground plane 
without notch, (b) ground plane with a pair of 
mirror L-shaped notches, and (c) ground plane 
with a pair of mirror semi C-shaped notches. 

Fig. 3. Simulated VSWR for the different 
structures of ground slotted conductor-backed 
plane. 

The other optimized dimensions of the antenna are 
indicated in Fig. 1. In order to show how the 
slotted conductor-backed plane becomes effective 
in the rejection of the dual-notched bands, the 
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current distribution at the structure of that plane is 
calculated using the simulation tool HFSS at the 
first and second notched frequency bands. It is 
clear from Fig. 6 (a) that the current flows in 
opposite directions at the two edges of the half-slot 
of the inverted U-shaped from at 5.6 GHz. Thus, 
the total effective radiation from the antenna 
becomes almost zero, and thus a notched band is 
achieved. In Fig. 6 (b), the current at 8 GHz at the 
right and left side of the two edges of the U-
shaped slots are in opposite directions. Thus, the 
total radiation from the antenna at this band is very 
limited and a second notched band is achieved.  

Fig. 4. Simulated VSWR of the antenna with 
different values for Lp. 

Fig. 5. Simulated VSWR of the antenna with 
different values for Lp1.

III. RESULT AND DISCUSSIONS
The designed antenna is fabricated and tested. 

The impedance bandwidth with dual band-notched 
characteristics that has the dimensions Wsub= 15 
mm and Lsub = 15 mm is tested by using an 

Agilent 8722ES vector network analyzer ( VNA). 
The simulated and measured VSWR of the 
antenna depicted in Fig. 7 reveal that the antenna 
covers the ultra-wideband frequency range from 3 
GHz to more than 11.2 GHz in the measurement 
assuming VSWR < 2 as a reference. Figure 7 
clearly show that the constructed antenna exhibits 
two notched bands centered at 5.65 GHz and 8.1 
GHz. There is generally a good agreement 
between the simulated data and measured result 
except a slight down shift in the center of the 
lower and upper rejected bands; these could be due 
to the effect of the SMA port in the laboratory. On 
the other hand, it can be observed that by using 
this filter structures, the lowest frequency is 
significantly decreased from 3.3 GHz to 3 GHz. 
Figure 8 shows the effect slotted conductor-backed 
plane on the maximum antenna gain from 3 GHz
to 11 GHz in comparison to same antenna without 
conductor. 

(a)

(b) 

Fig. 6. Simulated current distribution of the band-
notched monopole antenna at (a) 5.6 GHz and (b) 
8 GHz ( FC: field cancellation). 
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Fig. 7. Measured and simulated VSWR of the 
proposed dual band-notched monopole antenna 
with and without conductor (inset).

Fig. 8. Comparison between the gain of the square 
patch (without conductor) and the slotted 
conductor-backed plane. 

The values in Fig. 8 indicate that the realized 
dual band-notched antenna has good gain flatness 
except in the two notched bands, where the gain 
decreases drastically at 5.5 GHz and 8 GHz. The 
radiation pattern of the antenna is also tested to 
confirm the omni-directional behavior of the 
antenna as mainly required by the short range 
indoor UWB communication systems. Figure 9 
show the measured radiation patterns including co-
polarization and cross-polarization at the 
frequencies 4 GHz, 7 GHz, and 9 GHz, in the H-
plane (xz-plane) and E-plane (yz-plane). From 
overall view of these radiation patterns, it can be 
clearly seen that xz-plane patterns are almost 
omni-directional, but they are more directional in 
the higher band. 

Fig. 9. Measured radiation pattern of the antenna 
at (a) 4 GHz, (b) 7 GHz, and (c) 9 GHz. Solid line, 
co-polarization and dashed line, cross-polarization. 

IV. CONCLUSION
A compact microstrip-fed printed monopole 

antenna with ultra-wideband presented. By 
inserting a pair of mirror semi C-shaped notches in 
the corners of the ground plane, additional 
resonance is achieved and the impedance 
bandwidth of the proposed antenna is increased. A 
slotted conductor-backed plane is placed at the 
bottom layer to create two notched bands in the 
radiation of the antenna. The dual band-notched 
characteristics are achieved by using a pair of U-
shaped slots and an inverted U-shaped slot 
embedded inside a rectangular-shaped conductor-
backed plane. The first notched band aimed at 
preventing any interference with existing 5 GHz 
WLAN systems is achieved by using an inverted 
U-shaped slot in the conductor-backed plane, 
which exempt from interfaces. The second 
notched band aimed at preventing the interference 
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with the 8 GHz ITU systems is achieved by using 
a pair of mirror U-shaped slots inside the slotted 
conductor-backed plane. The measured results 
show the proposed antenna operates over the 
frequency band between 3 GHz and 11.2 GHz, 
defined by VSWR < 2. The two bands WLAN 
(5.15 GHz � 5.825 GHz) and ITU (8.025 GHz �
8.4 GHz) are already notched, which centered at 
5.65 GHz and 8.1 GHz, respectively. 
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Abstract—This paper presents a novel 
mathematical model based on the generalized 
notion of power (GNP) to accurately predict the 
performance characteristics of hybrid electric 
vehicles (HEVs). The uniqueness of this technique 
is the ability to represent both internal combustion 
engine and electrical propulsion machines in one 
system of state space equations. Thus, it allows 
proper characterization and control of the 
interaction of both systems by taking into account 
large and small load disturbances and the 
irreversibility of entropy generation by the internal 
combustion engine. The superiority of the 
proposed model is demonstrated by applying it to 
a prototype HEV configuration and by comparison 
to readily available benchmark data.  
 

Index Terms - Electric machines, hybrid electric 
vehicles, internal combustion engines, magneto-
statics, and mathematical models. 
 
Nomenclature
 

HEV Hybrid Electric Vehicle 
EMG  Electric Motor Generator 
ICE  Internal Combustion Engine 
I     EMG Windings Current  
R   EMG Windings Resistance  
L   EMG windings Inductance  

        Electric angular speed 
�     Rotor position 
UV      EMG Windings Voltage  
J      Moment of inertia of the EMG rotor 
Tdev    Developed torque of the EMG 
Tload   Load torque 
qE     Flow variable at electric port 

eE     Effort variable at electric port 
qM    Flow variable at mechanical port 
eM    Effort variable at mechanical port 
Ui     Internal energy  
Si     Entropy  
Vi     Volume  
Ti      Temperature  
Pi      Pressure 
i     Index the thermodynamic state  
m     Mass of the air  
Cv     Specific heat at constant volume of the air 
Rg     Ideal gas constant. 

 
I. INTRODUCTION

The demand for more environmentally 
friendly and fuel efficient vehicles has increased in 
response to growing concerns for clean 
environment and energy savings. In this context, 
the hybrid electric vehicle (HEV) has emerged as a 
viable solution to meet these requirements. There 
are different powertrain configurations in HEVs. 
However, all involve integrating several power 
sources, mainly internal combustion engine, ICE, 
and electrical motor generator (EMG) unit in the 
vehicle to improve its performance. The 
performance of HEVs depends on the design of 
the powertrain system and the integration of the 
power sources. Accordingly, accurate performance 
characterization, including the interaction of 
mechanical and electrical components, is essential 
to optimize the design of the powertrain and thus 
the performance of the HEV. However, this proves 
to be very challenging because of the dynamic 
nature of the interactions among various 
components of HEV [1, 2]. In [1] an integrated 
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team artificial intelligence electromagnetic, T-AI-
EM environment was developed to accurately 
determine the performance characteristics of 
synchronous reluctance machines (SynRM) with 
axially laminated anisotropic rotor configurations 
for powertrain usage. In another work, the PLC 
network was used to improve the communication 
inside the hybrid electric vehicle [3]. Much of the 
earlier works involved the use of finite state 
machine (FSM) to model the interaction between 
the ICE and EMG. It simulates an offline control 
strategy that manages the developed power to 
balance the load power for a given state of 
operation of the HEV [2, 4, 5]. The drawback of 
such approaches is its inability to capture the 
effect of small load disturbances. Thus, the HEV 
will not operate at near optimum conditions. This 
paper presents a novel technique that models both 
EMG and ICE into one system of state space 
equations. Accordingly, it enables the use of real 
time control strategies that could adaptively 
change the degree of hybridization of the vehicle 
in response to large and small load disturbances to 
achieve near optimum performance conditions. In 
the following, we present the conventional and the 
proposed GNP models. The models are next 
applied to a prototype HEV configuration and the 
results are compared to available benchmark data 
for validation.   

 
II. THE CONVENTIONAL MODEL 
The conventional model of HEV starts by 

adopting certain configuration of connecting the 
ICE and the EMG, such as the series, parallel or 
split power configuration, Fig. 1. Next, each of the 
ICE and EMG is modeled as a standalone 
component and are integrated by using a power 
balance equation to simulate the propulsion of the 
vehicle in accordance with the status of the 
operation of the vehicle [6]. One way is to model 
the EMG by nonlinear state space equations as 
follows,  

1 1
V

LI L R I L U�
)

� �/� �� 
 
� �/� �
�           (1) 

 

    dev loadT T
J

� �
��  ,          (2) 

    T
dev

LT I I�
)
/

�
/

  ,                  (3) 

where, I is the current, R is the resistance, L is the 
inductance, 
 is the electric angular speed, 	 is the 
rotor position, UV is the voltage, J is the moment 
of inertia of the rotor, Tdev is the EMG developed 
torque, and Tload is the load torque. The complex 
structure and the nonlinear nature of the magnetic 
material of the EMG system cause the inductances 
of the electric machine to be function of the rotor 
position and load current. Thus, the family of 
curves technique [7] is adopted and nonlinear 
magnetic field solutions are used to represent each 
inductance by a set of curves function of rotor 
position and current load condition, Fig. 2. The 
state space model is used to compute the winding 
currents and the developed torque for the given 
input voltages and load torque [7, 8]. A 
computational electromagnetic (EM) module is 
used to model the EMG. This module accounts for 
the non-linearity of the EMG magnetic material, 
space harmonics due to its geometry, as well as the 
time harmonics resulting from switching 
electronics in the load. This module utilizes an 
indirectly coupled FE-SS approach to compute 
sets of winding inductances as function of load 
and rotor position. The method is outlined in Fig. 
2 where for each rotor position the EM solutions 
corresponding to a range of the excitation currents 
are computed. These solutions are used to compute 
the device windings inductances. Next, the rotor is 
moved an increment, �	, to a new position and the 
task is repeated to cover a complete AC cycle. In 
this work, �	 was chosen at a value that moves the 
rotor to positions alternatively between “middle of 
slot” and “middle of tooth” of the stator to account 
for the slotting effects. Once a full electrical cycle 
of the rotor motion is completed, a set of family of 
curves is obtained [7]. A sample family of curves, 
for the stator winding mutual inductance Lab is 
shown in Fig. 3, which is function of load and 
rotor position. These sets of curves are integrated 
with the state space model in order to accurately 
predict the performance characteristics of the 
EMG. 

As for the ICE model, the engine efficiency 
map of Fig. 4 is used. Here, the ICE is assumed to 
operate at the optimum operating line (OOL), 
which is a sequence of intersections of the 
constant engine power lines with the peak 
efficiency contours [9]. The EMG and ICE 
combine to develop the torque required to propel 
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the vehicle. The finite state machine of Fig. 5 is 
used to define the state of operation of the HEV 
powertrain. The HEV state of operation like 
starting, cruising, breaking, Fig. 5, decides the 
degree of hybridization of the vehicle. The degree 
of hybridization is defined as the power developed 
by the EMG over the required load power. The 
state of operation of the HEV can be based on a 
load-following strategy or an on/off strategy. In 
the case of a load-following strategy, the power 
from the power propulsion unit (PPU) is closely 
related to the power demand from the chassis. If 
the strategy is the on/off type, the power from 
power propulsion unit is related to the state of 
charge (SOC) of the batteries. At some specific 
SOC, the PPU is turned on or off. In practice, a 
combination of the strategies might be the most 
appropriate choice [9]. The main principle is that 
when a specific state is active an output related to 
that state would be generated. An example of the 
generated output for “starting state is: 
Motor_enable=1, Generator_enable=1 and 
Ice_enable=0; in this mode the HEV works as an 
electric vehicle. A state of operation of the vehicle 
is activated based on the “throttle” and “breaking” 
positions. A state will remain active till a change 
occurs, such as change of vehicle speed and or 
pedal position; then another state will become 
active, Fig. 5. As can be appreciated, this type of 
operation cannot be used to adaptively change the 
degree of hybridization when small disturbances 
occur in the load. Therefore, the HEV performance 
will be far from being optimum. 

  
 

 
 
Fig. 1.  Toyota prius split power configuration.   
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Inductance family of curves computation. 
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Fig. 3. Family of curves of mutual inductance Lab.  
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Fig. 4. Engine efficiency map. 

 

 
 
 
 
 
 

Fig. 5. Finite state machine of HEV. 
 

III. GENERALIZED NOTION OF 
POWER MODEL 

The aim of this work is to develop an accurate 
model that precisely predicts the performance of 
the HEV for all types of driving cycles including 
small road disturbances. The main principle is to 
develop a torque equal to a load torque to propel 
the car while maintaining optimum performance of 
the ICE and SOC higher than 20 % to protect the 
batteries [8]. The generalized notion of power [10] 
is used in this work to unify the notation for both 
EMG and ICE systems so it can be modeled in one 
system of state space equations. The GNP is 
implemented as the vector multiplication of effort 
variable vector e and the generalized  displacement 

vector q to arrive to the power and thus the torque. 
The adoption of the GNP model facilitates the use 
of real time controller such as the proportional-
integral-derivative (PID) controller to manage the 
interactions between the EMG and the ICE at near 
optimum performance conditions. The details of 
developing the GNP model for the HEV are given 
below.  

 
A. The EMG model 

An electric motor generator (EMG), according 
to its structure, can be represented as a dual-port 
system. The first port is the electrical winding and 
the second is the mechanical shaft. The machine 
dynamics are described by two power variables at 
each port. Using the generalized notion of power 
representation, the current in the EMG system is 
treated as a displacement variable, q, and the 
voltage as an effort variable, e. Moreover, the rotor 
angular velocity and the developed torque are the 
displacement and effort, respectively, at the 
mechanical port, Fig. 6. Using the GNP 
representation in equations (1) to (3) above will 
result in equations (4) to (6), 

 

 1 1
E M E E

M

Lq L R q q L e
q

� �� �/
� 
 
� �/� �

�        (4) 

M load
M

e eq
J
�

�� ,        (5) 

.)( EM
T
EM qLqqe

)/
/

�            (6) 

where L is the inductance matrix and eM is the 
effort of the mechanical port. The inductance 
matrix, L, of equation (4) can be calculated from 
nonlinear magnetic field solutions or test data and 
represented by the family of curves approach 
outlined above in Fig. 2. Accordingly, it accounts 
for the nonlinearity of the magnetic material and 
the complex structure of the EMG.   
  
B. The ICE Model 

The ICE is a thermodynamic device that 
generates mechanical work and heat based on the 
first and second laws of thermodynamics as shown 
in the P-V and T-S diagrams of Fig. 7. The Otto 
cycle consists of adiabatic compression, heat 
addition at constant volume, adiabatic expansion, 
and rejection of heat at constant volume. In the 
case of a four-stroke Otto cycle, technically there 

p is accelerator pedal position 
b is break pedal position  

OOL 
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are two additional processes: one for the exhaust 
of waste heat and combustion products (by 
isobaric compression) and one for the intake of 
cool oxygen-rich air (by isobaric expansion); 
however, these are often omitted in a simplified 
analysis. The Otto cycle is summarized by the 
following process [9]: 
@ Process 0-1 represents an isentropic 
compression of the working gas as the piston 
moves up the cylinder.  
@ Process 1-2 is a constant-volume ignition of 
the air fuel mixture.  
@ Process 2-3 is an isentropic expansion while 
the piston is pushed down the cylinder. This phase 
is known as the power stroke.  
@ Process 3-0 is the rejection of the exhaust gas 
out of the cylinder at constant volume.  
 

 
 
 
 
 
 

Fig. 6. Schematic of EMG using GNP notation. 

 
Hence, the internal energy U(S,V) is a scalar 
potential function defined in the space of 
displacements spanned by S (entropy) and V, 
volume. The efforts in the two domains (thermal 
and mechanical) may be defined as e = [T,P]T, 
where T is the temperature and P is the pressure. 
For simplicity, the equations are linearized about a 
nominal operating point defined by So and Vo 
where, 
      S = S - So  
             V = V - Vo,                                          (7) 
              T = T - To(So,Vo),  
              P = P - Po(So,Vo).                   
 

Taylor series expansion is utilized as follows:  
T = �T/�S|SoVo S + �T/�V|SoVo V + higher order 
terms; P = �P/�S|SoVo S + �P/�V|SoVo V + higher 
order terms. Neglecting the higher-order terms and 
dropping the  prefix for convenience; a linearized 
model of the ICE is obtained as shown in the 
equation below, 
 

                T � AS – BV  
                P � BS – CV,                     (8) 

 

where A, B, and C are positive constants defined 
by, 

A = �T/�S = 
vmC

T0  

B = �P/�S = – �T/�V = 
vmC

P0 , 

C = – �P/�V = � �� �1
0

0 

v

g
C
R

V
P .          (9) 

The symbol m is the mass of the air, Cv is the 
specific heat at constant volume of the air, and Rg 
is ideal gas constant. The Internal energy 
corresponding to this linearized approximation is a 
quadratic form in S and V and is given by:  

U = 1/2 A S2 – B SV + 1/2 C V2.         (10) 
 

 
Fig. 7. P-V and T-S diagram of internal 
combustion engine. 
 
The Otto cycle summarized in Fig. 7 is described 
as follows, STATE 0:  everything at thermal 
equilibrium (So, Vo),  
 

  To = ASo - BVo 
Po = BSo - CVo ,  
Uo = 1/2ASo

2 - BSoVo + 1/2CVo
2.         (11) 

 

The transition between state 0 to state 1 is 
represented by an adiabatic compression of the 
working gas as seen in Fig. 7. This compression 
occurs at constant entropy and at a volume change, 
-�V. STATE 1: is represented by the variables 
(So) and (Vo - �V) thus temperature and pressure 
increases as follows, 
 

T1 = ASo - B(Vo - �V) = To + B�V 
P1 = BSo - C(Vo - �V) = Po + C�V.  (12) 

 

The energy generated is given by the following 
equation, 
 

U1 = 1/2ASo
2 - BSo(Vo - �V) + 1/2 C(Vo - �V)2 .

                                    
(13) 
 

The internal energy increases by an amount equal 
to the work done on the gas and is given by, 
 

U1 - Uo = Po�V + 1/2C�V2.         (14) 
 

Each of these transition processes of Fig. 6 can be 
developed in a similar way as from state 0 to state 
1 and they can be represented in state space format 
as follows, 

Voltage  eE    

Current qE 

         Electrical port                                 Mechanical Port 

eM  Tdev    

qM  
rotor    
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The torque developed by the ICE as result of the 
above analysis computed for all the Otto cycle is 
given as follows, 
 

eeng= A�S2/
eng              (16) 
 

where 
eng is the angular rotation of the crank shaft 
of the ICE. 
 
C.  Integration of EMG and ICE

The key objective of this work is to develop a 
GNP based model of the HEV powertrain. This 
model can be used with a real time control strategy 
to adaptively change the degree of hybridization of 
the vehicle in response to large and small load 
disturbances and to achieve near optimum 
performance. This is demonstrated by simulating a 
PID real time control strategy that manages the 
interaction between the ICE and the EMG of the 
HEV powertrain system. The strategy is 
summarized in Fig. 8. In this strategy, the load 
torque is computed from the driving cycle. Also, an 
initial voltage and initial pedal position are selected. 
The pedal position is used to iteratively determine 
the entropy and the displaced volume of the ICE 
and therefore the torque. The selected EMG voltage 
is used to initiate an iterative process between the 
state space model and family of curves to accurately 
calculate the winding currents and the EMG 
developed torque. Next the total developed torque 
(Tdev + Teng= eM + eeng) and the degree of 
hybridization (Tdev/(Tdev + Teng)) are computed. This 
developed torque is used in the kinematic and 
kinetic equations of the HEV to determine the load 
torque and actual driving cycle. This driving cycle 
is checked with the reference driving cycle. The 
controller will continue on changing the initial dc 
bus voltage and the pedal position till both driving 
cycles match (within 5 % error). 

 
IV. APPLICATION AND RESULTS 
The split power configuration of Fig. 1 for a 

prototype Toyota Prius was modeled using both 
conventional and proposed GNP models presented 
in this paper. As shown in Fig. 1, this 
configuration consists of two EMGs of the internal 
permanent magnet (IPM) type.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
Fig. 8. Real time control strategy of HEV. 

 
These two EMGs are rated at 28 kW and 50 

kW, respectively. The bank of batteries consists of 
168 cells of NINH type that is rated at 21 kW [6]. 
The ICE is a 4-cylinder aluminum double 
overhead cam (DOHC) 16-valve VVT with 
displacement of 1.5 L [2]. The vehicle is tested for 
urban driving cycle, UDC. The results presented in 
this paper are generated using the conventional 
model and the novel GNP model proposed in this 
work for the same operating conditions of 
references [2, 6]. The results are shown in Fig. 9 to 
Fig. 12 and are compared to available benchmark 
data [2, 6]. Figures 9 and 10 show the predicted 
load torque and SOC as computed by both models 
and compared to benchmark data. As can be 
appreciated from these results, the GNP model 
presented in this work better captures the effects of 
small load disturbances as compared to the 
conventional model. Also the GNP model results 
agree more with the benchmark data. In addition, 
Figs. 11 and 12 present a comparison between fuel 
consumption of the ICE as predicted by the GNP 
and conventional models, respectively. An 
inspection of these results reveals that the GNP 
model prediction of fuel consumption is closer to 
the benchmark data than that of the conventional 
model. It also reveals the superiority of the GNP 
model as it allows the use of real time PID 

ICE Matrix 

EMG Torque 
Eq. (6) 

State Space Model 

ICE Torque 
Eq. (16) 

Family of 
curves

Driving cycle 

Clutch and gear system 

Output driving cycle 

Voltage 
Pedal position 

Controller 

error
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controller that adaptively changes the degree of 
hybridization by idling the ICE at very low engine 
rpm and activating the EMG. This translated into 
less fuel consumption, which is shown to be at 3.6 
% for the urban drive cycle (UDC) simulated in 
this work as shown in Table I. In addition, Table I 
shows the values of two main performance 
indicators (fuel consumption and batteries SOC) as 
predicted by the GNP and conventional models 
and compared to readily available benchmark data. 
As can be appreciated from these results, the GNP 
model better captures the performance 
characteristics of the HEV powertrain system.  
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Fig. 9. Load torque versus time as computed by 
conventional (-o-), GNP(-*-), and benchmark(-). 
 

0 20 40 60 80 100 120 140
0.5

0.55

0.6

0.65

0.7

0.75

0.8

Time (s)

S
O

C

 
 

Fig. 10. SOC versus time and computed using 
conventional (-o-), GNP (-*-), and  Benchmark (-).  
 

 
 

Fig. 11. Fuel consumption of ICE as predicted by 
the GNP model and compared to benchmark data 
(.). 

 
 

Fig. 12. Fuel consumption of ICE as predicted by 
the conventional model and compared to 
benchmark data (.). 
 
 

Table I: Comparison of performance indicators as 
obtained from GNP and conventional models and 
benchmark data.  

Description Benchmark 
GNP 

Model 
Conventional 

Model 
Fuel 

consumption 
45 mpg 

46.6 
mpg 

42.9 mpg 

SOC at End 
of Cycle 

0.74 0.7 0.7 

V. CONCLUSIONS
A novel mathematical model, based on the 

generalized notion of power to accurately predict 
the performance characteristics of hybrid electric 
vehicles, was presented. As was shown, the 
uniqueness of this technique is the ability to 
represent both internal combustion engine and 
electrical propulsion machines in one system of 
state space equations. Thus allowing proper 
characterization and control of the interaction of 
both systems by taking into account small load 
disturbances and irreversibility of the entropy 
generation by the internal combustion engine. The 
validity of this approach was shown by applying 
both GNP and conventional models to a split 
power configuration of an HEV powertrain system 
and by comparing the results to available 
benchmark data. The superiority of the GNP 
model was demonstrated as it allows the use of 
real time PID controller that adaptively changes 
the degree of hybridization of the powertrain 
system and as it can better capture the effects of 
small load disturbances. 
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Abstract � This paper presents an equivalent 
model for the simulation of the induced current 
along wiring harnesses in automobiles. The 
equivalent model is based on multi-transmission 
line theory. Then, this model is simulated by using 
the commercial FEM software, HFSS. The 
common-mode current simulation results show 
that the presented method is effective and the 
equivalent model can reduce the computation time 
and complexity of the wire harness model. Finally, 
the proposed equivalent method is proved by 
experiment. The equivalent model can handle 
automotive wiring harness for electromagnetic 
radiation sensitivity problems in the high 
frequency range. 

 
Index Terms � Electromagnetic radiation 
sensitivity, electromagnetic compatibility, 
equivalent model, multi-conductor transmission 
line, induced current, and wiring harness. 

 
I. INTRODUCTION 

With increasing electronic devices in 
automobiles, electromagnetic compatibility (EMC) 
becomes extremely important. To improve the 
design and the production of the automobiles, the 
full numerical model of a car has become a 
strategic challenge in automotive industries [1, 2]. 
The automobile EMC models include car body, 
wiring harnesses and electrical component models, 

which indicate the importance of wiring harness 
modeling [3]. 

Several studies on the electromagnetic 
radiation sensitivity of conductors have been 
performed by using the methods of Taylor, 
Agrawal, and Rachidi [4-7], as well as the 
extension of these methods [8-11]. These methods 
are based on multi-conductor transmission line 
(MTL) theory. The voltage source or current 
source, instead of the incident wave, is placed in 
an equivalent lumped-circuit model to calculate 
the terminal response. Numerous automotive 
wiring harnesses cannot always satisfy the 
approximate conditions of the above mentioned 
methods, such as the distance between the 
conductors must be larger than the wire radius and 
smaller than the incident wave length. The 
complex wiring harnesses are handled as a single 
conductor in [12] and this simple model ignores 
the electromagnetic characteristic differences due 
to terminal loads. The Agrawal model was 
developed according to electromagnetic topology 
theory, which dealt with the wiring harnesses one 
by one while establishing the model [13]. However, 
this modeling process becomes very complex 
when harnesses are too many. A method 
simplified cable bundles in [14], which is 
according to its characteristic impedance and used 
the method of moments (MoM) to obtain the 
common-mode current inducted on the conductors 
by the incident wave. This simplified method 
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decreases the complexity of modeling. However, 
the definition of the common-mode characteristic 
impedance of harness was not presented. 

The present paper proposes a method to 
simplify the wiring harness model. First, the 
definition of wiring harness equivalent wave 
impedance is shown and the calculation formula is 
deduced to clarify the computing method. The 
wiring harness group method is then described in 
detail. The induced current generated by the 
incident wave can be calculated based on the FEM, 
which is detailed in the paper. The equivalent 
model is demonstrated by a numerical example 
and an experiment. The terminal load equivalent 
method is also verified. 

 
II. THE EQUIVALENT MODEL 

A. Equivalence principle 
1) Equivalent wave impedance 

Figure 1 shows the multi-conductors 
transmission line system. rp and rq are the radii of 
the conductors p and q, respectively; hp and hq are 
the heights of the conductors p and q above the 
ground reference, respectively; spq is the distance 
between conductors p and q; spq is the distance 
between conductor p and mirror conductor q. 

 

 
 

Fig. 1. Multi-conductor transmission line system. 
 
If the electric charge of each per-unit-length 

(p.u.l) conductor is Q1, Q2, … , QN, then each 
conductor voltage to ground reference (V1, V2, …, 
VN) can be written as [15], 
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where A is potential coefficient, which can be 
calculated as follows, 

"
"

%

"
"

#

 


��

�

)
4

1ln(
4

1
ln

2

1

2
ln

2

1

2
00

0

pq

qp

pq

pq
pq

p

p
pp

s

hh
s
s

r
h

.�.�
A

.�
A

'

   (2) 

where �0 is the dielectric coefficient of air, Apq=Aqp, 
p, q =1, 2, …, N, p � q.  

When the right side is multiplied by v/v 
( 001 �6�v ), equation (1) can be rewritten as 

follows, 
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where � is the conductor wave impedance and can 
be easily obtained, 
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We define the wiring harness equivalent wave 
impedance as the ratio of the voltage and the sum 
of the currents on all conductors in the case of the 
same voltage, 
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where Apq is the algebraic of the element �pq, and 
|�| is the determinant of the matrix [�]. The wiring 
harness equivalent wave impedance contains 
self- and mutual-wave impedance and depends 
on the structure of the conductors. 
2) Grouping method 

The terminal grounded load and equivalent 
wave impedance determine the electromagnetic 
characteristics of the transmission line [1]. Thus, 
the conductors can be grouped as shown in Table I. 
In Table I, |Zpj| and j (j=1, 2) are the terminal 
grounded load and the terminal number of the 
conductor p, respectively. If the terminal ground 
load is the same as the equivalent wave impedance, 
the conductor achieves matching condition and 
can be grouped flexibly. For example, if |Zp1| < �eq 
and |Zp2| = �eq, the conductor can be classified 
under the first or the second equivalent group. The 
conductors are physically adjacent to each other in 
the same group, otherwise, the error of simulation 
results will increase. 
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             Table I: Conductor classification table. 
 End 1 ( j=1) End 2 ( j=2)

First equivalent conductor group (G1) |Zp1| < �eq |Zp2| < �eq 
Second equivalent conductor group (G2) |Zp1| < �eq |Zp2| > �eq 
Third equivalent conductor group (G3) |Zp1| > �eq |Zp2| < �eq 
Fourth equivalent conductor group (G4) |Zp1| > �eq |Zp2| > �eq 

 
B. Equivalent model 
1) P.u.l. capacitance and inductance matrix 

By neglecting the resistance and conductance, 
the transmission line equations become only 
relevant to the capacitance and inductance [16], 
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The p.u.l. capacitance matrix is calculated 
using FEM since the condition d > 5r (d is the 
distance between conductors and r is the 
conductor radius) is not always satisfied in 
automotive wiring harnesses [17]. The p.u.l. 
inductance matrix can be obtained using the 
analysis method [16]. To obtain the p.u.l. 
capacitance and inductance matrix of the 
equivalent groups, three hypotheses are made: 
(1) The equivalent group current is equal to the 
sum of the currents induced on all original 
conductors in the group. The current flowing along 
the conductor is equal to the average of the 
equivalent group current. For example, an 
equivalent group m contains K conductors, then 
the group current IGm and the conductor current Ik 
(k=1, 2, … , K) can be written as, 
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(2) All conductors of the equivalent group have the 
same electrical potential as compared with the 
ground reference. Therefore, the group voltage 
VGm equals the conductor voltage, which can be 
written as, 

KGm VVVV ���� �21 .            (9) 

(3) Compared with the common-mode currents, 
the differential-mode currents induced by 

electromagnetic wave are negligible. 
N conductors are assumed present in the 

wiring harness and can be classified into four 
groups, as shown in Table I. The equivalent group 
1 contains N1 conductors of 1~�, the equivalent 
group 2 contains N2 conductors of �+1 ~8, the 
equivalent group 3 contains N3 conductors of 
8+1~7, and the equivalent group 4 contains N4 
conductors of 7+1 to N. Considering the 
hypotheses, equations (6) and (7) can be simplified 
as follows, 
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where [C]eq and [L]eq are the p.u.l. capacitance 
matrix and inductance matrix of equivalent 
conductor groups, respectively. They can be 
written as follows, 
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2) Structural parameters of the equivalent model [12] 
(1) Height of equivalent group, 
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where h1, h2, …, hK is the height above the ground 
of each conductor in group m and hGm is the height 
of the equivalent conductor group m above the 
ground reference. 
(2) Radius of the equivalent group, 
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where rGm is the equivalent radius of the 
equivalent conductor group m and Lmm_eq is the 
diagonal element of the equivalent inductance 
matrix [L]eq. 
(3) Distance between the equivalent groups, 
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hhd
_

        (16) 

where dGmn is the distance between the equivalent 
conductor groups m and n; hGm and hGn are the 
heights above the ground of the equivalent groups 
m and n, respectively. Lmn_eq is the non-diagonal 
element of the equivalent inductance matrix [L]eq.
(4) Structural parameters adjustment, 
 Errors may be produced during the equivalent 
process. For example “rGm+ rGn> dmn” may appear, 
and the structural parameters must be adjusted. 
The adjustment process is shown in Fig. 2. 
 

Input hG, rG, and dG

Yes

No

Fine-tuning parameters hG, 
rG and dG

Output    ,    and    

No

Yes

Adjust rG and dG

Use the FEM to calculate the [C]'eq

Use the analytical method to calculate 
the [L]'eq

rG + rG � dG

< ; < ; �C� '
eqeq CC

< ; < ; �C� '
eqeq LL No

Yes

'
Gh '

Gr
'
Gd  

 

Fig. 2. Flow chart of structural parameters 
adjustment. 

In Fig. 2, [C]’eq is calculated based on the 
structural parameters from FEM, [L]’eq is 
calculated based on the structural parameters by 
analytical method, and � is the computational error. 
Smaller � corresponds to higher calculation 
precision. After adjustment, the output structural 
parameters can establish the equivalent model. 
3) Terminal load of the equivalent model [12] 
(1) Terminal grounded load, 

The terminal grounded load is the load 
between the conductor and the ground reference. 
The equivalent grounded load is equal to all the 
grounded loads in the same equivalent group 
connected in parallel. 
(2) Load between conductors, 

If the conductors belong to the same 
equivalent group, the load between these 
conductors can be neglected in the equivalent 
model. However, if the conductors belong to 
different equivalent groups, load exists between 
equivalent groups and is equal to the parallel value 
of all the loads between the conductors. 

 
III.  INDUCED CURRENT 

An electric current will be induced in any 
closed circuit when the magnetic flux through a 
surface bounded by the conductor changes. 
Therefore, the induced current can be regarded as 
an evaluation parameter of the electromagnetic 
radiation (EMR) sensitivity of the wiring harness. 

A. Calculation method of the induced current 
When a uniform plane wave enters the 

conductor through the air, the electric and 
magnetic fields are mutated at the interface for the 
discontinuousness of the medium, as shown in Fig. 
3. 

 

06 0�

27

17

06 0�

 
 

Fig. 3. Uniform plane wave incident on the 
conductor. 

 
In Fig. 3, E1 and H1 are the electric and 

magnetic field intensities in the air, respectively. 

ZHENG, WANG, WANG, AN, LIU, LI: MODEL FOR WIRING HARNESS INDUCED CURRENT IN AUTOMOBILES 1091



 

 

E2 and H2 are the electric and magnetic field 
intensities in the conductor, respectively. en is the 
unit vector normal to the interface pointing from 
medium 1 to medium 2. 

When the electromagnetic wave travels from 
an ideal medium (�1=0) to an ideal conductor (2 
* �), the electromagnetic wave will decay to zero 
quickly. Only a thin layer of the surface current is 
present on the conductor surface, and the 
electromagnetic field is almost non-existent in the 
conductor (E2D0, H2D0). Using the boundary 
conditions (-en×H1 =K) and the total fields in the 

free space 
00

1 ZZ
s

k
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eH ����  (Z0 is the 

wave impedance of the air space) [16], the induced 
current along the conductor is given by equation 
(17), shown at the bottom of the page. In equation 
(17), Ele  is the unit vector of the conductor axis, 

and l is the closed-loop on the conductor surface. 
If the conductor and the reference ground 

plane are parallel, three coupling modes of the 
plane wave to the conductor exist, as shown in Fig. 
4. 
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Fig. 4. Three coupling modes of the plane wave to the conductor. 
 
 

In Fig. 4 (a), the electrical field and the 
reference ground are orthogonal to each other. The 
electrical field is named as “vertically polarized 
wave”. The inducted current along the conductor 
can be obtained using equation (17). Given that ES 
= f (Ei), the induced current along the conductor 
can be written as, 

� � � �� �< ; lf
Z

I l iil d
1

nk
0
� ���� E EEeee .   (18) 

In Fig. 4 (b), the electrical field and the 
reference ground are parallel to each other. The 
electrical field is termed as “horizontal polarized 
wave”. Therefore, the inducted current can be 
obtained by using equation (17), 

� � � � l
Z

I l li d
2

kn
0
� ��� E eeeE .        (19) 

In Fig. 4 (c), ke  and sE  are all vertical to 

Ele . iE  and Ele  are vertical. Based on equation 

(17), no inducted current exists along the 
conductor. 

 
B. Effectiveness of the FEM 

In the current study, we established a 1 m long 
uncoated 10-conductor wiring harness model. 
Figure 5 shows the cross-section geometry. The 
incident electrical field intensity amplitude is 3 
V/m, and the coupling mode is shown in Fig. 6. 
Table II shows the terminal grounded loads. 
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Fig. 5. Cross-section geometry of the wiring 
harness. 
 

 
 
Fig. 6. EMR sensitivity model of the wiring 
harness. 
 

The induced current calculated at the first end 
of conductor 4 is simulated based on the FEM and 
the MTL method, as shown in Fig. 7. 
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Fig. 7. Current at the first end of conductor 4. 

 
Figure 7 indicates the similarity of the values 

of the current induced at the first end of the fourth 
conductor calculated by the FEM and the MTL 
method. The amplitude differences may have been 
caused by the differences in the accuracy of the 
calculation method. 

 
IV. SIMULATION AND ANALYSIS 

 
A. Wiring harness and the equivalent model 

To validate the proposed method, we used and 
80 cm long nine-conductor wiring harness as an 
example. The distance between the conductors is 2 
mm, and the radius is 0.5 mm. The insulating 

medium around the conductor is neglected. Table 
III shows the grounded terminal loads, while Fig. 
8 presents the cross-section. 

 

 
 
Fig. 8. Cross-section of the original wiring harness 
(left) and the equivalent model (right). 
 

The wiring harness equivalent wave 
impedance is 248.6 �. The nine-conductor wiring 
harness can be divided into three equivalent 
groups based on the grouping method (indicated in 
Table I), as shown below: 

1) Group 1, G1: conductor 1 
2) Group 2, G2: conductors 2 to 5 
3) Group 3, G3: conductors 6 to 9. 
The nine-conductor p.u.l. capacitance and 

inductance matrices can be obtained from the 
structure parameters, as shown in equations (20) 
and (21) in the next page. The p.u.l. capacitance 
and inductance matrices of the equivalent group 
can be obtained using equations (12) and (13), 
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After applying the four-phase procedure described 
in section II-B-2, an equivalent model is obtained, 
which is composed of three equivalent groups: 
r G1 = 0.5 mm, rG2 = rG3 = 1.5 mm, hG1 = 86.5 mm, 
hG2 = 84 mm, hG3 = 84.5 mm, dG1G2 = 2.69 mm, 
dG1G3 = 4.69 mm, and dG2G3 = 3.28 mm. The 
terminal grounded loads of the equivalent model 
are shown in Table IV. 
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Table II: Terminal grounded loads of the ten-conductor wiring harness. 
 1 2 3 4 5 6 7 8 9 10 

End 1 50 � 110 � 50 k� 2 � 2 k� 50 � 1 � 3 nH 2 pF 500 �
End 2 10 k� 5 � 200 � 400 � 10 � 50 � 1 pF 4pF 100 k� 10 nH 

 
Table III: Terminal grounded loads of the nine-conductor wiring harness. 

 1 2 3 4 5 6 7 8 9 
End 1 50 > 50 > 10 > 100 > 15 > 1 M> 150 k> 1 k> 10 k>
End 2 10 > 1 M> 150 k> 15 k> 100 k> 10 > 15 > 15 > 100 >
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Table IV: Terminal grounded loads of the 
equivalent model. 

 G1 G2 G3 
End 1 50 > 5.1 > 856 > 
End 2 10 > 11.8 k> 4.1 > 

B. Simulation results and analysis 
The amplitude of the plane wave is 1 V/m, and 

the electric field is normal to the conductor. Figure 
9 shows the nine-conductor wiring harness EMR 
sensitivity model. The EMR sensitivity model 
configuration of the equivalent group is the same 
as that in Fig. 9, except that the nine-conductor 
wiring harness is represented by three equivalent 
groups. Figure 10 (a) and (b) are the finite element 
mesh of the original wiring harness and the 
equivalent model, respectively. To improve the 
computation speed, subdivision principles are 
used. 

 

 
 
Fig. 9. EMR sensitivity model of the wiring 
harness. 
 

 
 

(a) Finite element mesh of the nine-conductor 
wiring harness. 
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(b) Finite element mesh of the equivalent groups. 

 
Fig. 10. Wiring harness finite element mesh. 
 

Figures 11 to 13 show the common-mode 
current (sum of currents in all conductors) induced 
at End 1, End 2, and at the center point A of both 
models. 
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Fig. 11. Common-mode current induced at End 1. 
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Fig. 12. Common-mode current induced at End 2. 
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Fig. 13. Common-mode current induced at Point A. 

 
The above three figures show that the 

common-mode currents induced in the original 
conductors and the equivalent model follow 
closely similar trends in the frequency range of 30 
MHz to 3 GHz. Almost no discrepancy in 
amplitude was found from 30 MHz to 1.5 GHz. 
Meanwhile, the error increased from 1.5 GHz to 3 
GHz. This finding indicates that several flaws 
could occur when circuit theory is used to solve 
the electromagnetic field problem at high 
frequency. Given that the automotive EMC 
standards are always in the frequency range of 30 
MHz to 1 GHz, the equivalent model can be used 
as a simplified method in the EMR sensitivity 
problem in vehicle wiring harness. 

C. Comparison of the simulation resources 
In the case of the nine-conductor wiring 

harness, the simulation resources except for the 
modeling time are shown in Table V. The 
simulation was performed under the same 
conditions [e.g. frequency range (30 MHz to 3 
GHz), discrete point numbers (201), calculation 
frequency and calculation region]. Table V shows 
that the mesh grid, calculation time, sweep time, 
computer memory, and disk space decreased. Thus, 
this method may be useful in modeling numerous 
automobile wiring harnesses. 

 
 
      Table V: Comparison of simulation resources. 

 Equivalent model Original model Ratio (%)
Mesh grid quantity 22652 30515 74.23 

Calculation time at center frequency 40 s 59 s 67.8 
Sweep time  8485 s 12195 s 69.58 

Memory  581 MB 796 MB 72.99 
Disk space  958 MB 1198.08 MB 79.96 
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           Table VI: Terminal load between conductors (>�H 

 
Conductors in same groups Conductors in different groups 
G1 G2 G3 G1�G2 G1�G3 G2�G3 

End 1  
Z23=80 

Z24=200 
Z35=50 

Z68=80 
Z78=15 

Z12=50 
Z14=200 

Z16=80 
Z26=500 
Z36=20 

End 2  Z45=400 
Z69=5 

Z78=200 
Z14=36 

Z15=100 
Z18=50 

Z47=80 
Z48=400 
Z56=100 

 
 

D. Validation of the equivalent method for the 
load between conductors  

Table VI shows the loads between conductors 
were added in the example in section III-B by 
using Zpq representation. For the loads between 
conductors belonging to the same groups, the 
common-mode currents at End 2 are calculated as 
shown in Fig. 14. For the loads between 
conductors belonging to different groups, the 
currents at End 2 are obtained as indicated in Fig. 
15. 
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Fig. 14. Current at End 2 with and without the 
loads between conductors from the same group. 
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Fig. 15. Current at End 2 with and without the load 
between conductors from different groups. 

 
Figure 14 illustrates that when conductors 

belong to the same group, the load between these 
conductors has no influence on the resonant 
frequency and amplitude of the current. Figure 15 
shows that if the conductors belong to different 
groups, the load has no influence on the resonant 
frequency of the induced current, but can affect 
the amplitude with approximately 15 dB. 
Therefore, the load between conductors from the 
same group can be neglected, whereas the load 
between conductors from different groups needs 
equivalent processing.  

Through the above handling method, the 
equivalent loads connected between equivalent 
groups (ZGmn_L) can be obtained, as shown in Table 
VII. Afterward, the current at End 2 can be 
calculated, as shown in Fig. 16. 

 
Table VII: Terminal load between equivalent 
group conductors (>�H 

 
Loads between equivalent groups

ZG12 L ZG13 L ZG23 L 
End 1 40 80 19.2 
End 2 26.5 50 40 
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Fig. 16. Current at End 2 before and after the 
equivalent processing. 
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Figure 16 shows that after the equivalent 
processing, the currents were almost coincident 
with each other, indicating that the load equivalent 
method is functional. 
 

V. EXPERIMENTAL VALIDATION 

A. Experimental arrangement 
The experimental validation consisted of an 80 

cm long seven-conductor wiring harness. The 
average height of the conductors is 18 mm above 
the reference ground. The distance between 
conductors is 2.6 cm. The radius of the conductors 
is 0.5 mm, surrounded by a 0.7 mm thick dielectric 
coating with a relative electric permittivity of 3.5 
(neglected in the equivalent processing). Each end 

of the wiring harness is supported by a metallic 
bracket measuring 12 cm high and 12 cm wide. 
Each end of the conductors is connected to the 
reference ground through the chip resistors, as 
shown in Table VIII. 

The experimental test is carried out in a 
semi-anechoic chamber. Figure 17 shows the 
cross-section structure of the wiring harness and 
its arrangement. The transmitting antenna is a 
log-periodic antenna with a frequency range of 80 
MHz to 3 GHz. The input power of the antenna is 
13 dBm. A broadband current probe (F-65A from 
FCC Group International Inc., 10 kHz to 1 GHz) 
measures the common-mode current induced 
along the conductors. The test arrangement sketch 
map is described in Fig. 18. 

 
              Table VIII: Terminal grounded loads of the seven-conductor wiring harness (>). 

 1 2 3 4 5 6 7 
End 1 50 > 50 > 50 > 50 > 50 > 50 > 50 > 
End 2 50 > 150 > 20 > 100 > 150 k> 300 k> 100 k> 

 

 
 
Fig. 17. Cross-section structure of the wiring 
harness and the wiring harness under test. 
 
 

 
 

Fig. 18. Test arrangement sketch map. 

B. Simulation model 
Using the equivalent method, the wiring 

harness can be reduced to two equivalent groups. 
The simulation model is established in HFSS 
software, as shown in Fig. 19. 

 
Fig. 19. Simulation model of EMR sensitivity in 
HFSS software. 
 
C. Results and analysis 

Figures 20 and 21 present the common-mode 
induced current measured on the conductors and  
the simulation results by FEM at End 2 and Point 
A (at the middle of the conductors), respectively. 
The two figures above show that the test results 
are consistent with the simulation results of both 
the original and the equivalent wiring harness. 
The results prove that the equivalent model is 
functional. Meanwhile, the test error increases 
with increasing frequency, and the error is 6 dB 
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approximately. Several reasons were identified to 
explain the degradation of the agreement. We 
assume that the effects of the parasitic parameters 
modify the termination loads. Moreover, the 
arrangement of the conductors is random, which 
changes the structure parameter, the p.u.l 
inductance and capacitance matrix. The 
log-periodic antenna modeling is another reason. 
However, we know there is an error in the EMC 
measurement and the error can be received within 
6 dB. 
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Fig. 20. Induced current at End 2. 
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Fig. 21. Induced current at Point A. 

 
VI. CONCLUSIONS 

This paper detailed the equivalent wave 
impendence concept and the induced current 
along the conductor generated by incident wave. 
The equivalent method was used for simulating 
the wiring harness induced current by FEM. The 
method aims to decrease the complexity of the 
wiring harness model and the computation time. 
After the numerical and experimental validation, 
the method was successfully applied to the wiring 
harness model physically adjacent to each other in 
high frequency. 

This paper also outlined the wiring harness 
modeling process by FEM in HFSS. The vehicle 
model inhomogeneous medium can be easily dealt 
with in FEM, and thus method can be regarded as 

a universal way to research EMC. With the whole 
automobile structure, wiring harness layout, major 
interference electromagnetic wave, the induced 
current along the conductors can be obtained 
through this efficient method. 
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Abstract � We present a frequency domain finite 
difference approach in curvilinear coordinates to 
the computation of the modes of circular ridged 
waveguides. The use of a polar mesh allows to 
avoid staircase approximations of the boundary, 
providing a very effective and accurate procedure. 
The proposed approach has been assessed, both in 
terms of accuracy and effectiveness, against 
general-purpose software, namely CST 
Microwave Studio and Ansys HFSS, showing a 
significant reduction of the computational burden. 

 
Index Terms – Finite difference frequency 
domain, ridged circular waveguides, and 
waveguide modes.  

 
I. INTRODUCTION 

Application of ridged circular waveguides 
(RCW) [1] can be found in many components like 
filters, matching networks, orthomode transducers, 
polarizers, and circulators that are widely used in 
satellite and terrestrial communication systems  [2-
6]. Low-cost design, small size, and optimum 
performance of these components are essential to 
satisfy today’s stringent payload requirements. In 
the design of these components it is therefore 
important to characterize accurately the transition 
between the empty circular waveguide and the 
RCW section, as well as the interaction between 
subsequent discontinuities.  

The most effective approach to such 
characterization is the use of the mode-matching 
(MM) [7], since its computational load is 
insensitive to the length of the waveguide sections. 
Moreover, MM accuracy is more or less constant 

as the discontinuities spacing becomes smaller. To 
implement an MM analysis of those components, 
the knowledge of both eigenvalues and field 
distribution of waveguides modes are required. 
For a circular waveguide, the analytic computation 
of modes is the simplest, and most accurate, 
approach since the mode distribution can be 
expressed in terms of Bessel functions [8, 9], and 
the eigenvalues are the well-known zeroes of these 
functions.  

For RCWs, various numerical techniques have 
been proposed in the past to compute the modes of 
single [3], double [1, 10-11], triple [12, 13], and 
quadruple-ridged [1, 14-16] circular waveguides 
with ridges of uniform thickness or ridges that are 
radially cut. All these methods require the ridges 
to be of equal radial and angular width, and 
equispaced along the guide circular boundary. The 
latter requirement cannot be easily relaxed, since 
those methods use a modal approach, and this 
limits their flexibility. There is also a technique 
that allows for the ridges to be of different radial 
and angular width [17, 18], but this method 
present one serious disadvantage. Actually, if the 
total angular width of the ridges becomes larger 
and larger, the final matrices become more and 
more ill-conditioned and a suitable adaptive 
process is required to find a compromise between 
accuracy and computational efficiency. 

Of course, also general purpose EM programs 
can be used, but, respective of the approach 
(FDTD, FEM, FIT) they require a very fine mesh 
to reach the accuracy needed for use in filter 
design. In principle, frequency-domain finite-
difference (FDFD) approach [19], i.e., the direct 
discretization of the eigenvalue problem, is the 
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simplest strategy, but, in its standard form, it is a 
very effective solution only for rectangular 
waveguides, since the boundary is perfectly fitted 
to the discretization grid. On the other hand, the 
standard FDFD requires, for generic curved 
structures, a staircase approximation of the 
boundary and its effectiveness (computational 
burden versus accuracy) is significantly lowered. 
A further drawback of the standard FDFD 
approach is the requirement of two different grids 
for TE and TM modes, justified with the different 
boundary conditions. This means that TE and TM 
modes are not known in the same sampling points. 
However, in many applications, e.g., mode 
matching or FDTD (using [20]), TE and TM 
modes needs to be considered together, and in the 
same points, which prevents standard FDFD 
results to be easily used. 

Aim of this work is to devise an FDFD 
approach for RCWs, tailored to the structure, but 
as simple as the standard one in the formulation. 
Use of a suitable polar grid (which perfectly fits 
the waveguide boundary) allows to evaluate the 
RCW modes with the required accuracy using 
order of magnitude less points than the standard 
approach. By generalizing a solution already used 
in [21] for elliptic regular waveguide, and in [22] 
for rounded-end waveguides, our approach is able 
also to compute both TE and TM modes on the 
same set of sampling points. This strategy leads to 
a very effective computation of the modes 
eigenvalues, since the matrices resulting from the 
FDFD procedure are highly sparse. Moreover, the 
proposed approach is insensitive to the ratio 
between the area occupied by the ridges and the 
total cross-sectional area. The presented technique 
has been validated through comparison with CST 
Microwave Studio and Ansys HFSS, showing to 
be significantly more efficient.     
 

II. DESCRIPTION OF THE FDFD 
PROCEDURE

Let us consider a ridged circular waveguide 
(see Fig. 1). Both TE and TM modes can be found 
[23] from a suitable scalar eigenfunction, solution 
of the Helmholtz equation, 

 

2 2 0
 
9' ', 
 �                        (1) 
 

with the boundary conditions (BC)  
 

0   (  modes)

0      (  modes)

&�
�

&�

'

'

/
�

/
�

,                  (2) 

at the boundary of the ridged waveguide.  Both 
equation (1) and the BC (2) can be replaced by a 
discretized version looking for the eigenfunction 
values at a suitable set of sampling points, and 
therefore replacing derivatives with finite 
approximations. This transforms equation (1) into 
a matrix eigenvalue problem  
 

2

 9' '� � ,                             (3) 

 

whose eigenvectors contain the samples of the 
potential ' at the discretization nodes. The 
resulting matrix is sparse so a very effective 
computation is possible [24].  

The set of sampling points forms a grid, whose 
geometry depends on the waveguide section, and 
which defines a set of cells partitioning the section 
itself. If the waveguide boundary consists of 
straight lines, parallel to the coordinate axes, the 
finite difference method can be applied on a 
cartesian grid [25, Fig. 28]. This grid defines also 
a partition of the waveguide surface into 
rectangular cells, which are rectangular and fill 
exactly the waveguide section. In this case, grid 
points are the vertices (or the centers, depending 
on the implementations) of a partition made of 
rectangular cells, which exactly fills the section. 
For every other waveguide, the section cannot be 
exactly partitioned using rectangular cells. Rather, 
a cartesian grid can only approximate this section 
[26, Fig. 3], and this leads to numerical errors 
(since an eigenvalue problem is quite ill-
conditioned [27]).  

In order to get an high accuracy, the best 
approach is to discretize the waveguide surface 
maintaining also the correct geometry of the 
boundary. So a discretization scheme based on a 
non-cartesian grid must be used, which matches 
exactly the waveguide boundary. Therefore, the 
discretization nodes must be at the intersections of 
a suitable framework, in which the waveguide 
boundary is a coordinate curve. In this way the 
waveguide section is exactly partitioned into 
discretization cells. In order to discretize the RCW 
we use a polar framework with coordinates (�, �), 
the same one for both TE and TM modes, with a 
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regular spacing on the coordinate lines with step 
0�, 0� (see Fig. 1). We have built this grid in such 
a way that furthest sampling points are not on the 
boundary, but at a distance 0�/2, 0�/2, and we let 
'�: = '�(�0�,:0�) as sample values of '�(�,�), so 
that the center is a sampling point.   

 

 
 
Fig. 1. An example of ridged circular waveguide 
with the curvilinear discretization grid.   
 

We need a discretized version of equation (1) 
for each sampling point. For an internal point, 
such as " in Fig. 2, we start from the Helmholtz 
equation in polar coordinates, 
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and express the ' around the cell central point " 
using a second-order Taylor expression as, 
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Adding and subtracting equations (5) and (6) we 
get the derivatives in the � direction, 
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and likely in � direction 
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Fig. 2. Internal sampling point. 
 

Now, inserting the derivatives of equations (7) and 
(8) into equation (4), we get its FD approximation,  
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            (9) 

 

whose left hand side is the corresponding row of 
the matrix   according to equation (3). However, 

equation (9) cannot be used: 
a) for the boundary points;  
b) for the center of the circle, which is a point of 

singularity for the polar frame;     
c) for the discretization points in the circle 

nearest to the center.  
Therefore, all the above cases are treated 
separately in the following subsections.  
 
A. Boundary points 

Equation (9) cannot be used for boundary 
points, where BC of equation (2) must be 
enforced. In the polar grid used for a RCW, we 
have two types of boundary points: the radial ones 
(" in Fig. 3) and the angular ones (" in Fig. 4). 
The TE boundary condition can be enforced in the 
same way for both types of boundary points, so we 
describe it only for a radial one (Fig. 3). The 
boundary point E in Fig. 3 is not a discretization 
point. Therefore, the use of Taylor expansion 
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would require an extrapolation of ' (�) outside the 
sampling region, using either 'E or '8 to enforce 
the boundary condition /'//� = 0. Actually, we 
can use two different FD approximations for the 
normal derivative on the waveguide boundary, 

 

/ 2
E "

E� �
' '' �/

/ 0
� ,                      (10) 

or 

8 "

E� �
' '' �/

/ 0
� .                      (11) 

 

 
 

Fig. 3. Geometry pertinent to the first type of 
boundary point ". 
 

 
 
Fig. 4. Geometry pertinent to the second type of 
boundary point ". 
 
The �rst one avoids an extrapolation outside the 
waveguide region, but has an error � (0�/2), 
whereas the second one is more accurate, with an 
error � (0�2), but needs a ' value outside the 
waveguide. So we use the latter, to get " 8' '� .

 
As 

a consequence, equation (7) is replaced by,  
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and equation (9) is replaced by,  
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In the same way, for " in Fig. 4 we get, 
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For the TM modes, we consider again the radial 
external point " (Fig. 3). Since, in this case, the 
BC of equation (2) require 0E' � , we can express 

the potential in F and E using a Taylor 
approximation, 
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Then, using equation (15) we get 
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and, replacing the BC 0E' �  in equation (16), we 

obtain the required derivatives in ",  
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Finally, after substituting equations (17) and (8) into 
equation (4) we obtain,  
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In the same way, for the point " in Fig. 4, equation 
(8) becomes,  
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and, substituting equations (19) and (7) into 
equation (4), we get, 
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B. Center of the circle 

The center of the circle ("� in Fig. 5) is a point 
of singularity for the polar frame and no derivatives 
of ' can be computed there. As a consequence, it is 
not possible to use a Taylor expression using "� as 
initial point. The relevant equation is therefore 
obtained in a different way, by integrating equation 
(1) over a circle of radius 0�/4, 
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Then, using the Gauss theorem on equation (21) we 
obtain, 
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where in #D is the cell surface, and JD is the cell 
boundary (see Fig. 5). 

The left hand side of equation (22) is then 
computed using the rectangular rule, with � = 
2./0� steps. The relevant normal derivatives are 
computed using a first-order finite difference 

approximation. The left hand side of equation (22) 
is therefore approximated by, 
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Fig. 5. Central point of the polar framework 

1 0 2 " �� 0 .  

 
The right hand side of equation (22) is likely 
computed as �9


2'"�.� (0�/4)2 and the discretized 
form of equation (1) in the center of the circle "� is 
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C. Points in the circle nearest to the center 

Finally, we are left to consider the internal 
points on the circle at distance 0�/2 from the 
center "� (see Fig. 6). For these points we can 
express the potential ' using a second order Taylor 
expression as, 
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Fig. 6. Internal point " on the circle at distance 
0�/2 from the center "�. 

 
Then, we obtain  
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and the derivative in " is approximated by, 
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After substituting equations (27) and (8) in to 
equation (4), we obtain  
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III. VALIDATION OF THE FDFD 

PROCEDURE
Since the cut-off frequencies scale as the 

inverse of the waveguide size, in all the 

simulations presented in this section we will 
consider all dimensions (and 0�, too) normalized 
to the radius 1 of the circular waveguide. The 
FDFD procedure has been assessed against a 
commercial FIT software (CST Microwave 
Studio) and a FEM software (Ansys HFSS) both in 
terms of accuracy and effectiveness.  

Since analytical eigenvalues are not available 
for RCWs with ridges of arbitrary dimension and 
position within the cross-sectional area, we have 
decided to test the accuracy and effectiveness of 
our procedure using a 270° sectorial waveguide, 
which is actually a limit case of the RCW 
described in Fig. 1 with a single ridge of 
dimension '�� ��1 , and -� = 90°. This example 
has been chosen since it retains the more critical 
ridge feature, namely the convex wedge, which 
could affect the accuracy of numerical techniques. 
Therefore, the eigenvalues of the first five modes, 
computed either with the FDFD procedure or with 
CST and HFSS, have been compared with the 
analytical eigenvalues [28]. Actually, the FDFD 
procedure is able to reach (with a suitable 
discretization) a very high accuracy (see Tables I 
and II), so the true point to assess is its 
effectiveness. To do this, we have required, for 
both our FDFD, CST, and HFSS, that the 
amplitude of the relative error with respect to 
analytical eigenvalues is less than 0.1% or 0.02%. 
Then, we have investigated the computational 
resources needed by these simulations, which are 
summarized in Tables I and II. It is worth noting 
that both CST and HFSS require a minimum 
computational time which, for the computation of 
the first five eigenvalues, is respectively 48 sec 
and 14 sec, since the initial mesh is set 
automatically by these programs (these values are 
reported in bold characters in Tables I and II). In 
Figs. 7 and 8 the convergence behavior of the 
eigenvalue of the first TE mode (TE1) and of the 
first TM mode (TM1) is also show. As apparent 
from Tables I and II, and Figs. 7 and 8, the 
computational time required by the FDFD 
procedure is significantly smaller than the one of 
CST Microwave Studio and Ansys HFSS (on a PC 
with 2 CPU Intel(R) Xeon(R) CPU E5504 @ 2.00 
GHz, 8 core, Ram 48 GB).  

   

FANTI, MONTISCI, MAZZARELLA, CASULA: EFFECTIVE ANALYSIS OF RIDGED CIRCULAR WAVEGUIDES 1105



Table I: Computational resources required to achieve a relative error less than 0.1 % with respect to 
analytical values.  
Mode Analytical 

Eigenvalue 
FDFD CST HFSS  

T 
[sec] 

Sampling 
Points 

Step (0�, 0r) T 
[sec]

Tetrahedra T 
[sec]

Tetrahedra 

TE1 1.4012180 0.8 27000 1°, 0.00995 53 10767 22 1465 Fig. 7 
TE2 2.2577552 0.1 5400 1°, 0.04878 48 6143 14 1206 Not shown
TE3 3.0542369 0.1 5400 1°, 0.04878 48 6143 14 1206 Not shown
TM1 3.3756107 0.8 27000 1°, 0.00995 48 6143 26 1612 Fig. 8 
TE4 3.8232239 0.1 5400 1°, 0.04878 48 6143 14 1206 Not shown
 

Table II: Computational resources required to achieve a relative error less than 0.02 % with respect to 
analytical values. 
Mode Analytical 

Eigenvalue 
FDFD CST HFSS  

T 
[sec] 

Sampling 
Points 

Step (0�, 0r) T 
[sec]

Tetrahedra T [sec] Tetrahedra 

TE1 1.4012180 3.3 94500 1°, 0.00285 65 15584 163 5492 Fig. 7 
TE2 2.2577552 0.2 9450 1°, 0.02817 48 6143 14 1206 Not shown
TE3 3.0542369 0.1 5400 1°, 0.04878 48 6143 14 1206 Not shown
TM1 3.3756107 3.8 108000 1°, 0.00250 53 10767 > 1000 > 20000 Fig. 8 
TE4 3.8232239 0.1 5400 1°, 0.04878 48 6143 14 1206 Not shown
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Fig. 7. Convergence behavior of the eigenvalue of 
the first TE mode. The dashed line represents the 
analytical value, and the relative error on the right 
is computed with  respect to this value. 

 
A further test to demonstrate the accuracy  and 

effectiveness of the proposed FDFD procedure has 
been made using a circular waveguide with four 
ridges (see Fig. 9 and Table III). In this case, both 
a large ridge and very close and small ridges has 
been considered in order to assess the robustness 
of our procedure against a very dense mesh. 
Analytical results are not available for the 
structure in Fig. 9, therefore, in this case, our  
FDFD procedure has been assessed by comparison 
with the results of CST and HFSS. Due to the 

particular geometry and relative position of the 
ridges #1, #2, and #3 in Fig. 9, a dense mesh is 
required and, therefore, the angular step of the 
FDFD grid has been selected equal to 0� = 0.25°, 
whereas the radial step 0� of FDFD and the mesh 
density of CST and HFSS have been varied to 
study the convergence. 

In Fig. 10 the convergence behavior of FDFD 
compared to CST and HFSS is reported for a 
number of selected modes. Since all those 
programs use different discretization strategies, we 
have set the computational & time as independent 
variable. As apparent, the FDFD procedure is 
significantly faster than CST and HFSS, both for 
lower or higher order modes, either TE or TM. 
Further comments on Fig. 10 are in order. As a 
matter of fact, all programs considered have a 
hardware limit on the discretization size. This limit 
on CST (and also FDFD) depends on the required 
number of modes to be computed. For the 
structure in Fig. 9, we decided to solve the 
eigenvalue problem for the first 100 modes (61 TE 
and 39 TM). On the other hand, HFSS does not 
allow to compute more than 25 modes, so that its 
limit has been evaluated in this case. Moreover, 
both CST and HFSS have also a (quite large) 
minimum computational time since they set 
automatically the initial mesh. Table IV reports 
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both the minimum computational times and the 
computational times at the hardware limit, 
together with the corresponding meshes.  
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Fig. 8. Convergence behavior of the eigenvalue of 
the first TM mode. The dashed line represents the 
analytical value, and the relative error on the right 
is computed with respect to this value. 
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Fig. 9. Circular waveguide with four ridges. The 
geometry of the ridges is reported in Table III. 
Waveguide radius 1 = 1 (in normalized units). The 
angular spacing between ridge #1 and ridge #2 is 
7°, between ridge #2 and ridge #3 is 1°, and 
between ridge #3 and ridge #4 is 20°.  
 
Table III: Geometry of the ridges in Fig. 9.  

Ridge Radial width Di Angular width -i

#1 0.5  1° 
#2 0.8  2° 
#3 0.5  1° 
#4 0.4  30° 

 

10e2 10e3 10e4 10e5
1.416

1.417

1.418

1.419

T [sec.]

E
ig

en
va

lu
e

FDFD
HFSS
CST

T [sec.]

 2.61

 2.62

 2.63

 2.64

 10  10e2  10e3  10e4  10e5

E
ig

en
va

lu
e

 2.9

 2.92

 2.94

 2.96

 1  10  10e2  10e3 10e4  10e5
T [sec.]

E
ig

en
va

lu
e

 4.76

 4.77

 4.78

 4.79

 4.8

 4.81

10e2 10e3 10e4 10e5
T [sec.]

101

E
ig

en
va

lu
e

FDFD
HFSS
CST

FDFD
HFSS
CST

FDFD
HFSS
CST

TE1 TE 5

TM1 TE10

 6.30

 6.32

 6.34

 6.36

E
ig

en
va

lu
e

10e2 10e3 10e4 10e5
T [sec]

101

FDFD
HFSS
CST

 7.52

 7.54

 7.56

 7.58

10e2 10e3 10e4
T [sec.]

101

E
ig

en
va

lu
e

FDFD
CST

 8.98

 9.00

 9.02

 9.04

10e2 10e3 10e4
T [sec.]

10

E
ig

en
va

lu
e

FDFD
CST  10.84

 10.86

 10.88

 10.90

10e2 10e3 10e4
T [sec.]

10

E
ig

en
va

lu
e

FDFD
CST

TM39

TM21TE28

TM9TM6

 11.62

 11.64

 11.66

 11.68

10e2 10e3 10e4
T [sec.]

10

E
ig

en
va

lu
e

FDFD
CST

 13.10

 13.14

 13.18

 13.22

10e2 10e3 10e4
T [sec.]

10

E
ig

en
va

lu
e

FDFD
CST

 14.34

 14.36

 14.38

 14.40

 14.42

 14.44

10e2 10e3 10e4
T [sec.]

10

E
ig

en
va

lu
e

FDFD
CST  14.44

 14.48

 14.52

 14.56

10e2 10e3 10e4
T [sec.]

10

E
ig

en
va

lu
e

FDFD
CST

TE61

TE43 TM31

 
 
Fig. 10. Convergence behavior of the eigenvalues 
of selected TE and TM modes. The selected 
modes are reported with black dots in the curves in 
Fig. 11. 
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Table IV: Computational time (T) limits and mesh 
limits for the computation of the first 100 
eigenvalues (either TE or TM) on a PC with 2 
CPU Intel(R) Xeon(R) CPU E5504 @ 2.00 GHz, 
8 core, Ram 48 GB. 

 FDFD CST HFSS 
Sampling Points 
at hardware limit 

10.3*106 - - 

Tetrahedra at 
hardware limit 

- 501409 894798

 T  [sec] at 
hardware limit 

5018 8760 43393 

Initial mesh 
(Tetrahedra) 

- 17701 9111 

Minimum T [sec] 
(initial mesh) 

- 1275 552 

 

In Fig. 11, the relative difference of the 
eigenvalues computed with CST and HFSS with 
respect to those computed with the FDFD 
procedure is shown, using the densest available 
mesh (the one at the hardware limit, see Table IV). 
The comparison with HFSS is not complete 
because this software allows to compute a 
maximum of 25 modes (in this case 18 TE and 7 
TM, since TE and TM are computed together). 
The results presented in Fig. 11, demonstrate the 
accuracy of our FDFD procedure both for TE and 
TM modes. Actually, the difference of the FDFD 
results with respect to HFSS is lower than 0.14 % 
(for the first 25 modes), whereas the difference 
with respect to CST results is lower than 0.05 % 
(for all the computed 100 modes).  
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Fig. 11. Relative difference between the eigenvalues computed with the FDFD procedure and those 
computed with CST or HFSS, computed with the meshes reported in Table IV. 

IV. CONCLUSION 
We have proposed a finite difference approach  

to the computation of the modes of circular ridged 
waveguides. A polar mesh has been used in order 
to avoid staircase approximations of the boundary. 
The presented procedure allows to analyze a 
RCW, with an arbitrary number of ridges of 
arbitrary dimensions, with a computational burden 
and accuracy, which is independent both of the 
total cross-sectional area occupied by the ridges 

and of the number of ridges. The proposed 
approach has been validated by comparison with 
the results of CST Microwave Studio and Ansys 
HFSS, showing a significant reduction of the 
computational time. 
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Abstract � For the assessment of radiated fields, a 
simplified analytical solution that approximates 
the  effects of the currents induced at the edges of 
a finite ground plane is presented. These edge 
currents are induced by the actual current sources 
on the plane. This method can be used in 
characterizing the electromagnetic (EM) emission 
from any practical PCB and avoids the need for 
using high-frequency techniques in evaluating 
effects due to diffraction. 
  
Index Terms � Analytical solution, diffraction, 
edge currents, equivalent dipole model, and 
multipole expansion.  
 

I. INTRODUCTION 
The increasing complexities of electronic 

circuits and the need for a suitable way of 
characterizing their electromagnetic (EM) 
performance has become a major problem in 
electromagnetic compatibility (EMC). In this 
work, equivalent infinitesimal dipoles are used for 
characterizing the EM properties of a PCB. In [1-
6] a similar principle was used to characterize 
emissions from radiating sources above an infinite 
ground plane. In [7-9], radiations from the edges 
of the PCB, which are due to the via transitions of 
high speed signals, have been identified as a 
significant contributor to the total emissions from 
the PCB at a given observation point. Also these 
edge radiations increases as the emission sources 
are located close to the edges of the PCB. This 
makes the techniques adopted in [1-6] insufficient 
in representing all the sources of emissions from a 
practical PCB of finite size and according to [10] 

further deteriorates as the emission sources are 
located close to the edges. Therefore to develop a 
model that can fully represent a real life scenario, 
all the possible sources of the emissions in the 
PCB need to be taken into consideration. Often, 
this does not lead to a close form solution. In 
particular, this greatly increases the mathematical 
complexities in evaluating the contribution of 
diffraction to the total emission around a PCB 
finite ground plane. Though there are classical 
solutions that offer good approximation for 
diffraction problems [11, 12], however, they can 
be complicated analytically and often lead to a 
complex integral equations. In [13] a hybrid 
technique that is based on equivalent dipole model 
and numerical techniques was used to characterize 
emissions from an enclosure with an aperture. 

The uniqueness of our approach is that it 
offers an analytical solution, based on the 
equivalent dipole model only, that can 
approximate the diffraction effects with sufficient 
degree of accuracy with less than -10dB error. In 
this approach, equivalent dipoles are aligned on 
and along the edges of the ground plane to 
emulate the radiation characteristics of the currents 
induced at these edges. 
 

II. THEORY 
 
A. Field equivalence principle 

This approach is based on the field 
equivalence principle [14, 15] as introduced by 
Schelkunoff in 1936 [16] and is equivalent to 
Huygens' principle [17]. In this method, the actual 
sources are replaced by fictitious sources placed 
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on an arbitrary surface surrounding it, producing 
the same fields outside the bounding surface. The 
sources are equivalent �� ��� a region insofar as 
they produce the same amount of fields inside that 
region. 

The equivalent sources are now computed 
through Love's equivalent principle [18] and 
taking into consideration the boundary conditions 
for ideal conductor as,  

1
ˆ 3��:5 ��                         (1)                                                                                  

  1ˆ ����: ��    ,                    (2)    

where 5�: and ��: are the equivalent electric and 
magnetic sources, respectively. From equations (1) 
and (2), only the tangential components of the 
electric, �� or the magnetic, 3� fields are required 
in order to compute the equivalent sources (or 
fictitious currents). Furthermore, in our work, 
these sources are modeled as infinitesimal dipoles.          
                        
B. Multipole expansion of dipole 
 Through multipole expansion [19] a simple 
source, ' can be approximately modeled by 3 
orthogonal electric and (or) magnetic dipole, 

�
�
��

�
�� A'�'C'' ,,                      (3)                                       

where 'C, '�, and 'A are the 3 orthogonal dipoles 
along the C, �, and A coordinates. This has been 
applied in [20] and [21] and the agreement with 
measurements was good. The solution is further 
derived as follows: 
The magnetic field 3� from an electric dipole is 
determined from equation (4), 

�3 �,�
6
1

                          (4)

and for a magnetic dipole as

� ��
;3 ; D D�

�6�
� � � , ,�

�	
 ,           (5)   

where   and D are the magnetic and electric 
vector potentials respectively and 6 and � the 
permeability and permittivity of the surrounding 
media, respectively. For an electric dipole at 
� �000 ,, A�C  oriented along the z-axis, the magnetic 

� �A�C ,,  field at a distance � is given by, 

� �02

1
1

4
��

;9��
;9��3

;9�
A

C ��
�

�
�
�

�

��

�

.
            (6)                                                                  

� �02

1
1

4
CC

;9��
;9��3

;9�
A

� ��
�

�
�
�

�

��

�

.
  ,             (7) 

.0�A3                                   (8)                           

Whereas for a magnetic dipole at (C�, ��, A�)  
oriented in the z-direction, 
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where A�  and A� are the radiated electric and 

magnetic dipole moments, respectively. By taking 
into account the contributions from other dipole 
coordinates (C and �), we can formulate the 
relationship between the magnetic field and the 
dipole moments as,  
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                  (12)                           

or, compactly, 
 

< ; < ;< ;'73 �  .                         (13) 
 

In this approach, the field 3 is extracted from 
complete circuit through simulation or 
measurement. Therefore once the matrix G, which 
is a form of the dyadic Green's function is 
computed, the moment vector for the dipoles 
represented by ' can then be solved through the 
solution to the inverse problem. This dipole 
moment vector can be electric, magnetic, or a 
combination of both. 
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C. Solution to inverse problem
 In principle, a sufficient number of sampling 
points are required to properly compute the 
moments of the dipoles i.e., 

,� �� K  

where  � and �� are the total number of sampling 
points and dipoles, respectively. For  

                                    ,� �� �   
the inverse problem involves a square matrix and 
basic techniques like Gaussian elimination can be 
used. But this becomes unfeasible as the size of 
the problem increases, thereby increasing the 
computational cost of this solution. In practice, 

 ,� �� LL    
leading to an over determined solution. 
Furthermore, as the positions of the infinitesimal 
dipoles are quite close, their dyadic Greens 
function with respect to the observation points are 
highly correlated. This accounts for the increase in 
the condition number of the matrix i.e.,  

� � 	�	%�� . 

For this reason, a more robust technique is 
required in solving this ill-posed and near singular 
inverse problem. So for a linear least square 
problem [22], 

��1!C ��
C

L=� � ,,
2

min
              (14) 

the singular value decomposition (SVD) technique 
have been demonstrated to offer a unique solution 
for the inverse problem. The SVD of  is given 
by,  

 � � =-#=' ��                      (15) 

in such a way that they also satisfy, 
&=- ��                         (16) 

where � �)--- & �  and � �1��=== &  are matrices 

with orthonormal columns and �  is a non-
singular diagonal matrix. 
 In the previous work [1-3] where an infinite 
ground plane was assumed, only the direct and 
reflected fields were needed in computing the G 
matrix. This method achieved a good accuracy in 
general. However, this accuracy reduces 
significantly when using the above method to 
model sources above a finite plane and worsens as 
the sources are located closer to the edges of the 
plane. This is due to the scattering at the edges 
leading to diffractions, whence the image theory 
(used in approximating the effect of the ground 
plane) is no longer adequate because of the 

additional currents induced at the edges. To 
simplify this approach, a number of equivalent 
passive dipoles are placed around the edges of the 
ground plane to emulate the current induced at 
these edges due to the active sources on the 
structure. Therefore, the total field, 3& at any 
observation point is assumed to be a result of the 
contributions from the passive, 3��(� and active 
dipoles, 3 %+�	�. The set of passive dipoles are 
combined with the active dipoles (i.e., 
representing the active sources) to generate the 
dipole vector required for the model. Their 
relationship with the total field, 3& is formulated 
as,  

��(� %+�	�& 333 
�                   (17) 

< ; < ;< ; < ;< ;��(� %+�	�& '7'73 
� ,            (18) 

< ; < ; < ;� ���(� %+�	�& ''73 
�  .              (19) 
 

The expression in equation (19) is comparable to 
equation (13) where ' comprises the ' %+�	� and 
the '��(�. The model for the active dipoles 
comprises the direct wave and its image while the 
passive dipoles are modeled in free space. To 
show the viability of this approach, a simple PCB 
tract comprising, a simple copper strip (L shape 
transmission line) is simulated on a dielectric over 
a finite ground plane. This approach was used to 
reproduce the fields from the structure at the 
simulated planes and also predict fields at other 
planes.                                                                   

 
III. SIMULATION PROCEDURE 

 
A. Diffraction effects 
 In addition to the model used in [1, 2], the 
finiteness of a ground plane also results to 
scattering at its edges. These scattering are due to 
currents induced at the edges of the ground plane 
by the actual electromagnetic (EM ) sources on the 
device under test (DUT). This is also known as 
diffraction. This diffraction effects if ignored as in 
[1-6], degrades the performance of the equivalent 
dipole modeling (EDM) especially when the EM 
sources are located closer to the edges. 
Furthermore, to evince this effect, a rectangular 
PCB, with a simple L trace of 30mm × 70mm, was 
simulated using an MoM-based numerical code 
[23]. Firstly, the simple L trace was positioned at 
the centre of a large perfect electric conducting 
(PEC) ground plane with dimension 100mm × 
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160mm as shown in Fig. 1 (a). This is then 
repeated with the L trace positioned close to the 
bottom-right of the PEC as shown in Fig. 1 (b). A 
dielectric surface of the same dimension as the 
PEC (� = 4.6) with a thickness of 1.5 mm was 
placed in between the trace and the PEC to 
represent the typical FR4 properties. Figure 1 
shows the physical layout of the two cases being 
considered here. 
 For uniformity, the same discretisation as 
shown was used and the trace was excited with 
8dBmW signal at the shorter leg while the longer 
leg was terminated with a 50 � load in both cases. 
The load termination ensured continuous wave 
propagation in one direction. The transverse 
magnetic field computation in the xy-plane was 
carried out over a range of frequencies. For 
consistency, the same sampling resolution and 
sampling height of 4 mm and 10 mm, respectively 
were maintained for both cases. 
 

     
              (a)                                         (b) 

 

Fig. 1. Physical layout of a simple PCB with an L 
trace positioned at different locations above its 
dielectric layer. 
 
This sampling resolution required was deduced 
from the expression [24], 
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(

(
.                      (20) 

This was also found to be sufficient for the 
frequency range considered in this experiment. 
The transverse fields were then imported into the 
dipole model and were used to determine the 

moment vector for the equivalent dipoles required 
to reproduce the same fields. Similar to the 
approach in [1, 2], the emission of the EM sources 
were characterized using a number of infinitesimal 
dipoles, with 10 mm uniform separation, whose 
images accounted for the reflection due to the 
PEC. For the two cases, the same number of 
dipoles and dipole resolution were used. This is to 
enable clear comparison as the error in equivalent 
dipole modeling tends to reduce with the increase 
in the number of dipoles.   
 Figure 2 compares the error in reproducing the 
transverse magnetic fields using EDM for the two 
cases shown in Fig. 1. The error significantly 
increases in case 2 (i.e., Fig. 1 (b)) and has been 
shown to be consistent for all the frequencies 
considered in this problem. The error was 
computed as the average of the r.m.s error, M in 
reproducing the two transverse fields as given in 
the expression, 
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where �
�

 
� 33 , , and � are the magnetic fields 

from the numerical code, magnetic field 
reproduced using the EDM and the total number of 
sampling points, respectively. This increase in 
error, as the excited trace or the current sources are 
located close to the edge is often observed in 
complex PCBs due to diffraction. This error 
increases as the number of these sources increase 
in such a way that the image of the active sources 
are no longer sufficient to accurately characterize 
all the scattering effects due to the electric 
conducting ground plane. Edge dipoles are then 
introduced as passive sources to emulate the 
behaviors of the currents induced at the edges of 
the PEC ground plane by the actual sources. 
Again, to clearly distinguish the contributions of 
these passive dipoles from active dipoles used to 
characterize the active sources, another experiment 
was carried out.  

 
B. Passive dipoles
 To understand the influence of the passive 
dipoles, the same fields as in the two problems in 
section III were modeled using the EDM. 
However, unlike in the previous modeling, a 
number of infinitesimal dipoles were then 
introduced and positioned at the edges of the PEC 
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ground plane. Sufficient number is required so as 
to fully emulate the current excitation at the edges. 
Here infinitesimal dipoles of 10mm uniform 
separation was used. This is in addition to the 
number of infinitesimal dipoles of 10mm uniform 
separation, used previously to characterize the 
actual sources. 

 

 
 

Fig. 2. R.M.S error for the different positions of 
the L trace. 
 
 It is necessary to distinguish the influence of 
the edge dipoles from just any additional dipole 
used for characterizing the active sources. It is 
expected that the increase in the number of dipoles 
reduces the error. However, it is important to show 
that the edge dipoles particularly represent the 
effects due to diffraction hence will only improve 
cases that are affected by diffraction. 
 The transverse magnetic fields were computed 
at the xy-plane for the two cases. These were then 
reproduced using the EDM with the additional 
active and passive dipoles. This implies that in 
addition to the number of active dipoles used in 
characterizing these problems previously, different 
dipoles (i.e., 52 passive dipoles, 31, 42, 64 active 
dipoles) were then added to highlight their 
contributions.  
 In case 1, the trace is located at the middle of 
the large ground plane with a good isolation from 
the edges. It is assumed that through this, there is 
minimal current induced at the edges of the ground 
plane due to the trace. Figure 3 shows the 
percentage improvement in the predicted 
transverse fields for 3 different numbers of active 
dipoles and also the case where passive dipoles are 
included. It is shown that addition of passive 
dipoles does not have much effect as compared 

with the addition of active dipoles. This is because 
the greater proportion of the sources of the EM 
emissions are located on the surface of the PCB, 

          %100
..

....

1

21 �
�

�
 ��

 �� ������%4���
  

where �.�. 1 and �.�. 2 are the error without and 
with additional dipoles, respectively. 
 

 
 
Fig. 3. R.M.S improvement in reproducing case 1 
by the addition of more dipoles (passive or active). 

 
Conversely, Fig. 4 shows the results for case 

2. A significant improvement is observed for the 
addition of passive dipoles. Unlike case 1, there is 
a significant amount of current induced at the 
edges of the ground plane. This was as a result of 
moving the L trace close to the right right-angular 
edge of the ground plane as shown in Fig. 1 (b). 
Hence, we can deduce from this that these edge 
dipoles can sufficiently emulate the induced 
currents at the edges. However, for case 2 
additional active dipoles only had quite small an 
effect. This is because the active dipoles, which 
are positioned in such a way to characterize the 
actual sources of the emissions, cannot sufficiently 
emulate the behaviors of the additional currents 
induced at the edges of the ground plane. It has 
been shown that whilst the active dipoles can 
sufficiently characterize sources isolated from the 
edges of a ground plane, their performance 
declines as the sources are located closer to the 
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edge of the ground plane. The active sources with 
their images are used to characterize the direct 
radiation of EM sources including the scattering 
by PEC ground plane leading to reflection. This is 
sufficient for an infinite ground plane problem and 
can also give good results for problems with the 
EM sources well isolated from the edges of the 
ground plane. However, for a more realistic 
scenario in complex PCB designs, passive dipoles 
are introduced along the edges of the ground 
plane. This is to emulate the effects of edge 
currents leading to diffraction due to the finiteness 
of practical PCBs. 
 

 
Fig. 4. R.M.S improvement in reproducing case 2 
by the addition of more dipoles (passive or active). 
     
C. Practical PCB 

To further show the viability of this approach, 
a long metallic strip over a finite ground plane    
(160mm � 100mm)  with similar EM performance 
as a practical PCB was simulated using MoM code 
[13]. Figure 5 (a) shows the physical design with 
5mm mesh size and Fig. 1 (b) the current path 
along the L strip. The strip is excited with 8dBmW 
power at the tip of the shorter leg while the longer 
leg is terminated with a 50 � load. This simulation 
was carried out at 900 MHz and field results were 
extracted 10 mm above the planes. As given in 
equations (1) and (2), only the transverse fields are 
required in order to compute the equivalent 
currents. Unlike the problem treated earlier, the 
transverse fields on all the planes surrounding the 
PCB are required in the model. This is to provide 
sufficient information required to compute the 

moments of the passive dipoles, which have been 
shown to contribute most to the diffracted fields. 
Samples taken from the xy-plane as used in 
sections III A) and III B) were sufficient because 
of the size of the trace and fewer edge current 
excitation is expected. However, for a larger trace 
located close to the edge, significantly more edge 
current excitation is expected and to properly 
characterize these edge currents, sufficient 
sampling around the PCB is required. The 
extracted complex-valued field are then imported 
into the equivalent dipole model of equation (13). 
The LHS of equation (13) comprises all the 
transverse fields extracted at each of the planes 
surrounding the structure. The first term on the 
RHS, which includes the direct, reflected, and 
diffracted field components, is then computed 
using equations (6) to (8) or equations (9) to (11) 
for electric or magnetic dipoles, respectively. The 
dipole moment vector is then calculated through 
the solution for the inverse problem. 

 
  
 
 
 

 
 
 
 
 
 
 
 

 

                  (a)                                    (b) 
 

 

Fig. 5. (a) Physical design and (b) current path on 
the L-shape strip. 

 
As described in section II C), the singular 

value decomposition technique was used. 
Following from the multipole expansion as also 
mentioned in section II B), 6 dipoles comprising 3 
electric 'C

�, '�
�, 'A

� and 3 magnetic 'C
�, '�

�, 
'A

� were first used to model each dipole point. 
This is computationally expensive and requires 
about 25 mins to run on an Intel core i7 3 GHz 
processor and 6 GB RAM PC. By trying different 
combination of dipoles and reducing the individual 
dipole moment redundancies, 3 orthogonal electric 

85mm 

145mm 
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dipoles were found to be sufficient in modeling the 
actual sources (active sources) while a 
combination of electric and magnetic dipoles were 
required for modeling the currents at the edges of 
the ground plane (passive sources). This is 
summarized as, 
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Though, any of the 3 orthogonal magnetic dipoles 
can equally be used in modeling the active sources 
with good accuracy, only the vertical magnetic 
dipoles can be used at the edges as the polarization 
of the horizontal magnetic dipole cannot generate 
currents in the direction of the actual currents 
induced at the edges. Initially, 468 dipoles were 
used, which takes approximately 5 minutes run 
time using the same PC. Figures 6 and 7 show the 
fields computed in the principal planes of the 
structure.  
[[ 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

      
 
 
 
 
Fig. 6. Equivalent dipole model (1st row) and 
simulation (2nd row) of total magnetic field 3
, at 
10 mm. 

2 2 2 ,& C � A3 3 3 3� 
 
 also predictions were 

made at far-field distances from the structure using 
equivalent dipole model and results were 
compared with those from concept-II. These also 
show good agreement between the fields predicted 
with the equivalent dipole model and those 
computed using the MoM based concept-II 
software as shown in Fig. 8. Furthermore, by 
retaining only the dipole moments with significant 

contributions, �
�
�

�
�
� �K ���C'�'��' 00 .. , to the 

total field observed at any given point, the total 
number of dipoles required for this model was 
reduced from 468 to 102, where '���C is the 
maximum dipole moment in the initial dipole 
moment vector and � is given proportion. Here we 
used a � value of 10 %. Figure 9 Shows the initial 
dipole and optimized final dipole positions on the 
surface of the structure. In Fig. 9 (b) the dipoles 
were found to be aligned along the current path as 
expected according to Fig. 5 (b). The moments of 
these optimized dipoles were then calculated 
according to equation (13) and used to predict 
these fields.    
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7. (a) Equivalent dipole model and (b) 
simulation results of the total magnetic field 3&, at 
10 mm for xz-plane.  
 
 The maximum difference between the two 
models is found for the top plane, because 
sufficient number of dipoles are required to 
accurately model the fields parallel to the surface 
of the large structure. Far-fields results for the 
different models were also computed. As shown in 
Fig. 8 (a) and (b), inclusion of the edge dipoles in 
the equivalent dipole model can closely predict 
radiations from finite structures in different EMC 

 

 
(a) xy-plane                    (b) yz-plane 

 
             (a)                                          (b)    
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               (a) 3 m                          (b) 10 m 

__
EDM. 

environments. Dipole moments computed from the 
information obtained only from the top plane of 
the structure (i.e., xy-plane) results to higher error.  
This is represented by the magenta line. By 
including the field information from all planes 
surrounding the structure to compute the dipole 
moment, a more accurate prediction is observed as 
represented in green.   
 
  
 

 
 
              
                                 

          
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8. 3) (1
st row) and 3' (2

nd row). 
 

. 
 
 
 
 
 
 
 
 
 
 
 
 

     (a) Initial dipoles                (b) Optimized dipoles  
                                             

Fig. 9. Dipoles positions on the plane. 
 

This is quite similar to the results for 468 dipoles 
in Fig. 10, while the blue dash represents the 
simulated results in both cases. The maximum 

fields at far-field regions 3 m and 10 m between 
468 dipoles, 102 dipoles and numerical simulation 
also show a good agreement. Thus for this model, 
the specified degree of accuracy determines the 
number of dipoles to be used. 

                                     
 
 
 
 
 
 
 
 
 
 
 

   
 
 
 
 
 
 

 
 

 

Fig. 10. 3) (1
st row) and 3' (2

nd row), { blue dash, 
green, magenta, and black}-{Simulation, 102 
dipole model, dipole model with only top plane, 
dipole model without edge dipoles}. 

 
IV. CONCLUSION 

A scheme using equivalent dipoles to model 
radiated fields from complex radiators has been 
extended by including additional dipoles to 
represent diffraction effects. It is shown that a 
number of equivalent dipoles distributed along the 
edge of a finite ground can approximate the effects 
of the induced currents at its edges that leads to 
diffraction. The accuracy of this approach depends 
on the number of dipoles used. As this number 
increases, the time needed to evaluate the inverse 
problem increases correspondingly and can lead to 
ill-conditioning. However, techniques exist for 
solving ill-conditioned inverse problems. This 
approach will be used in the future work for 
predicting the coupling between different EM 
sources and their environments. 

_ __ _ 

simulation 

 

              

            (a) 3 m                        (b) 10 m 
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Abstract � A typical antenna design optimization 
problem is presented, and various issues involved 
in the design process are discussed. Defining a 
suitable objective function is a central question, as 
is the type of optimization algorithm that should 
be used, stochastic versus deterministic. These 
questions are addressed by way of an example. A 
single-resistor loaded broadband HF monopole 
design is considered in detail, and the resulting 
antenna compared to published results for similar 
continuously loaded and discrete resistor loaded 
designs.  

  
Index Terms � Algorithm, bandwidth, broadband, 
central force optimization, CFO, HF, impedance 
loading, monopole, numerical methods, 
optimization, and  wire antenna. 

 
I. INTRODUCTION 

“Good against remotes is one thing. Good 
against the living, that’s something else”. Han 
Solo thus cautioned Luke Skywalker as he 
practiced lightsaber skills in the classic 1977 film 
Star Wars.  This note echoes a similar sentiment 
when it comes to designing antennas with 
optimization algorithms, “Good against 
benchmarks is one thing. Good against ‘real 
world’ antennas, that’s something else”. This 
admonition is examined by way of an example, 
designing an optimized resistively-loaded 
broadband high-frequency (HF) base-fed 
monopole. The antenna and its ground plane are 
perfectly electrically conducting (PEC), so that 
decreased radiation efficiency results solely from 
i2R losses in the resistor. This example highlights 
the importance of, and the difficulties in, choosing 
an appropriate objective function and the 

advantages of using a deterministic optimizer in 
doing so.  

Optimization algorithms typically are 
evaluated against benchmarks with known 
extrema (fitnesses and locations). How well an 
algorithm works is measured by its accuracy and 
efficiency, referring respectively to how close it 
gets to the extrema and how much computational 
effort is expended in the process (usually the 
number of function evaluations). An algorithm’s 
performance often depends on user-specified setup 
parameters, and it may change dramatically with 
different values. Additional complications are 
introduced by inherently stochastic optimizers, 
such as particle swarm or ant colony optimization, 
because this type of algorithm returns a different 
answer on successive runs, relying as they do on 
true random variables computed from a probability 
distribution. Even before an antenna problem has 
been precisely stated, the designer must choose 
suitable run parameters for a stochastic optimizer 
and somehow guess how well it will work on the 
antenna problem at hand, neither of which is a 
simple matter.  

The picture is further complicated because real 
world antenna problems introduce yet another 
level of complexity, defining a suitable objective 
function. If an optimization algorithm’s 
performance is sensitive to its setup parameters, 
and if its results vary from one run to the next, 
then the added problem of having to define a 
“good” objective function can be daunting. Of 
course, this question does not come up in 
benchmark testing because the benchmark itself is 
the objective function. But, as the results reported 
here show, this question is central in optimizing 
even a simple antenna.  
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II. DESIGN GOALS 
The first step in antenna optimization is 

defining a clear set of performance goals. There 
are many measures to consider, such as directivity, 
radiation pattern, bandwidth, efficiency, and 
physical size, among others. Goals for all 
parameters must be articulated in order to define 
an objective function that effectively measures 
how well they are met. There are two main 
objectives for the monopole example described 
here: (1) as flat as possible an impedance 
bandwidth from 5 MHz to 30 MHz and (2) 
maximum gain. The PEC metallic monopole 
element is 10.7 meters high with 0.005 meter 
radius (dimensions chosen for comparison to other 
designs) fed against a PEC ground plane.  

 
III. THE OBJECTIVE FUNCTION 
The next step is defining an objective function 

that measures how well a particular antenna design 
meets the performance goals. For purposes of 
illustration, the monopole’s decision space, N , is 
chosen to be two-dimensional (2-D) because the 
objective function's topology (“landscape”) can be 
visualized. The decision variables are (1) the value 
of the loading resistor, R  (�) and (2) its 
placement along the monopole, H (m), as shown 
in Fig. 1. The decision space is defined as 

F Gm65.1005.0,10000),(: CC>CCN HRHR .  

Real world antenna problems, of course, usually 
contain many more than two variables, often far 
more, which considerably complicates the 
definition of a good objective function because 
then the landscape cannot be visualized. 

The antenna parameters considered for 
inclusion in the objective function in this example 
are: minimum radiation efficiency, Min(�); 
minimum value of the maximum gain, Min(Gmax); 
the voltage standing wave ratio VSWR//Z0 
computed relative to a purely resistive feed system 
characteristic impedance Z0; and monopole input 
impedance Zin = Rin + jXn. Each parameter is 
evaluated as a function of frequency, and Gmax at a 
given frequency is the maximum gain over the 
polar angle ) in Fig. 1.  

Needless to say, there are myriad ways these 
parameters can be combined, and the question is, 
which combination is best? Unfortunately, there is 
no answer to this query, other than trying different 
possibilities and evaluating each one’s 

performance. A deterministic optimizer can make 
a big difference in this regard. Because stochastic 
algorithms return different results for every run, 
there is no (good) way of determining whether or 
not better designs are the result of a more suitable 
objective function or the inherent variability of the 
algorithm itself. By contrast, a deterministic 
optimizer always returns the same results for given 
setup parameters, so that any improvement in the 
antenna performance is attributable to changes in 
the objective function. These considerations are 
illustrated below using three different objective 
functions for the loaded monopole.  
 

 
 

Fig. 1. Base-fed monopole geometry. 
 

IV. FUNCTION ),,( 01 ZHRf
The first monopole objective function (to be 

maximized) combines the minimum radiation 
efficiency and maximum gain with the maximum 
VSWR excursion in a simple formula,  

         
)(

)()(
),,(

0

max
01 ZVSWR

GMinMin
ZHRf

0



�
�          (1) 

where )( 0ZVSWR0  is the difference between 

maximum and minimum standing wave ratios over 
the 5 MHz-30 MHz HF band relative to Z0. The 
fitness increases with increasing efficiency and 
minimum gain and decreasing VSWR difference.  

1f ’s landscape with Z0 = 50 > appears in Fig.  2 

(a)-(b), which show, respectively, perspective and 
plan views and projections onto the R � Z and H � 
Z planes. f1 is smoothly varying and unimodal with 
a maximum fitness of 2.3764… at the point 

�),( HR  m)621357.1,025126.5( > . The global 
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maximum was located by computing )50,,(1 HRf  

over the decision space N  using a grid of 200 � 
200 points and searching for the maximum. This 
procedure is used for each of the 2-D landscapes 
discussed here.  

The monopole was modeled using numerical 
electromagnetics code (NEC), version 2, double 
precision [1, 2]. The 10.7 meter tall element was 
divided into 107 segments with the resistor placed 
at the segment’s midpoint using NEC's “LD” 
loading cards. Because the antenna is loaded by 
segment number, not by distance above the ground 
plane, the height coordinate H was converted to 
the loading segment number as n = [0.5 + H/0] 
where 0 = 0.1 m is the segment length. A typical 
NEC input file appears in Fig. 3. 

While f1's functional form may seem quite 
reasonable for measuring the monopole’s 
performance, an examination of its topology 
reveals two potential concerns: (1) maximum 
fitness occurs close to N ’s lower resistance 
boundary and (2) it varies very little with height.  
The first characteristic may impede an 
optimization algorithm’s ability to search N  
while the second may impede convergence 
(exploration versus exploitation). In a higher 
dimensionality decision space these characteristics 
cannot be ascertained by inspection, which is a 
further complication in defining a useful ‘real 
world’ objective function.  

Apart from the question of how “searchable” 
N  is for f1's maxima, perhaps the more important 
question is how well f1 actually reflects a good 
monopole design, that is, one that performs well 
against the stated performance objectives. In this 
example, because f1's maximum can be visualized 
and located, the resulting “best” monopole design 
can be evaluated by computing its performance 
using the known maximum’s coordinates. A feed 
system characteristic impedance of Z0 = 50 > is 
assumed because typical HF transmitters are 
designed for 50 > systems, and the results appear 
in Fig. 4.  In the plots, calculated data points are 
shown as symbols (5 MHz-30 MHz every 1 MHz), 
and the solid curves are interpolated using a 
natural cubic spline. Total power gain was 
computed every 10o for 0o C ) C 90o where ) is the 
polar angle in NEC’s standard right-handed 
spherical polar coordinate system (see Fig. 1). 

 
(a) 

 
(b) 

 

Fig. 2. Landscape for objective function 
f1(R,H,50). 
 

The radiation efficiency and maximum gain 
numbers are quite good. Minimum efficiency is 
just below 80 %, and for most part the efficiency 
exceeds 95 % above 10 MHz. Of course, this 
result is not altogether unexpected in view of the 
very light loading, R D 5 >. The maximum power 
gain figures also are quite good, with minimum 
Gmax D 4 dBi. This result also is expected in view 
of the light loading. But in stark contrast, the 
VSWR performance is very poor. The goal of 
flattening VSWR as much as possible was missed 
completely. VSWR varies from 1.61 to nearly 37 
with pronounced fluctuations. The impedance 
bandwidth of this design, typically specified as 
VSWR C 2:1 (return loss C -10 dB), is extremely 
small. Perhaps somewhat surprisingly, even 
though )50,,(1 HRf ’s functional form appeared to 

be a reasonable measure of how well the loaded 
monopole meets the design goals, the fact is, it is 
not. The best that a perfectly accurate optimization 
algorithm could do is to discover the design in 
Figs. 3 and 4, and that design happens to be quite 
poor. This example shows how important it is to 
choose an appropriate objective function. 
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Fig. 3. Typical monopole NEC input file. 
 

V. FUNCTION ),,( 02 ZHRf

),,( 01 ZHRf ’s disappointing results make it 

clear that another, hopefully better, objective 
function must be defined. f1's major failing was its 
inability to flatten the VSWR curve, which 
suggests that a more aggressive approach is 
required. Dealing directly with Zin = Rin + j Xin, for 
example, might work better than trying to 
minimize VSWR variability. To that end, a quite 
different  objective function will be considered 
next, 

)()(

)(
),,(

0

02

inin XMaxRMaxZ
Min

ZHRf
��

�
�

.   (2) 

 As before, this functional form is simple 
and ostensibly serves to achieve the design goals. 
As will be seen below, it does perform better than 

),,( 01 ZHRf  with respect to VSWR, but its 

topology is such that many optimization 
algorithms will have considerable difficulty 
locating maxima. ),,( 02 ZHRf 's global maximum 

of 0.11117… at the point (R, H) = (819.095477, 
2.953015). The loading resistance R D 819 > is 
much heavier than before, which will reduce 
efficiency and maximum gain but hopefully will 
tame the VSWR. This reflects the inevitable trade-
off in using impedance loading for improving 
antenna bandwidth, which increases with heavier 
loading at the expense of the radiation efficiency 
and gain.  
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 4. Performance of monopole design #1, 
)50,62.1,025.5(1f . 

CM File: DES1.NEC 
CM NEC2D run using R,Z values 
CM from DESIGN #1 DS plot 
CM R=5.025126 ohms, Z=1.621357 m 
CM seg # = INT(0.5+Z/SegLen) = 16 
CM Z0=50 ohms 
CE 
GW1,107,0.,0.,0.,0.,0.,10.7,.005 
GE1 
LD0,1,16,16,5.025126,0.,0. 
GN1 
FR 0,26,0,0,5.,1. 
EX 0,1,1,1,1.,0. 
RP 0,10,1,1001,0.,0.,10.,0.,100000. 
EN 
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Figure 5 shows f2's landscape. It comprises a 
series of spikes along a bullet-shaped curve in the 
(R, H)-plane, and the peaks are quite sharp. For 
example, changing H slightly from 2.8731… to 
2.8198… with R = 819.0954… results in nearly 
three orders of magnitude decrease in fitness.  
Topologies like this usually are described as 
“pathological” because many optimization 
algorithms have difficulty dealing with them.  
Thus, even though objective function f2 may be 
better than f1 for achieving the design goals, its 
pathological landscape may impede an 
optimization algorithm to such a degree that better 
designs are not discovered.  

NEC-2D again was used to model the 

monopole with )50,,(2 HRf ’s best fitness, and 

the results appear in Fig. 6. As expected, the 
radiation efficiency is much lower, especially at 
low frequencies. Below 15 MHz it ranges from 
about 5 % to 25 %. The efficiency does increase 
substantially mid-band, reaching a peak near 80 % 
at 19 MHz and falling thereafter. The power gain 
more or less tracks the efficiency, but it is quite 
low at low frequencies. Above 15 MHz, however, 
the gain is moderate to good. The heavier loading 
in this case considerably reduced the input 
impedance variation resulting in a fairly smooth 
variation in Rin and to a lesser degree in Xin as 
well. As a result VSWR variability is less than in 
the previous design, but still quite substantial. The 
VSWR is well-behaved and moderate, C 5:1, 
above 20 MHz, but it is very high at lower 
frequencies with a peak D 21:1 at 18 MHz. Thus, 
while f2 is an improvement over f1 in terms of 
meeting the design goals, it still falls far short of 
yielding a good monopole design. In addition, its 
pathological landscape may defeat the 
effectiveness of many optimization algorithms.  
Further refinement of the objective function is 
required. 

 
(a) 

 

(b) 
 

 

(c) 
 

 
(d) 

 
Fig. 5. Landscape for objective function 

)50,,(2 HRf . 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 6. Performance of monopole design # 2, 
)50,95.2,1.819(2f . 

VI. FUNCTION ),,( 03 ZHRf
Because VSWR variability is the biggest 

problem with the first two objective functions, an 
even more aggressive approach will be taken with 
the third function defined as, 

)]()([)()(

)(

),,(

00

03

XinMinXinMaxZVSWRRMaxZ

Min

ZHRf

in ��0��

�
� . (3) 

 

The gain does not appear in the numerator 
because it tracks fairly well with efficiency. The 
denominator comprises three factors that minimize 
VSWR in different ways. The first drives the real 
part of the input impedance toward the feed 
system characteristic impedance. The second 
minimizes the VSWR variability across the band, 
while the third attempts to flatten the input 
reactance.  

Because this functional form is determined 
empirically, other forms probably merit 
consideration as well. For example, the objective 
function ),,( 03 ZHRf  could be written as 

432

1

)]()([)()(

)(

),,(

00

03

AAA

A�

XinMinXinMaxZVSWRRMaxZ

Min

ZHRf

in ��0��

� , (4) 

where the exponents Ai are constants or functions 
of frequency. The terms in f3 could be combined 
differently, say, by addition with weighting 
coefficients. Other functions, such as logarithms or 
trigonometric functions, might be useful in 
combining the antenna’s performance measures.  
And, of course, other performance measures might 
be included as well. All of these considerations are 
involved in defining suitable objective functions.  
As the results for f1 and f2 show, presumably good 
ones can turn out to be quite poor. It consequently 
is imperative to investigate how the objective 
function’s form influences the resulting antenna 
design.  

f3(R,H,50) is unimodal with a smoothly 
varying topology and a maximum fitness of 

510x...4624.1 �  at )2143215.7,512563.502(),( �HR .  

Its landscape is plotted in Fig. 7. This objective 
function results in the design whose performance 
is shown in Fig. 8. The radiation efficiency 
increases more or less monotonically from just 
over 15 % at 5 MHz to nearly 40 % at 27 MHz 
and about 38 % at 30 MHz. Maximum power gain 
ranges from a low near -3.1 dBi to a maximum of 
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2 dBi. The input impedance is well behaved across 
the HF band, and the resulting VSWR is much 
flatter than in the previous cases. Maximum 
VSWR is just below 13:1 at 5 MHz, and it falls 
very quickly to just above 3:1 at 7.5 MHz. The 
VSWR increases to ~8:1 at 13 MHz and remains 
fairly flat thereafter. A comparison of these data to 
the curves in Figs. 4 (d) and 6 (d) clearly shows 
that f3 (R,H,50) is the best objective function of the 
three. Its monopole design is superior to the 
others, and its topology lends itself well to being 
searched by an optimization algorithm.  
 

 
(a) 

 
(b) 

 

Fig. 7. Landscape for objective function 
)50,,(3 HRf . 

VII. OPTIMIZATION ALGORITHMS
The previous sections discussed some of the 

issues in defining suitable objective functions for 
the broadband HF monopole design problem.  
Three functions were considered, and the results 
varied considerably from one to the next, with the 
last one being the best. Each of these objective 
functions has a known global maximum that can 
be visualized because the monopole decision space 
is 2-D. Unfortunately, this cannot be done in 
higher dimensionality spaces, so that their 
topologies are unknown. The problem faced by the 
antenna designer therefore is defining an effective 

objective function that can be searched accurately 
and efficiently in the n-D decision space. The type 
of optimization algorithm can be an important 
factor in aiding or inhibiting the process of 
defining a suitable objective function. 

Because stochastic optimization algorithms 
return different results on successive runs, it is 
difficult to assess the effects of changing the 
objective function on their accuracy and 
efficiency. For example, if particle swarm 
optimization is applied to the monopole problem, 
the antenna designer cannot know why successive 
runs using, say, f2(R,H,Z0) and f3(R,H,Z0), yield 
different results. It may be a consequence of the 
different objective functions (for example, 
pathological versus well-behaved), or it may be 
the algorithm’s inherent randomness. Which of 
these it is can be ascertained only by doing a 
statistical analysis that probably requires tens or 
hundreds, possibly thousands, of runs. This 
dilemma is avoided by using a deterministic 
optimizer, one that yields the same answer for 
every run with the same setup.  

 
 

 
(a) 

 
 

 
(b) 
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(c) 

 

 
(d) 

 

Fig. 8. Performance of monopole design # 3, 
)50,214.7,5.502(3f . 

 
Central force optimization (CFO) is a 

deterministic nature-inspired search and 
optimization metaheuristic for an evolutionary 
algorithm (EA) based on gravitational kinematics 
[4-6]. Proofs of convergence for CFO and an 
extended version have been developed [7, 8], and 
the algorithm has been implemented on a GPU 
using various topologies [9-11]. The algorithm has 
been successfully applied to a variety of problems, 
among them: training neural networks [12]; 
drinking water distribution networks [13]; solving 
nonlinear circuits [14]; array synthesis [15, 16]; 
microstrip patch antenna design [17]; multiband 
slotted bowtie design [18]; rectangular microstrip 
patch design [19]; microwave broadband absorber 
design [20]; antenna optimization generally [21]; 
notched ultra wideband E-shape antenna design 
[22]; and increasing impedance bandwidth [23, 
24].  

CFO therefore was used to search the decision 
spaces for each of the three monopole objective 
functions. A “parameter free” implementation was 
employed as described in [5, 6] without directional 

information in errant probe repositioning. CFO 
pseudocode appears in Fig. 9. Hardwired 
parameter values were Nd = 2, 5.0�init

repF , 

1.0�0 repF , 05.0min �repF , 0�start7 , 1�stop7 , 

3333.0�07 , 6)( max �dp NN , 200�tN  with 

an early termination criterion of fitness variation 
610�C  for 25 consecutive steps starting at step 

#35.  
Table 1 summarizes the CFO results. It shows 

that the algorithm performed well against 
objective functions f1 and f3 by discovering 
maxima close to the known values. The results for 
f1 are consistent with its topology in which the 
global maximum is near N ’s lower boundary in R 
and not particularly sensitive to variations in H.  
CFO essentially recovered f3’s global maximum, 
but clearly it had a problem with f2's pathological 
landscape. As expected, NEC-2D’s computed 
performance for the antenna design using CFO’s 
(R,H) coordinates for the best objective function, 
f3, is essentially the same as that shown in Fig. 8. 

 
Table 1. CFO optimization results. 

 
CFO’s performance probably would be better 

still if a more stringent early termination criterion 
were employed, or if none were used in a much 
longer run. The purpose of this note, however, is 
to discuss real-world design issues, and one of 
those is having to make the engineering decision 
of when the design is “good enough” relative to 
the resources expended. In this case, CFO 
achieved an acceptable design very close to the 
known best design using f3 and a total of 4,636 
function evaluations. This meets the “good 
enough” test.  

This simple monopole example demonstrates 
that how well an “optimized” antenna performs 

Objective 
Function 

Known Max 
Fitness / 
Coords 

CFO Max 
Fitness / 
Coords 

)50,,(1 HRf

 
2.376 / 

(5.025,1.621) 
2.371 / 

(8.179,5.361) 

)50,,(2 HRf

 
0.1112 / 

(819.1,2.953) 
0.0684 / 

(322.2,2.366) 

)50,,(3 HRf

 
1.462x10-5 / 

(502.5,7.241) 
1.401x10-5 / 

(499.6,7.302) 
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can be highly dependent upon both the objective 
function against, which it is optimized and how 
accurately and efficiently the optimization 
program performs against that function’s 
landscape. Because CFO is deterministic, it allows 
the antenna designer to investigate the effects of 
changing the objective function’s form and 
parameters that determine its landscape. It is 
evident that defining an effective function is much 
easier when the optimizer returns the same results 
every time instead of different ones. In the 
author’s opinion this is an important consideration 
in addressing real-world antenna problems, or, for 
that matter, any problem in which definition of the 
objective function is an issue.  

 
VIII. OTHER MONOPOLE DESIGNS

The monopole example was inspired by the 
HF monopole designed and tested by Rama Rao 
and Debroux [25, 26]. Theirs employed 
analytically computed continuous resistive loading 
and achieved VSWR 1:2C  from 5 MHz-30 MHz 
with the use of a matching network. Radiation 
efficiency, gain, and pattern were reasonable and 
well-behaved for typical HF links. A CFO-
designed discrete-resistance loading profile for the 
same antenna provided even better performance 
[23], and it is instructive to compare that CFO 
design, which utilized fourteen discrete resistors, 
to the f3(499.6,7.302,50) design utilizing only one 
resistor.  

Figure 10 shows the NEC input file for the 14-
segment, CFO-optimized monopole. Note that Z0 
= 300 > instead of Z0 = 50 > because the 300 > 
reference was used in [25, 26]. Each segment is 
loaded at its center with a discrete resistor whose 
value ranges from about 7.2 > to 82.7 > (“LD” 
cards). The NEC-computed radiation efficiency 
ranges from about 8 % to 45 %, with maximum 
gain increasing from ~-5.5 dBi at 5 MHz to ~3 dBi 
at 28 MHz with a pronounced mid-band dip. 
VSWR//300� is quite good, 1:25.2C  at all 
frequencies and 1:2C  above about 5.5 MHz. The 
VSWR 1:2C  goal is met essentially across the 
entire HF band with no matching network. The 
only additional element needed to feed this 
antenna from a 50 > system is a low-loss, 
broadband 6:1 unun, which is readily available. 

The VSWR results for the 14-segment 
monopole suggest that a better feed system 

impedance for the f3(499.6,7.302,50) design  might 
be >D 300 , a conjecture that was investigated by 

recalculating this design’s VSWR parametrically 
in Z0 from >225  to >350 . Figure 11 plots the 

results. The best overall performance indeed does 
occur with >D 3000Z  ( 1:2C  from ~7.5 MHz 

through ~28 MHz). Above 28 MHz VSWR 
remains fairly low, below 2.5:1, but at the low end 
of the band it increases quickly with decreasing 
frequency. The maximum is ~5.5:1 at 5 MHz, but 
even this value is quite acceptable because it is 
high only in a fairly narrow band (values 1:10C  
are readily matched).  

At this point it is apparent that the PEC 
metallic monopole loaded by a single correctly 
placed resistor may perform nearly as well as one 
employing fourteen resistors, and probably better 
than the designs in [25, 26] employing continuous 
loading. Because the objective function’s 
landscape changes with Z0, even if only slightly, 
and because the >� 500Z  CFO-optimized 

antenna exhibits better VSWR when Z0 is 
increased to 300 >, it is instructive to tweak the 
previous design by making another CFO run 
against f3's landscape with Z0 = 300 >, that is, with 
f3(R,H,300) as the objective function. CFO’s best 
fitness in this case is 510x66379.9 �  at the point 

(R,H) = (501.78982,7.107012) using 5,016 
function evaluations. 

This single-resistor monopole outperforms the 
14-segment antenna by every measure except 
VSWR. Radiation efficiency increases nearly 
monotonically from a minimum of 15%, compared 
to the 14-segment's that starts off near 8% and 
exhibits considerable fluctuation with increasing 
frequency. The tweaked design’s gain increases 
from 25.3�D  dBi at 5 MHz to 25.2D  dBi at 30 
MHz with a dip to 0 dBi at 24 MHz. The 14-
segment design has a similar behavior, but a lower 
gain at 5 MHz (~ -5.6 dBi) and a very slightly 
higher gain at 28 MHz (~3.1 dBi). 

VSWR for the tweaked antenna is somewhat 
worse, but nonetheless quite good, 1:2C  from 7.5 
MHz-26 MHz and only slightly above that through 
30 MHz where it reaches 1:5.2 . Below 7.5 MHz 
VSWR increases quickly with decreasing 
frequency, reaching just over 1:5  at 5 MHz, a 
degree of variability easily handled by a simple 
matching network. It therefore is reasonable to 
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expect a VSWR below 2:1 across the entire 5 
MHz-30 MHz band, possibly well below 2:1.  

Another important measure of the tweaked 
monopole’s effectiveness is its radiation pattern 
compared to the 14-segment's. The tweaked design 
generally exhibits higher power gain at all polar 
angles, especially in the range of interest for 
moderate to long HF links, 60o C ) C 80o. The 
single-resistor f3(R,H,300) loaded design actually 
provides better overall performance than the 14-
segment monopole. Moreover, it is simpler to 
fabricate and maintain, and arguably substantially 
better than the continuously loaded designs in [25, 
26]. 

 

Fig. 9. CFO pseudocode. 
 

IX. CONCLUSION 
This paper discussed an example antenna 

optimization problem using a single-resistor 
loaded HF monopole. It addressed issues in 
defining an objective function that effectively 
measures antenna performance, and the suitability 
of stochastic and deterministic optimization 
algorithms. Assessing how well a particular 
objective function will achieve design goals is a 
difficult question because the landscape of 
functions beyond 2-D cannot be visualized (note 
that CFO’s tendency to distribute probes may be 
useful in this regard; see §9 in [4]). Three different 
objective functions and their landscapes were 
considered.  

Deterministic central force optimization was 
applied to each objective function’s topology and 
the results compared. The best objective function 
then was used to develop a final tweaked design 
that was compared to a similar, previously CFO-
optimized design utilizing fourteen discrete 
loading resistors. The single-resistor monopole 
performs as well or better than the fourteen 
resistor version and better than other continuously 
loaded antennas reported in the literature. 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 10. NEC file for CFO-optimized 14-segment 
loaded monopole. 

 
 
Fig. 11. VSWR for CFO design f3 (499.6,7.302,Z0) 
parametric in Z0. 

CM File: LD_MONO.NEC 
CM Run ID 02-16-2011 10:43:46 
CM Nd= 14, p= 2, j= 120 
CM Zo=300 ohms 
CE 
GW1,14,0.,0.,0.,0.,0.,10.668,.0254 
GE1 
LD0,1,1,1,82.7045,0.,0. 
LD0,1,2,2,29.31145,0.,0. 
LD0,1,3,3,9.2825,0.,0. 
LD0,1,4,4,7.154042,0.,0. 
LD0,1,5,5,7.397769,0.,0. 
LD0,1,6,6,7.310225,0.,0. 
LD0,1,7,7,27.58697,0.,0. 
LD0,1,8,8,26.55749,0.,0. 
LD0,1,9,9,24.70102,0.,0. 
LD0,1,10,10,22.80148,0.,0. 
LD0,1,11,11,20.82445,0.,0. 
LD0,1,12,12,16.44918,0.,0. 
LD0,1,13,13,11.4537,0.,0. 
LD0,1,14,14,9.471994,0.,0. 
GN1 
FR 0,26,0,0,5.,1. 
EX 0,1,1,1,1.,0. 
RP 0,10,1,1001,0.,0.,10.,0.,100000. 
EN 
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