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New Approximate Expressions for Evaluating the Fields of a Vertical
Magnetic Dipole in a Dissipative Half Space

Hongyun Deng, Gaobiao Xiao, and Shifeng Huang

Key Laboratory of Ministry of Education of Design and Electromagnetic Compatibility of High Speed Electronic
Systems, Shanghai Jiao Tong University, Shanghai 200240, China

hongyundeng@sjtu.edu.cn; gaobiaoxiao@sjtu.edu.cn; huangshifeng@sjtu.edu.cn

Abstract – In this paper, a set of new asymptotic approx-
imate expressions for evaluating the electromagnetic
(EM) fields generated by a vertical magnetic dipole
placed in a dissipative half space is proposed. The lat-
eral wave that guarantees the continuity of the EM fields
at the interface is discussed in detail. Using the spectral
method, the integral expressions of the field components
are obtained. The dominant part is extracted from the lat-
eral wave for large radial distance so that all field com-
ponents in this situation can be approximately expressed
with explicit expressions, which makes the method effi-
cient. Besides, the proposed method has no restric-
tion condition on the parameter choices of different half
spaces, so it can be applied in more general situations.
Some calculation results and comparisons are given to
validate the effectiveness of this extraction method.

Index Terms – Asymptotic approximation, dissipative
medium, lateral wave, spectral method, surface wave,
magnetic dipole.

I. INTRODUCTION
The surface waves have been studied since the time

of Sommerfeld [1]. In 1907, Zenneck discussed the
waves crouching on the intersecting surface of the earth
and the air that possesses the radial symmetry [2]. He
wanted to explain the long-distance radio wave propaga-
tion on the earth by the surface wave over the ground.
The discussion of the Zenneck wave is still going on,
even if the long-distance propagation of the electromag-
netic (EM) waves could be explained by the existence of
the ionosphere nowadays. The study about such waves
has its own meaning since it guarantees the continu-
ity of the EM waves at the boundary of lossy media
such as the earth, the sea water, and the sea crust [3–8].
This kind of surface waves only exist when the source
is placed near the boundary, which means that sources
like plane waves cannot excite such kind of waves [9].
Norton simplified the Sommerfeld’s complicated inte-
gral solution of the surface waves by some approxima-
tions to give explicit expressions of the surface waves

and make it more applicable [7]. On the other hand,
Baños got further results following the work of Som-
merfeld, but those were still too complicated [10]. They
could not give the direct physical insight of the surface
waves and were not convenient for engineering applica-
tions [3]. The surface waves excited by dipoles (electric
and magnetic) placed near the boundary of dissipative
medium are also called the lateral waves. It has many
realistic application scenes such as communication with
submerged submarines. King [3] gave an extensive dis-
cussion of the theory and application of the lateral waves
generated by a vertical electric dipole in the sea. How-
ever, King’s asymptotic approximation method has the
restriction condition on the wave numbers of the two
half spaces that |k1| � |k0|, and this condition is satis-
fied by the relevant parameters of the sea and the air.
Researchers also tried to get numerical solutions of the
lateral waves that travel along the interface of the sea and
the air with the help of computers. However, the numer-
ical methods are time-consuming when calculating the
far fields because the integrands of the integral expres-
sions of the fields oscillate severely, and it needs some
special techniques [11–13]. Nowadays, there are differ-
ent methods that could deal with the EM field problem in
planar stratified media [14–17]. None of these methods
could avoid the evaluation of Sommerfeld integrals and
the evaluation of Sommerfeld integrals can be catego-
rized into three types: the direct numerical method [18–
20], the discrete complex image method [21–23], and the
asymptotic method [3, 10]. The asymptotic method has
the advantage of having high efficiency and being accu-
rate when calculating the EM field in the far region.

In this paper, a novel asymptotic method to extract
the dominant parts of the lateral waves is proposed. This
method stems from the double saddle point method [10].
Nevertheless, no asymptotic series coefficients need to
be specifically calculated like that in [10] due to the pro-
posed extraction technique. All the field components
generated by a vertical magnetic dipole (VMD; it can be
regarded as a model of the closed electrical line carrying
a time-varying electric current loop which supplies the
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Fig. 1. A vertical magnetic dipole in the sea.

electricity to the electronic devices on a ship) in a dissi-
pative half space have explicit expressions by neglecting
the corresponding residual integrals. The fields of other
types of dipoles can be dealt with in a similar way. The
newly proposed method has no restriction condition on
the wavenumbers of different half spaces; so it can be
applied in more general problems than King’s approxi-
mation method.

II. FORMULATION
A. Model

The basic model in this paper is depicted in Figure 1.
Hereinafter, the cylindrical coordinate system is used,
and the three coordinates are (ρ,φ ,z). Due to the radial
symmetry, φ is always assumed to be 0. The lower half
space is sea, and the upper half space is air. The plane
z = 0 is the interface of the two half spaces. A VMD is
placed in the sea at the point (ρ,z) = (0,−d) (d > 0). M
is the dipole moment. Assume that the permittivity and
the permeability of the free space are ε0 and µ0, respec-
tively. The sea has the permittivity of ε1 = 810, the per-
meability of µ1=µ0, and the conductivity of σ1 = 4 S/m.
The air has the permittivity of ε0, the permeability of µ0,
and the conductivity of σ0 = 0 S/m.

B. Integral expressions of the EM fields
Using the spectral method [24], the nonzero field

components in the sea can be expressed as the follow-
ing three integrals:

H1z =
∫

∞

−∞
dkρ

[
eik1z(z+d)+

Re−ik1z(z+d)

]
HVMDH(1)

0

(
kρ ρ

)
,

H1ρ =
∫

∞

−∞
dkρ

[
eik1z(z+d)−
Re−ik1z(z+d)

]
ik1z
kρ

HVMDH(1)
0
′ (

kρ ρ
)
,

E1φ =
∫

∞

−∞
dkρ

[
eik1z(z+d)+

Re−ik1z(z+d)

]
ωµ1
ikρ

HVMDH(1)
0
′ (

kρ ρ
)
.

(1)
The nonzero field components in the air can be expressed
as the following three integrals:

H0z =
∫

∞

−∞
dkρ Teik0zzHVMDH(1)

0

(
kρ ρ

)
,

H0ρ =
∫

∞

−∞
dkρ Teik0zz ik0z

kρ
HVMDH(1)

0
′ (

kρ ρ
)
,

E0φ =
∫

∞

−∞
dkρ Teik0zz ωµ0

ikρ
HVMDH(1)

0
′ (

kρ ρ
)
.

(2)

H1z and H1ρ (H0z and H0ρ ) are the z component and
the ρ component of the magnetic field in the sea (air),

respectively. E1φ (E0φ ) is the φ component of the elec-
trical field in the sea (air). R and T are, respectively,
the reflection coefficient and the transmission coefficient.

kρ is the radial wavenumber. k0z =
(

k2
0− k2

ρ

)1/2
and

k1z =
(

k2
1− k2

ρ

)1/2
. k0 is the wavenumber in the air and

k1 is the wavenumber in the sea. ω is the angular fre-
quency. HVMD is the spectral expression of the VMD
which equals −iMk3

ρ/8πk1z.H
(1)
0 (•)is the zeroth-order

Hankel function of the first kind. The prime means tak-
ing the derivative with respect to ρ .

The tangential components of the EM field should
be continuous at the interface. Let z approaches zero in
equations (1) and (2), and the linear equations of R and T
can be written as eqn (3). Then, R and T can be obtained
by solving eqn (3):



∫
∞

−∞
dkρ

ik1z
kρ

HVMD
[
eik1zd−Re−ik1zd

]
H(1)

0
′ (

kρ ρ
)

=
∫

∞

−∞
dkρ

ik0z
kρ

HVMDT H(1)
0
′ (

kρ ρ
)
,∫

∞

−∞
dkρ

−iωµ1
kρ

HVMD
[
eik1zd +Re−ik1zd

]
H(1)

0
′ (

kρ ρ
)

=
∫

∞

−∞
dkρ

−iωµ0
kρ

HVMDT H(1)
0
′ (

kρ ρ
)
.

(3)
R=

µ0k1z−µ1k0z

µ0k1z +µ1k0z
e2ik1zd ,

T=
2k1zµ1

µ0k1z +µ1k0z
eik1zd .

(4)

All components of the EM fields can then be expressed
by Sommerfeld integrals. Unfortunately, they have no
explicit expressions except for some special occasions,
and their integrands oscillate severely when the radial
distance is large. We will focus on these integrals in the
following subsections.

C. EM fields in the sea
The nonzero EM field components in the sea (−d <

z < 0) are available by substituting eqn (4) into eqn (1).
After some simple rearrangements, each field component
can be decomposed into three parts as follows:

H1z = H in
1z +H im

1z +H lat
1z ,

H1ρ = H in
1ρ

+H im
1ρ

+H lat
1ρ
,

E1φ = E in
1φ

+E im
1φ

+E lat
1φ
.

(5)

The superscript “in” means the direct wave, “im” means
the image wave, and “lat” means the lateral wave. They
are defined by the following equations:

H in
1z =−i M

4π

∫
∞

0 dkρ

k3
ρ

k1z
eik1z(z+d)J0

(
kρ ρ

)
,

H im
1z = i M

4π

∫
∞

0 dkρ

k3
ρ

k1z
eik1z(d−z)J0

(
kρ ρ

)
,

H lat
1z =−i M

2π

∫
∞

0 dkρ

k3
ρ

k1z+k0z
eik1z(d−z)J0

(
kρ ρ

)
.

(6)



1395 ACES JOURNAL, Vol. 36, No. 11, November 2021


H in

1ρ
=− M

4π

∫
∞

0 dkρ k2
ρ eik1z(z+d)J1

(
kρ ρ

)
,

H im
1ρ

=− M
4π

∫
∞

0 dkρ k2
ρ eik1z(d−z)J1

(
kρ ρ

)
,

H lat
1ρ

= M
2π

∫
∞

0 dkρ

k2
ρ k1z

k1z+k0z
eik1z(d−z)J1

(
kρ ρ

)
.

(7)


E in

1φ
= ωµ1M

4π

∫
∞

0 dkρ

k2
ρ

k1z
eik1z(d+z)J1

(
kρ ρ

)
,

E im
1φ

=−ωµ1M
4π

∫
∞

0 dkρ

k2
ρ

k1z
eik1z(d−z)J1

(
kρ ρ

)
,

E lat
1φ

= ωµ1M
2π

∫
∞

0 dkρ

k2
ρ

k1z+k0z
eik1z(d−z)J1

(
kρ ρ

)
.

(8)

All components of the direct wave and the image wave
have explicit expressions according to Appendix A of
[3], so only the lateral wave needs to be dealt with.

For the sake of simplicity, some notations are intro-
duced as follows:

F1z (ρ,x) =
∫

∞

0
dkρ

k3
ρ

k1z + k0z
eik1zxJ0

(
kρ ρ

)
,

F1ρ (ρ,x) =
∫

∞

0
dkρ

k2
ρ k1z

k1z + k0z
eik1zxJ1

(
kρ ρ

)
,

F1φ (ρ,x) =
∫

∞

0
dkρ

k2
ρ

k1z + k0z
eik1zxJ1

(
kρ ρ

)
.

(9)

Now, the lateral wave in the sea can be written as

H lat
1z =

M
2πi

F1z (ρ,d− z) ,

H lat
1ρ =

M
2π

F1ρ (ρ,d− z) ,

E lat
1φ =

ωµ1M
2π

F1φ (ρ,d− z) .

(10)

Take F1z (ρ,x) as an example. It can be rearranged as

F1z (ρ,x) =

∫
∞

0 dkρ k3
ρ (k1z− k0z)eik1zxJ0

(
kρ ρ

)
k2

1− k2
0

. (11)

The integral at the right-hand side can be further trans-
formed to∫

∞

0 dkρ k3
ρ (k1z− k0z)eik1zxJ0

(
kρ ρ

)
=
[
I1 (ρ,x,k1)− eix

√
k2

1−k2
0 I1 (ρ,x,k0)

]
−
∫

∞

0 dkρ k3
ρ k0z

[
eik1zx− ei

(
k0z+
√

k2
1−k2

0

)
x
]

J0
(
kρ ρ

)
.

(12)
I1(ρ,x,k) is an auxiliary integral. It is defined in the
appendix together with all other auxiliary integrals that
would appear in this paper. Denote that

Fe
1z(ρ,x) =

1
k2

1− k2
0
×[

I1 (ρ,x,k1)− eix
√

k2
1−k2

0 I1 (ρ,x,k0)
]
,

Fr
1z(ρ,x) =

1
k2

1− k2
0
×∫

∞

0
dkρ k3

ρ k0z

[
ei
(

k0z+
√

k2
1−k2

0

)
x− eik1zx

]
J0
(
kρ ρ

)
.

(13)

Hence, F1z(ρ,x) is written as the sum of two parts
F1z (ρ,x) = Fe

1z (ρ,x)+Fr
1z (ρ,x) . (14)

Fe
1z (ρ,x) is extracted from the original integral which has

an explicit expression and Fr
1z (ρ,x) is the corresponding

Fig. 2. The kρ plane.

residual integral. Hereinafter, all the functions with a
superscript “e” mean that they have explicit expressions.
Correspondingly, all the functions with a superscript “r”
mean the residual integrals. It seems that Fr

1z (ρ,x) is
more difficult to handle than the original Sommerfeld
integral at first glance. However, it can be verified that
Fr

1z (ρ,x) could be neglected in the lateral wave when the
radial distance is large.

Consider the integral in the complex plane shown in
Figure 2. The horizontal axis is the real axis, while the
vertical axis is the image axis.

Extending the integration path to the whole real axis
and using the Cauchy theorem, the integration path is
deformed to C0 and C1 as follows:
1
2
(
k2

1− k2
0
)

Fr
1z (ρ,x)

=
∫

∞

−∞

dkρ k3
ρ k0z

[
ei
(

k0z+
√

k2
1−k2

0

)
x− eik1zx

]
H(1)

0

(
kρ ρ

)
= ∫

C0+C1

dkρ k3
ρ k0z

[
ei
(

k0z+
√

k2
1−k2

0

)
x− eik1zx

]
H(1)

0

(
kρ ρ

)
.

(15)

Denote f
(
kρ

)
=k3

ρ k0z

[
ei
(

k0z+
√

k2
1−k2

0

)
x− eik1zx

]
H(1)

0(
kρ ρ

)
, and it has five branch points at kρ = 0 ±k0 ±k1.

The branch points and the related branch cuts are also
depicted in Figure 2. The branch cuts are parallel to
the image axis. While passing the branch points, the
integration path should have appropriate indentations as
shown in Figure 2.

Using the double saddle point method [10], the inte-
grals along the path C0 and C1 can be expanded with
asymptotic series, respectively∫

C0

f
(
kρ

)
dkρ ∼ eik0ρ

(
A3

ρ3 +
A4

ρ4 +
A5

ρ5 + · · ·
)
,∫

C1

f
(
kρ

)
dkρ ∼ eik1ρ

(
B2

ρ2 +
B3

ρ3 +
B4

ρ4 + · · ·
)
.

(16)

An and Bn are constants determined by the Taylor series
of f

(
kρ

)
at kρ = k0 and kρ = k1. For example, the A3
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term is

A3 =
4k2

0
iπ

4ei
√

k2
1−k2

0x−
3k2

0x2

2
−

3ik2
0x

2
√

k2
1− k2

0

−4

 .
(17)

The coefficients are lengthy but easy to be obtained by
the commercial software Mathematica. What should be
emphasized is that the exact forms of the coefficients An
and Bn are not important in the realistic approximation
because the residual integrals are to be neglected. The
series is just used while proving the effectiveness of our
method.

Since Im(k1) > 0, eik1ρ = o(1/rn) (n ∈ Z+), it can
be deduced from eqn (16) that only the integral on the
path C0 should be taken into consideration as ρ → ∞.
Therefore,∫

C0+C1

f
(
kρ

)
dkρ ∼ eik0ρ

(
A3

ρ3 +
A4

ρ4 +
A5

ρ5 + · · ·
)
.

(18)
Combining eqn (15) and (18), the asymptotic series of
Fr

1z (ρ,x) can be written as

Fr
1z (ρ,x)∼

ei
(

x
√

k2
1−k2

0+k0ρ

)
2
(
k2

1− k2
0

) (
A3

ρ3 +
A4

ρ4 +
A5

ρ5 + · · ·
)
.

(19)
According to eqn (14)–(19), the relative error er between
F1z (ρ,x) and Fe

1z (ρ,x) is found to be

er=
F1z (ρ,x)−Fe

1z (ρ,x)
F1z (ρ,x)

=
o
(
1/ρ2

)
o(1/ρ2)+o(1/ρ2)+A/ρ2 = o(1) .

(20)

The above equation means er→ 0 as ρ→∞, so Fe
1z (ρ,x)

is a good approximation of F1z (ρ,x). In other words,
Fr

1z (ρ,x) could be neglected in F1z (ρ,x) which confirms
our previous observation.

It can be checked from (13) and (19) that the low-
est negative order term 1/ρ2 is extracted and included in
the explicit expression Fe

1z (ρ,x), making it a more accu-
rate approximate expression for the lateral wave at large
radial distance. Fρ (ρ,z) and Fφ (ρ,x) can be dealt with
in a similar way

Fρ (ρ,x) = Fe
1ρ
(ρ,x)+Fr

1ρ
(ρ,x) ,

Fφ (ρ,x) = Fe
1φ
(ρ,x)+Fr

1φ
(ρ,x) . (21)

Fe
1ρ
(ρ,x), Fe

1φ
(ρ,x), Fr

1ρ
(ρ,x), and Fr

1φ
(ρ,x) are defined

by eqn (22) and (23). Due to the term-wise differentiable
property of the asymptotic series of the residual integrals
[10], it can be proved that Fr

1ρ
(ρ,x) and Fr

1φ
(ρ,x) could

also be neglected when ρ is large enough.



Fe
1ρ
(ρ,x) = ρ

2i(k2
1−k2

0)

× ∂

∂x

[
I2 (ρ,x,k1)− ei

√
k2

1−k2
0xI2 (ρ,x,k0)

]
,

Fe
1φ
(ρ,x) = 1

k2
1−k2

0

×
[
I2 (ρ,x,k1)− ei

√
k2

1−k2
0xI2 (ρ,x,k0)

]
.

(22)

Fr
1ρ
(ρ,x) = 1

i(k2
1−k2

0)
× ∂ 2

∂x∂ρ

∫
∞

0 dkρ kρ k0z[
eik1zx− ei

(
k0z+
√

k2
1−k2

0

)
x
]

J0
(
kρ ρ

)
,

Fr
1φ
(ρ,x) = 1

k2
1−k2

0
× ∂

∂ρ

∫
∞

0 dkρ kρ k0z[
eik1zx− ei

(
k0z+
√

k2
1−k2

0

)
x
]

J0
(
kρ ρ

)
.

(23)

Hence, the explicit expressions of the lateral waves
in the sea are

H lat
1z =

M
2πi

Fe
1z (ρ,d− z) ,

H lat
1ρ =

M
2π

Fe
1ρ (ρ,d− z) ,

E lat
1φ =

ωµ1M
2π

Fe
1φ (ρ,d− z) .

(24)

Thus, combining eqn (5) and (24), the EM field in the
sea can be expressed with explicit expressions.

D. EM fields in the air
The nonzero EM field components in the air (z > 0)

can be expressed as

H0z =
M

2πi

∫
∞

0
dkρ

k3
ρ

k1z + k0z
eik1zdeik0zzJ0

(
kρ ρ

)
,

H0ρ =−M
2π

∫
∞

0
dkρ

k0zk2
ρ

k1z + k0z
eik1zdeik0zzJ1

(
kρ ρ

)
,

E0φ =
ωµ0M

2π

∫
∞

0
dkρ

k2
ρ

k1z + k0z
eik1zdeik0zzJ1

(
kρ ρ

)
.

(25)
Conventionally, there is no need to decompose the

components of the EM fields in the air like in the sea.
The components themselves constitute the lateral wave
in the air. Under this circumstance, the problem is a lit-
tle different from that in the sea because the exponential
factors contain both k1z and k0z. Nevertheless, the core
idea can be applied to extract the dominant term for the
lateral wave from the integrals and abandon the residual
integrals.

Denote that

F0z (ρ,z,d) =
∫

∞

0
dkρ

k3
ρ

k1z + k0z
eik1zdeik0zzJ0

(
kρ ρ

)
,

F0ρ (ρ,z,d) =
∫

∞

0
dkρ

k0zk2
ρ

k1z + k0z
eik1zdeik0zzJ1

(
kρ ρ

)
,

F0φ (ρ,z,d) =
∫

∞

0
dkρ

k2
ρ

k1z + k0z
eik1zdeik0zzJ1

(
kρ ρ

)
.

(26)
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Now, the lateral wave in the air can be written as

H0z =
M

2πi
F0z (ρ,z,d) ,

H0ρ =
M
2π

F0ρ (ρ,z,d) ,

E0φ =
Mωµ0

2π
F0φ (ρ,z,d) .

(27)

Recalling eqn (18), the integral on C1 plays an
insignificant role in the lateral wave when ρ is large. To
extract the dominant part from the integral expression of
the lateral wave, we only need to make the lowest nega-
tive power term of the asymptotic series of the integrals
on the integration path C0 vanish like (16). To achieve
this, the extraction is performed as follows:

F0z (ρ,z,d)=Fe
0z (ρ,z,d)+Fr

0z (ρ,z,d) ,

F0ρ (ρ,z,d)=Fe
0ρ (ρ,z,d)+Fr

0ρ (ρ,z,d) ,

F0φ (ρ,z,d)=Fe
0φ (ρ,z,d)+Fr

0φ (ρ,z,d) .

(28)

Related functions in eqn (28) are defined in eqn (29)
and (30). It can be verified that the lowest negative order
terms vanish in the asymptotic series of the residual inte-
grals. Hence, for large radial distance, all the residual
integrals Fr

0z (ρ,z,d), Fr
0ρ
(ρ,z,d), and Fr

0φ
(ρ,z,d) can

be neglected, and the EM fields in the air can be repre-
sented by the explicit expressions as shown in eqn (31).



Fe
0z (ρ,z,d)=

1
i(k2

1−k2
0)

(
∂

∂d −
∂

∂ z

)
[
I3 (ρ,d,k1)+ ei

√
k2

1−k2
0dI3 (ρ,z,k0)

]
,

Fe
0ρ
(ρ,z,d) = 1

k2
1−k2

0

∂

∂ z

(
∂

∂d −
∂

∂ z

)
∂

∂ρ[
I4 (ρ,d,k1)+ ei

√
k2

1−k2
0dI4 (ρ,z,k0)

]
,

Fe
0φ
(ρ,z,d) = i

(k2
1−k2

0)

(
∂

∂d −
∂

∂ z

)
∂

∂ρ[
I4 (ρ,d,k1)+ ei

√
k2

1−k2
0dI4 (ρ,z,k0)

]
.

(29)



Fr
0z (ρ,z,d)=

1
i(k2

1−k2
0)

(
∂

∂d −
∂

∂ z

)∫
∞

0 dkρ k3
ρ(

eik1zd− ei
√

k2
1−k2

0d
)(

eik0zz−1
)

J0
(
kρ ρ

)
,

Fr
0ρ
(ρ,z,d) = 1

k2
1−k2

0

∂

∂ z

(
∂

∂d −
∂

∂ z

)
∂

∂ρ

∫
∞

0 dkρ kρ(
eik1zd− ei

√
k2

1−k2
0d
)(

eik0zz−1
)

J0
(
kρ ρ

)
,

Fr
0φ
(ρ,z,d) = i

(k2
1−k2

0)

(
∂

∂d −
∂

∂ z

)
∂

∂ρ

∫
∞

0 dkρ kρ(
eik1zd− ei

√
k2

1−k2
0d
)(

eik0zz−1
)

J0
(
kρ ρ

)
.

(30)

H0z =
M

2πi
Fe

0z (ρ,z,d) ,

H0ρ =
M
2π

Fe
0ρ (ρ,z,d) ,

E0φ =
Mωµ0

2π
Fe

0φ (ρ,z,d) .

(31)

III. RESULTS
In this section, some numerical results and compar-

isons are given. First, the VMD is placed in the sea at
d = 10m and the working frequency is f = 50 Hz. The
lateral waves at z = −0.5 m and z = 0.5 m are consid-
ered. The results are compared with King’s results and
they are in good agreement. Then, the EM fields are
calculated when the restriction condition |k1| � |k0| is
not satisfied. It can be seen from the numerical results
that King’s approximation method could not give accu-
rate results in this situation. Nevertheless, our method
could still give the accurate results.

Now consider the VMD placed in the sea at first.
Figure 3 shows the comparison of the integrands of

H lat
1z at different radial distances. It can be observed that

(a)

(b)

Fig. 3. The comparison of the integrands at (a) ρ = 100
m and (b) ρ = 1000 m.
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(a) (b)

(c) (d)

(e) (f)

Fig. 4. The comparison of the extracted parts and the
residual integrals: (a) H lat

1z , (b) H lat
0z , (c) H lat

1ρ
, (b) H lat

0ρ
, (e)

E lat
1φ

, and (f) E lat
0φ

.

(a)

(b)

Fig. 5. The comparison of the results within ρ < 1000 m
of our method and King’s method. (a) Field in the sea.
(b) Field in the air.

the integrands possess rapid oscillations, and the oscilla-
tion rate increases with ρ . Therefore, the direct numer-
ical evaluation of the integral is inefficient when ρ is
large.

In Figure 4, the solid curves represent the modu-
lus of the extracted parts of the field components and
the dashed lines represent the corresponding counterpart
of residual parts. When ρ exceeds 200 m, the residual
integrals become negligible compared with the extracted
explicit parts.

The results of our method are also compared with
the results obtained by the method of King (refer to
Appendix D of [3]). Figure 5 shows the comparison in
the range ρ < 1000 m. The solid lines are the results
of our method, and the symbols are the results of King’s
method. While ρ is larger than about 200 m, the results
of the two methods match very well because the require-
ment of |k1| � |k0| for King’s method is satisfied in this
example.

Figure 6 shows the comparison within ρ < 100km.
It is known that the traditional numerical methods

(a)

(b)

Fig. 6. The comparison of the results within ρ < 100 km
of our method and King’s method. (a) Field in the sea.
(b) Field in the air.
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(a) (b)

(c) (d)

(e) (f)

Fig. 7. The comparison of the results obtained by differ-
ent methods: (a) H lat

1z , (b) H lat
0z , (c) H lat

1ρ
, (b) H lat

0ρ
, (e) E lat

1φ
,

and (f) E lat
0φ

.

become very inefficient when ρ reaches such a large dis-
tance.

Next consider the problem when the restriction con-
dition |k1| � |k0| no longer holds. Specifically, the con-
ductivity of the lower half space is 1×10−6 S/m and the
permittivity of the upper half space is 200ε0 now. The
working frequency f is 5.2 kHz and d = 500 m. The
other parameters remain the same.

Figure 7 shows the comparison of the results of our
method, King’s method, and the direct numerical inte-
gration. It can be seen from the figure that the results
of our method match very well with the direct numerical
integration results, which are made converged with high
accuracy but very time-consuming. However, the field
components obtained by King’s method could not give
accurate results as shown in Figure 7.

IV. CONCLUSION
In this paper, a method for efficiently evaluating the

fields of a VMD in a dissipative half space is proposed.
Dominant explicit formulae for nonzero field compo-
nents are extracted from their integral expressions. The
residual integrals are negligible for large radial distance.
Since no numerical integration is needed, this method

is efficient for calculating the far fields. Besides, it has
no restriction on the parameters of the media; so it has
broader application scope than the King’s method when
dealing with different problems.
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Abstract – Grounded-source airborne time-domain elec-
tromagnetic (GATEM) method is an effective detec-
tion method of geological survey. The real geological
media are rough, self-similar characteristics, and the dif-
fusion process is anomalous diffusion. This paper pri-
marily considers the GATEM responses of a grounded
wire source in random media. Von Kármán function is
used to establish three-dimensional (3D) random media
model and the GATEM responses are realized based
on 3D finite-difference time-domain (FDTD) method.
The method is verified by homogeneous half-space
model. The electromagnetic responses of random abnor-
mal body model are analyzed, and the results show that
the abnormal body can be clearly identified. The electro-
magnetic responses of a fractured model are analyzed,
and the results show that the tilt angle of the fault can be
reflected.

Index Terms – FDTD, GATEM, Hurst exponent, random
media.

I. INTRODUCTION
In recent years, there is a new kind of airborne

electromagnetic method appearing on the international
aviation, grounded-source airborne time-domain electro-
magnetic (GATEM) method, which is suitable for the
large area where is difficult to access [1]. GATEM takes
the form of a grounded wire transmitter and the receiver
carried by aircraft [2]. It gathers large investigation depth
of ground electromagnetic method and high efficiency
of airborne electromagnetic method. It has been used
in engineering, geological surveying, and mineral explo-
ration [3–5].

The electromagnetic modeling of subsurface media
is usually based on usually homogeneous media [5–
8]. However, many geophysicists realize that electro-
magnetic induction of subsurface media is anomalous
diffusion [9–11]. The mean-square displacement of

subdiffusion process is slower (subdiffusion) or faster
(superdiffusion) than that of Gauss diffusion process,
and it is proportional to the fractional power of time
[12]. This paper primarily focuses on the subdiffusion
diffusion. For subdiffusion diffusion, the electromag-
netic fractional diffusion model is defined and the frac-
tional Maxwell equations are gradually being promoted
[13–15]. The three-dimensional (3D) finite-difference
(FD) of controlled-source electromagnetics (CSEM) is
proposed in frequency domain for a multiscale random
media model of fractured geologic formation which is
based on a von Kármán autocorrelation function [16].
The one-dimensional (1D) GATEM modeling and inter-
pretation method of fractional diffusion model for a
rough medium is proposed [17].

In this paper, we mainly aim to obtain 3D time-
domain response of a grounded wire source in fractured
media. For the fractional diffusion model based on a
von Kármán autocorrelation function, the electromag-
netic field iterative equations are derived based on finite-
difference time-domain (FDTD) method. The modeling
method is validated by different models and compared
with analytical solutions.

II. METHOD
A. 3D fractured random media model

The random media conductivity model of geologic
formation can be expressed as [16, 18]:

σ = σ0 +σδ , (1)
where σ0 is the usual dimension of the conductor, σδ is
the smaller scale random inhomogeneities.

The 3D computational model is divided by using
Yee staggered grids. The autocorrelation function related
to the grid step based on isotropic von Kármán func-
tion is:

C (r) =
21−v

Γ(v)
(r)v Kv (r) , (2)

where v represents roughness or Hurst expo-
nent and 0<v<1, a is the correlation length,
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r =
√
(x2 + y2 + z2)

/
a2, Γ(v) represents the gamma

function, and Kv represents the Bessel function of the
second kind of noninteger order.

The square root of the autocorrelation spectrum
f (C(r)) and Fourier transform of a white noise field
wn are calculated and multiplied in the wavenumber
domain. The σδ is obtained by transforming results to
the spatial domain. The smaller scale random inhomo-
geneities σδ is added to σ0 to obtain the random media
conductivity σ .

B. Modeling of GATEM in fractured random media
model

The fractional Maxwell equations are:

∇×E(t) =−µ
∂H(t)

∂ t
, (3)

∇×H(t) = ε
∂E(t)

∂ t
+σrE(t), (4)

where E(t) is the electric field, H(t) is the magnetic field,
µ and ε are the magnetic permeability and permittivity,
respectively.

It is necessary to subdivide the model, when calcu-
lating the GATEM response of a 3D anomalous body
based on FDTD. In this paper, a non-uniform grid is
used to calculate the GATEM response, as shown in
Figure 1 (a). The mesh of a part area is relatively finely
divided according to the needs, and the mesh of other
areas is coarsely divided. The electric field is sampled at
the edge of the Yee cell, and the magnetic field is sam-
pled at the center of the Yee cell’s face [19]. According
to Figure 1 (b), the electric field is surrounded by four
magnetic fields, and the magnetic field is surrounded by
four electric fields.

The electric field iterative formulation based on
FDTD is:

En+1
x (i+

1
2
, j,k) =

2ε− (σ0 +σδ ) M tn
2ε +(σ0 +σδ ) M tn

Ex
n(i+

1
2
, j,k)

+
2 M t

(2ε +(σ0 +σδ ) M tn) M y
[Hz

n+1/2(i+
1
2
, j+

1
2
,k)

−Hz
n+1/2(i+

1
2
, j− 1

2
,k)]

− 2 M t
(2ε +(σ0 +σδ ) M tn) M z

[Hy
n+1/2(i+

1
2
, j,k+

1
2
)

−Hy
n+1/2(i+

1
2
, j,k− 1

2
)]

,

(5)

where En+1
x (i+ 1

2 , j,k) is the electric field of tn+1 at posi-
tion (i+ 1

2 , j,k), ∆y and ∆z are space step. ∆tn is the time
step, and the initial moment is

t0 = 1.13µσ1∆
2
1, (6)

where σ1 is the electrical conductivity of top grid and ∆1
is the top grid. In FDTD, to ensure the stability of cal-
culation, it is necessary to follow Courant–Friedrichs–


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Fig. 1. (a) non-uniform grid, (b) Electric field and mag-
netic field at Yee’s cell.

Lewy stability conditions. In practice, the maximum
time step is [20]

∆tmax=α(
µσmint

6
)

1
2 ∆min, (7)

where α ranges from 0.1 to 0.2, and σmin is the minimum
resistivity value in the model, ∆min is the minimum grid
spacing. For the magnetic fields, according to control
equations, the iterative formulation is

Hz
n+ 1

2 (i+
1
2
, j+

1
2
,k) = Hz

n− 1
2 (i+

1
2
, j+

1
2
,k)

+
4tn−1 +4tn

2µ
[
Ex

n(i+ 1
2 , j+1,k)−Ex

n(i+ 1
2 , j,k)

4y

−
Ey

n(i+1, j+ 1
2 ,k)−Ey

n(i, j+ 1
2 ,k)

4x
]

,

(8)
when t = n∆tn,

∂hn
x(i, j+ 1

2 ,k+
1
2 )

∂ t
≈ 1

(4tn−1 +4tn)/2

[h
n+ 1

2
x (i, j+

1
2
,k+

1
2
)−h

n− 1
2

x (i, j+
1
2
,k+

1
2
)]

. (9)

For the GATEM system, the transmitter is a
grounded electric source with several kilometres length
wire, and the receiver and induction coil are towed by an
aircraft in the air. For 3D modeling of GATEM based on
FDTD, the initial condition of calculation is the electro-
magnetic response of a grounded wire source. When t =
t0, the electric fields of the grounded wire placed along
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the x-axis are

Ex ={
I

4π

x
R2

∫
∞

0
[(1− rT M)

u0

ŷ0
− (1+ rT E)

ẑ0

u0
]J1(λR)dλ

− I
4π

x
R1

∫
∞

0
[(1− rT M)

u0

ŷ0
− (1+ rT E)

ẑ0

u0
]J1(λR)dλ}

− ẑ0I
4π

∫ L

−L

∫
∞

0
(1+ rT E)e−u0z λ

u0
J0(λR)dλdx′

,

(10)

Ey =
I

4π

y
R2

∫
∞

0
[(1− rT M)

u0

ŷ0
− (1+ rT E)

ẑ0

u0
]J1(λR)dλ

− I
4π

y
R1

∫
∞

0
[(1− rT M)

u0

ŷ0
− (1+ rT E)

ẑ0

u0
]J1(λR)dλ

,

(11)
where ŷ = σ0 + σδ + iεω , ẑ = iµω , R1 = [(x + L)2 +
y2]1/2,R2 = [(x−L)2 + y2]1/2, R = [(x− x′)2 + y2]1/2, L
is the half length of the ground wire, I is the transmitter
current, u0 = λ in quasistatic electromagnetic field, λ is
the Hankel transform integral variable, rT E is the reflec-
tion coefficient, and J1 is the first-order Bessel func-
tion. The Bessel function integral is calculated via the
Hankel transformation algorithm [21]. The time domain
responses can be converted from frequency domain by
digital filtering method [22].

III. RESULTS
A. The fractured random media conductivity model

Figure 2 is the conductivity distributions of frac-
tured random media conductivity model. The correla-
tion length a = 10 and the conductor σ0 is 0.1 Sm−1.
The Hurst exponent v set as 0.2, 0.5, and 0.8. The con-
ductivities are 0.1 Sm−1 to 0.145 Sm−1 for v = 0.2, 0.1
Sm−1 to 0.24 Sm−1 for v = 0.5, and 0.1 Sm−1 to 0.4
Sm−1 for v = 0.8; the maximum value of conductivities
increased by more than four times. The Hurst exponent v
is an important parameter that determines the change of
conductivity.

B. Modeling results
To validate the 3D modeling method, the GATEM

response of a specific random half-space model which
v → 0, the limit as v → 0 corresponds to a homoge-
neous medium, is calculated and compared with ana-
lytical solution. The Hurst exponent v = 10−6, and the
conductor σ0 is 0.01 Sm−1. The conductivity distribu-
tions of random abnormal body are shown in Figure 3.
The conductivities are almost 0.01 Sm−1, and it can be
approximated as a homogeneous medium model. The
calculation parameters are as follows: all models have
221×221×75 grids. The grid is non-uniform and the
smallest spacing is 10 m, the largest spacing is 120 m.
The wire source is located at the center of the model
with 1 m length, and the transmitter current is 20 A. The
receiver coil is 500 m away from the wire source and
the height is 0 m. The GATEM response is calculated as
shown in Figure 4.

(a)

(b)

(c)

(a)

(b)

(c)

Fig. 2. Conductivity distribution of random media for
Hurst exponent. (a) v = 0.2, (b) v = 0.5, (c) v = 0.8.

Fig. 3. Conductivity distribution of random media for
roughness exponent v =10−6.
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Fig. 4. Comparison of GATEM response in a random
half-space model when v = 10−6 and analytical solution.

The GATEM response is compared with the ana-
lytical solution obtained from equation (12) [23]. The
induced voltage (Vz) can be obtained from V z = µS ∂hz

∂ t ,
where S is the equivalent area of receiver coil. The mod-
eling result coincides with the analytical solution. Figure
4 validates the correctness of the modeling method. The
relative error is calculated and is less than 8%.

∂hz
∂ t

=
Ids

2πµσ0

y
r5

[
3er f (αr)− 2

π1/2
αr(3+2α

2r2)e−α2r2
]
,

(12)
where ds is the dipole length, r is the source–receiver
distance, y is the horizontal transverse offset and α =
(µσ0)1/2r.

Figure 5 is a 3D theoretical random abnormal body
model and the center of the long wire source is the origin.

200 m200 m

0.03 S/m

0.1 S/m

5
0
 m

5
0
 m

x

y

z

200 m

0.03 S/m

0.1 S/m

5
0
 m

x

y

z

v = 0.2

Fig. 5. A theoretical random abnormal body model.

(a)

(b)

(a)

(b)

Fig. 6. The electromagnetic response slices of abnor-
mal body model in x-z plane at 2 ms and 5 ms. The
black dashed line is the position of the random abnormal
body.

0.03 S/m0.03  S/m 

to 0.2 S/m
0.03 S/m0.03  S/m 

to 0.2 S/m

x

y

z

Fig. 7. The 3D fractured model.

The conductivity of bedrock is recorded as 0.03 Sm−1,
and the conductivity of random abnormal body is vari-
able and the basic conductivity is 0.1 Sm−1. The Hurst
exponent is set as v = 0.2 and the conductivity distribu-
tions of random abnormal body is shown in Figure 1 (b).
The depth of the abnormal body is 100 m and the size is
200 m × 200 m × 50 m. The electromagnetic response
slices of abnormal body model with v = 0.2 in x-z plane
at 2 ms and 5 ms are shown in Figure 6. From these slices
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(a)

(b)

(c)

(a)

(b)

(c)

Fig. 8. The electromagnetic response slices in x-z plane
at 2 ms, 5 ms, and 8 ms. The black dashed line is only
the reference.

in Figure 6, the responses can well reflect the information
of the random abnormal body.

A 3D fractured model is designed, as shown in Fig-
ure 7. The resistivity of the right area is 0.03 Sm−1 as
the back ground. The basic conductivity of the left part
changes linearly from 0.03 Sm−1 to 0.1 Sm−1, and the
Hurst exponent is v = 0.5, therefore, the conductivity is
variable, ranging from 0.03 to 0.2 Sm−1. The electro-
magnetic response slices in x-z plane at 2 ms, 5 ms, and
8 ms are shown in Figure 8. It can reflect the tilt angle of
the fault.

IV. CONCLUSION
In this paper, 3D random media model is established

by Von Kármán function. When establishing a random

media model, Hurst exponent is an important param-
eter that determines the change in conductivity. The
GATEM responses in random media are realized based
on FDTD and the modeling results validated correct-
ness. The results of the random abnormal body model
show that the abnormal body can be identified. A frac-
tured model is designed and the results show that the tilt
angle of the fault can be reflected. Inversion of the 3D
modeling for random media is the focus of our following
research.
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Abstract – Characterization modules in electric ma-
chines and drives design optimization environments
typically involve the use of electromagnetic finite
element-state space models that require large number of
iterations and computational time. It is shown in this
work that the utilization of a Taguchi orthogonal arrays
method in conjunction with a particle swarm optimiza-
tion (PSO), search algorithm in a design optimization
case study of a synchronous reluctance motor (SynRM)
drive, resulted in about 80% reduction of computational
time.

Index Terms – design optimization, particle swarm opti-
mization, Taguchi algorithm, finite elements.

I. INTRODUCTION
Internal combustion engines (ICEs) running on fos-

sil fuel and powering vehicles are major contributors to
carbon emissions. In traction applications, hybrid (HEV)
and electric (EV) vehicles utilizing electric motors are
increasingly used as viable alternatives to ICE-driven
ones. As such, electric motors design optimization is
receiving more attention from researchers in this field.
This is done to arrive at more efficient and reliable elec-
tric motor drive systems such as the axially laminated
anisotropic (ALA) rotor synchronous reluctance motor
(SynRM) drive. The SynRM has ideal characteristics for
traction applications as it provides high developed torque
per volume and has the ability to develop high torque at
low speed for fast acceleration, and low torque at high
speed for cruising purposes [1–3].

This paper presents a design optimization environ-
ment that employs three different computational mod-
ules. The first uses offline electromagnetic finite element
(FE) and state space (SS) models of the motor drive sys-
tem that account for anisotropy and predict the perfor-
mance characteristics of the SynRM drive system. The
FE-SS module is used to train, offline, a fuzzy logic
(FL) module, which is used as a system identifier in the
third module consisting of a particle swarm optimiza-
tion (PSO) search algorithm. The input vector of the

FL model is a design vector, I, and the output is a set
of performance indicators. The PSO uses the FL mod-
ule to evaluate a design objective function (OF) corre-
sponding to the design vector in the search space. As can
be appreciated, large number of PSO points are required
to find an optimum design. A Taguchi orthogonal ar-
rays method [4, 5] is employed to reduce computational
time needed to reach an optimum design by determining
the minimum number of input design parameter’s com-
binations required to cover the whole search space of the
optimization problem. The following sections include
descriptions of the prototype motor drive system used,
the FE-SS characterization module, and the implemen-
tation of a PSO design optimization environment and
results.

II. MOTOR DRIVE SYSTEM DESCRIPTION
AND CHARACTERIZATION MODULE
The block diagram of the prototype traction motor

drive system modeled in this work is shown in Figure
1. The main components of the drive system include an
ALA rotor SynRM motor rated at 100 kW and 6000 rpm,
the drive power electronics, and associated controller and
sensors. As can be appreciated, it is critical that the char-
acterization module of such drive system accounts for
effects of magnetic saturation and nonlinearities, mate-
rial anisotropy, and effects of space and time harmonics
when predicting the system performance characteristics.

This paper presents a multi-objective design opti-
mization environment that includes a FE-SS character-
ization module. The objective of the design optimiza-
tion environment implemented in this work is to maxi-
mize the developed torque while minimizing the torque
ripple and total (Ohmic, core, and switching) losses of
a prototype ALA SynRM drive system (Figure 1). The
controller utilizes a decoupled d- and q-axis current con-
trol and a flux controller in the inner loop that are imple-
mented with PI controllers [6, 7]. In addition, the power
converter implemented in this case study is of the full
wave, 3-phase, PWM inverter type, rated at 100 kW, with
a 300 V DC bus voltage. The motor is designed for trac-
tion applications (Figure 2), and is rated at 100 kW and
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Fig. 1. SynRM drive system.

6000 rpm. The motor stator is constructed from non-
linear magnetic material that holds poly-phase windings
like conventional AC machines. The rotor is made of
ALA magnetic silicon steel laminations interleaved with
thin insulation layers that form the rotor composite flux
path segments.

The multi-objective design optimization environ-
ment implemented in this work includes a FE-SS char-
acterization module that is used as a system identifier in
the design optimization process. The SS model that gov-
erns the performance of the SynRM is expressed as:


İa
İb
İc

ω̇m
θ̇m

=


0 0

A 0 0
0 0

0 0 0 0 0
0 0 0 1 0




Ia
Ib
Ic

ωm
θm

+


Va
Vb
Vc
F
0

 . (1)

In equation (1), matrix A is given as:

A =− inv(L) ·
(

R+ωm ·
dL

dθm

)
, (2)

where I and V represent the motor current and voltage
quantities, L and R are the motor inductance and resis-
tance matrices, θ and ωm are the rotor angle and speed,
respectively.

Furthermore, the voltages Va, Vb, and Vc represent
the system input voltage vector, which accounts for the
drive power electronics and associated controllers [6–8].
Also, F, is given as

F =
1
J
·
(

Tdev−
β ·ωm

2
−Tmec

)
, (3)

where J is the moment of inertia of the rotor, β is the
friction coefficient, Tmec is the mechanical load, and Tdev
is given as:

Tdev =
1
2
·
[

Ia Ib Ic
]
· dL

dθm
·

 Ia
Ib
Ic

 . (4)

Fig. 2. ALA rotor SynRM cross-section.

In addition, the FE formulations account for anisotropy
by using a reluctivity tensor:

ν =

[
νt cos2 α +νn sin2

α −(νn−νt)cosα sinα

−(νn−νt)cosα sinα νt sin2
α +νn cos2 α

]
,

(5)
where ν t and νn are the reluctivity normal and tangential
components, and α is the angle of the easy magnetization
axis with the x-axis [7]. As such, the FE-SS module ac-
counts for space harmonics due to material nonlinearities
and machine complex geometry, time harmonics due to
switching electronics, and for rotor material anisotropy
[6–8] when predicting the performance characteristics of
the SynRM drive system.

III. THE TAGUCHI-FE-PSO DESIGN
ENVIRNOMENT

The objective of this work is to maximize the de-
veloped torque while minimizing torque ripple as well
as Ohmic, switching, and core losses of the SynRM
drive system (Figure 1). To optimize the design of the
motor drive system, the FE-PSO environment of Fig-
ure 3 was developed. It uses the FE-SS characteriza-
tion module described above to predict the performance
characteristics of the SynRM drive system, which in-
clude various SynRM currents and voltage waveforms as
well as the torques profile, which are used to train offline
a fuzzy logic (FL) module [9]. The FL module as shown
in Figure 4, consists of a fuzzification and defuzzifica-
tion inference units, a knowledge base formed from a
database and a rule base unit. A Sugeno type FL is used
in this work and the fuzzification is implemented using
double-sided Gaussian membership functions [9]. The
input vector of the FL model is the design vector, IDesign,
and the output is a set of performance indicators. The
FL module is incorporated within the PSO search algo-
rithm, which is an evolutionary computation algorithm
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Fig. 3. FE-PSO design optimization environment.

Fig. 4. Fuzzy logic module.

developed by Kennedy and Eberhart [10] and it mimics
the social behavior of a flock of birds where information
is shared among the individuals of a population. The
PSO starts with an initial swarm of random particles in
the search space where each particle is also assigned a
randomized velocity. The velocity of each particle is dy-
namically updated based on the particle’s best previous
position reached and the best position reached among
previous generations. The PSO uses the FL module to
evaluate the OF corresponding to any values of the de-
sign vector in the search space. As can be appreciated
from the above, large number of FE solutions and PSO
iterations are required to find an optimum design. As
such, a Taguchi-FE-PSO environment, as shown in Fig-
ure 5, is developed to reduce computational time needed
to reach an optimum design. At the heart of this envi-
ronment is the Taguchi orthogonal arrays method. The
one used in this work is of the four-level, L16 orthogonal
array type [4, 5], which is used to determine the mini-
mum number of input design parameter’s combinations
required to cover the design optimization problem search
space. The method assigns a range for each input design
parameter. In addition, each range is divided into equal
intervals.

IV. APPLICATION OF THE
TAGUCHI-FE-PSO DESIGN

ENVIRNOMENT AND RESULTS
As stated above, the objective of this work is to max-

imize the developed torque while minimizing torque rip-

Fig. 5. Taguchi-FE-PSO design optimization environ-
ment.

Fig. 6. Federal Urban Driving Schedule, “FUDS”.

ple and losses of the SynRM drive system of Figures 1
and 2. The Taguchi-FE-PSO design optimization envi-
ronment developed in this work utilizes the Taguchi four-
level L16 orthogonal arrays method [4, 5] which is used
to determine the minimum number of input design pa-
rameter’s combinations required to cover the design opti-
mization problem search space. The values of the design
parameters are determined in the FE-SS module that pre-
dicts the performance characteristics of the SynRM drive
system, which are used to train, offline, the FL module,
that is used as a system identifier in the PSO search al-
gorithm. It should be noted here that the SynRM drive
system for traction applications was implemented with
both EPA Urban and Highway Federal Driving Sched-
ules [11] (Figures 6 and 7).

The Taguchi-FE-PSO design environment of Figure
5 was applied to find an optimum design for the proto-
type SynRM drive of Figure 1 operating at 90 Nm and
3000 rpm load conditions. In this optimization problem,
the input design vector, IDesign consists of the number of
flux paths (N), the stator tooth width (SW), and the ro-
tor flux path width (FW), shown in Figure 2. The design
optimization environment starts by defining an objective
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Fig. 7. Federal Highway Driving Schedule “FHDS”.

Fig. 8. Number of flux paths variation.

function (OF). It is defined as the weighted sum of the
performance indicators that include torque ripple, Tr, the
total losses in the machine, TL, and the developed torque
average, Tavg, constrained at a desired load, Td :

OF = a ·Tr +β ·TL +λ · |Tave−Td | , (6)

where α and β are the weights of Tr and TL, respectively,
and λ is the Lagrangian multiplier.

Next, the input design parameters vector is defined
as follows: P1 = N, represents the possible number of
rotor flux paths, and it is restricted to be in the range of
2–5, due to physical design constraints of the machine.
That is, the rotor has four possible designs correspond-
ing to N = 2, 3, 4, or 5, as shown in Figure 8; P2 = SW,
the stator tooth width; and P3 = FW, the rotor flux path
width, shown in Figure 2. The PSO search method would
require many design trials. Furthermore, the search for
the optimum design would require accurate evaluation of
each design vector or trial, using the FE-SS module, at
relatively high computational cost. As such, the Taguchi
four-level, L16, orthogonal arrays method was used to
determine the minimum number of input design param-
eter’s combinations required to cover the design opti-
mization problem search space. It assigns a range for
each input design parameter and divides each range into
equal intervals or levels designated as 1 for low, 2 for
medium, 3 for high, and 4 for maximum, as given in Ta-
ble 1. In addition, the search space ranges of SW and FW
are given in Table 2 for each of the four possible rotor

Table 1: Taguchi array with three parameters
Category # P1 = N P2 = SW P3 = FW
1 1 1 1
2 1 1 1
3 1 2 2
4 1 2 2
5 2 1 2
6 2 1 2
7 2 2 1
8 2 2 1
9 3 2 1
10 3 2 1
11 3 1 2
12 3 1 2
13 4 2 2
14 4 2 2
15 4 1 1
16 4 1 1

Table 2: Range of design parameters
N SW (in.) FW (in.)
2 [0.09–0.16] [0.08–0.34]
3 [0.09–0.16] [0.08–0.32]
4 [0.09–0.16] [0.08–0.23]
5 [0.09–0.16] [0.10–0.18]

designs and were divided into equal intervals. The FE-
SS module was used to compute the ALA rotor perfor-
mance characteristics for the PSO trail particles of each
of the 16 categories. Next, the results of the FE-SS mod-
ule were used to train the corresponding adaptive neuro
fuzzy inference system, ANFIS, for a category. In this
work, the PSO starts by initiating 64 PSO trials or parti-
cles in each category. The output of each particle is com-
puted by the category corresponding ANFIS. Next, the
OF given in equation (5) is evaluated and compared with
a preset threshold to select the winner particles. These
winner particles are then cross-mutated with each other
to define new trials.

The Taguchi-FM-PSO design environment of Figure
5 was applied to find an optimum design for the proto-
type SynRM drive of Figure 1 and Figure 2, operating
at 90 Nm and 3000 rpm load conditions, and resulted
in optimized design performance indicator’s values. A
summary of the main results is given in Table 3, which
shows the performance characteristics of the system for
the initial (N = 4) and optimal (N = 5) designs, as well as
the initial and final values of the design parameters SW
and FW. An inspection of these results reveals that the to-
tal losses were reduced by 61%, in addition to reducing
the torque ripple by 42%. Furthermore, a sample perfor-
mance profile, showing the percentage torque ripple and



1411 ACES JOURNAL, Vol. 36, No. 11, November 2021

Table 3: Initial and optimal design
Design/Parameters Initial Optimal % Change
[N; SW (in); FW (in)] [4;0.115;0.148] [5;0.103;0.112] N/A
Losses 6265 W 2401 W –61%
Torque Ripple 52% 30% –42%
Torque Average 90 Nm 90 Nm N/A

Table 4: Computational time comparison
FE-PSO Taguchi-FE-PSO

% Computational Time 100% 20.4%

Fig. 9. Percentage torque ripple profile vs. search space.

corresponding search space, is shown in Figure 9. As ex-
pected, the complex geometry of this class of machines
in addition to the electronic switching in the drive system
showed an many local minima and many saddle points in
the search space.

In addition to the above, this work includes a com-
parison of computational time needed to solve this de-
sign optimization problem by using both, the FE-PSO
approach of Figure 3 and the Taguchi-FE-PSO approach
of Figure 5. The results are presented in Table 4, which
shows a comparison of the normalized computational
time needed for both approaches. Based on these results,
it can be stated that the implementation of the Taguchi
orthogonal arrays method resulted in about 80% reduc-
tion of needed computational time.

V. CONCLUSIONS
This work utilized a Taguchi orthogonal arrays

method in conjunction with a particle swarm optimiza-
tion search algorithm to reduce the computational time
needed to solve the design optimization problem of elec-
tric motor drives for traction applications. The results
of a case study involving a prototype 100 kW ALA
Rotor SynRM drive for traction applications showed

an improved performance characteristics and demon-
strated that the use of a Taguchi orthogonal arrays
method resulted in about 80% reduction of computa-
tional time needed for implementing the FE-PSO design
optimization environment.
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Abstract – In this study, a neuro-fuzzy (NF) analysis
method is suggested for the estimation of the operat-
ing frequency of triangular ring patch antennas (TRPAs)
that operate at ultra high band applications. Although
the analysis of regular-shaped patch antennas (PAs) such
as rectangular, triangle, and circle is easy, analysis of
irregularly shaped patch antennas is difficult and time
consuming. Here, this great effort and time has been
eliminated by using an artificial intelligence technique
such as NF. To create a data set for NF, 100 TRPAs
with different physical and electrical properties (L, l, h,
and εr) are simulated by using an electromagnetic sim-
ulator program. The currency and accuracy of the pro-
posed approach is then confirmed on the measurement
results of a prototype TRPA fabricated in this study.
The results of NF model are compared with the sim-
ulation/measurement results and previously the method
published in the literature.

Index Terms – analysis, neuro-fuzzy, operating fre-
quency, patch antenna, triangular ring patch antenna.

I. INTRODUCTION
Patch antennas (PAs) have significant advantages

such as low size, lightness, robustness, ease of produc-
tion, low production cost, and physical compatibility
with the surfaces. Because of these advantages, PAs
are widely used in portable/non-portable wireless com-
munication applications that require miniaturized geom-
etry [1]. The substrates with a high dielectric constant
can be used to reduce the antenna size for miniatur-
ized mobile communication devices, but this leads to a
decrease in parameters such as performance efficiency
and bandwidth [1]. The miniaturized PAs can be con-
structed by utilizing some modifications such as shorting
pins, slits or slots on the traditional rectangular, trian-
gular, and circular geometry structures [1]. Triangular
ring patch antennas (TRPAs) are constructed by triangu-
lar slot-loading in the center of the equilateral triangu-
lar patch [2, 3]. Triangular patch antennas (TPAs) with

the same dimensions, the operating frequency is reduced
due to slot-loading into the triangular patch. For the same
operating frequency, the size of TRPA reduces compared
to the TPA [2, 3].

Antenna analysis process covers the calculation
of antenna performance parameters such as operating
frequency, bandwidth, and gain. Several analytical
and numerical methods having some disadvantages are
generally used for analysis process [4]. The numerical
methods give good results by using mixed mathemati-
cal operations. The numerical methods such as finite
difference time domain method, finite element method,
and method of moment (MoM) require much more time
in solving Maxwell’s equations including integral and/or
differential computations. So, it becomes time consum-
ing since it repeats the same mathematical procedure
even if a minor change in geometry is carried out. More-
over, the analytical methods such as the cavity model
and the transmission line model are accurate but they
are based on physical assumptions. Analytical meth-
ods give a physical view of antenna radiation properties.
The main difficulty of analytical models is their limited
input impedance for accuracy at the resonant frequency
and for non-thin substrates. According to the instan-
taneous phase of the signal applied to the antenna, the
minimum and maximum continuously changing electric
field can be mentioned. The electric field does not stop
abruptly, as in the space around the patch, and stretches
the outer frame of the patch somewhat. These area exten-
sions are known as fringe areas and cause the patch to
spread. These methods are more suitable for conven-
tional MAs because of their regular shapes. In addi-
tion, these approaches require a new solution for every
small change in the patch geometry [4]. For this reason,
artificial intelligence techniques are widely preferred as
more accurate and faster alternative methods in order to
overcome these difficulties of traditional techniques in
the analysis process of PAs [2–18]. The precise mathe-
matical formulations in complex methods involve a large
number of numerical operations that result in round-
ing errors and may require experimental adjustments to
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theoretical results. Obtaining results from these meth-
ods takes a long time and these methods are not very
suitable for computer aided design. Features such as
learning ability, easy applicability to different problems,
generalization feature, less information requirement, fast
processing, and easy implementation have made artifi-
cial intelligence popular in recent years. Artificial intel-
ligence models such as Artificial Neural Network (ANN)
[19], Fuzzy Logic (FL) [20], Support Vector Machine
(SVM) [20], and Neuro-Fuzzy (NF) [22] eliminate the
complex mathematical procedures and time consuming
for processes of antenna design. These models have been
used extensively for the analysis of various PAs in the lit-
erature [5–17]. In [5–17], analysis studies were carried
out to determine some performance parameters of PAs
having various shapes with artificial intelligence tech-
niques such as ANN, SVM, and NF.

In this study, an NF-based artificial intelligence
model is proposed for the analysis of TRPAs in terms
of operating frequency (fr). For this purpose, the simula-
tion of 100 TRPAs was carried out by a 3D full-wave
simulator based on MoM [23] and the dataset for the
NF model was created. The number of 75 and 25 TRPA
datasets are used to training and testing the NF model’s
accuracy, respectively. In addition, the NF model is veri-
fied by the measurement data of the TRPA fabricated for
this study.

II. TRPA STRUCTURE AND SIMULATION
PROCESS

The TRPA structure is obtained by slotting with “l”
dimensional triangle in the middle of the “L” dimen-
sional triangle as shown in Figure 1. The formed patch
is placed on a substrate having dielectric constant εr and
h as thickness. The x and y represent the feeding point
of the TRPA. The triangular slotting in the center of the
TPA causes a reduction in the operating frequency com-
pared to a TPA of the same size. Also, TRPA is smaller
than TPA at the same operating frequency, and these
results are shown in Table 1.

Fig. 1. Geometry of the TRPA.

Table 1: Comparative results of simulated TPA and
TRPA

Antenna Patch Dimension (mm)
εr fr [GHz]L l h

TPA 52 0 1.6 2.33 2.432
TRPA 52 17.2 1.6 2.33 2.226
TPA 52 0 1.6 2.33 2.432

TRPA 43.3 25.8 1.6 2.33 2.432

Table 2: Comparative results of simulated TPA and
TRPA
Number of Patch Dimensions (mm) Dielectric
Simulations L l h Constant (εr)

20 26 3.44, 6.88, 10.32,

1.6,
2.5

2.33, 4.4
13.76, 17.2

20 34 5.16, 10.32, 15.48, 20.64,
25.8

20 52 8.6, 17.2, 25.8,
34.4, 43

20 69 17.2, 25.8, 34.4,
43, 51.6

20 86 25.8, 34.4, 43,
51.6, 60.2

Simulations of 100 TRPAs were made according to
the parameters (L, l, h, and εr) and the operating fre-
quency (fr) given in Table 2. Commonly used materials
such as FR4 and Rogers RT/duroid 5870 were chosen as
substrates in the simulations. The TRPA structures are
modeled/simulated according to the topology in Figure 2
by the software HyperLynxr 3D EM [24] based MoM
[23]. The software uses the MoM to analyze potentially
any patch shape in the spectral domain. The only lim-
itation on the potential of this method is the length of
analytical and numerical computation required for anal-
ysis. The complex potential integral equation is solved
by the software in the space domain using the MoM. A
wave source of 1 Volt with coaxial feed is utilized for the
TRPAs in the simulations. The TRPA models are meshed

Fig. 2. Geometry of the TRPA.
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with maximum frequency of 4 GHz and lines per wave-
length ratio of 40. The TRPAs are simulated between the
frequency of 0 GHz and 4 GHz. The feed point of TRPAs
is determined (S11 <-10 dB) by using the HyperLynxr

3D EM’s built-in optimization module.

III. PROCESS OF NF MODEL
The steps of NF model construction to determine the

operating frequency of TRPAs are shown in Figure 3.
The number of 75 antenna data are used to train the NF
model and it is aimed to minimize the average percentage
error (APE) between targets/outputs.

A. NF modeling and training
The NF is an important method that helps in accu-

rate computation, estimation, prediction, and classifica-
tion [22]. It is an integrated form of the ANN and fuzzy
inference system (FIS) to merge the learning character-
istic of the ANN with the expert knowledge of the FIS
[22]. Seventy-five of the 100 TRPA datasets were used
for training the NF model. In prediction of operating
frequency, an NF based on Sugeno type FIS is designed
as presented in Figure 4 and its set-parameters are given
in Table 3. The algorithm of the NF model is coded in
the platform of MATLABr. Before the input data is
presented to the NF model, it is normalized by dividing

Fig. 3. The working principle of the NF model.

Fig. 4. The proposed NF model.

Table 3: The used NF parameters for analysis TRPA
Parameters Set Type/Value

Input MF type Gaussian
Output MF type Linear

Number of inputs 4
Number of outputs 1

Number of fuzzy rules 19
Number of MFs 19

Seed value 349097429
Epochs 150

Number of nonlinear parameters 4 x 19 x 2 = 152
Number of linear parameters 5 x 19 = 95

Number of nodes 197
Number of training data pairs 75

by 1000. Membership functions (MFs) of the NF model
are Gaussian functions which are used for the input and
linear function which is used for the output. The NF net-
work is trained by hybrid-learning algorithm [22] associ-
ating the backpropagation algorithm and the least-square
method. Considering the comparative results given in
Figure 5, the results obtained from the simulations are
compatible with the proposed NF model, and the APE
for analysis in the training process was obtained as
0.259%.

B. Testing results of analysis for TRPA
In the last section, NF model is constructed and

trained with proper parameters. The accuracy of the
NF model is now tested through 25 TRPA datasets not
included in the training phase. The parameters of 25
simulated antennas with respective operating frequency
values and the computed operating frequency values are
given in Table 4. Also, NF results are compared with
the results of proposed method in the literature [2]. It
is seen from the results; model successfully obtains the
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Table 4: The comparative test results for operating frequencies of TRPAs

results of proposed method in the literature [2]. It is seen 

from the results; model successfully obtains the 

operating frequency with APE of 0.744%. The harmony 

of simulation and NF model results is seen in Figure 6. 

The results obtained with NF are better than the method 

proposed in the literature [2]. Because NF shows a better 

approach to nonlinear problems than SVM [2]. 

 

 
 

Figure 6. Comparative results of the simulation and NF 

analysis model in the testing process. 

 

 

Table 4: The comparative test results for operating frequencies of TRPAs 

# Inputs Operating Frequencies [GHz] Percentage 
Error (PE) 

L [mm] l [mm] h [mm] εr fr_sim. fr [2] fr_NF [2] NF 

1 26 6.88 1.6 2.33 4.614 4.599 4.638 0.325 0.520 

2 26 10.32 1.6 4.4 3.261 3.254 3.255 0.227 0.184 

3 26 13.76 2.5 2.33 4.365 4.338 4.327 0.625 0.871 

4 26 3.44 2.5 4.4 3.401 3.441 3.431 1.179 0.882 

5 26 17.2 2.5 4.4 3.198 3.195 3.218 0.102 0.625 

6 34 5.16 1.6 2.33 3.576 3.585 3.609 0.253 0.923 

7 34 10.32 1.6 4.4 2.538 2.543 2.515 0.188 0.906 

8 34 25.8 1.6 4.4 2.13 2.114 2.145 0.773 0.704 

9 34 15.48 2.5 2.33 3.278 3.279 3.297 0.031 0.580 

10 34 10.32 2.5 4.4 2.544 2.575 2.54 1.223 0.157 

11 34 20.64 2.5 4.4 2.309 2.342 2.317 1.446 0.346 

12 52 25.8 1.6 2.33 2.03 1.964 1.994 3.245 1.773 

13 52 34.4 1.6 2.33 1.856 1.821 1.827 1.874 1.563 

14 52 8.6 2.5 2.33 2.368 2.378 2.361 0.430 0.296 

15 52 25.8 2.5 4.4 1.536 1.524 1.545 0.784 0.586 

16 69 25.8 1.6 2.33 1.616 1.614 1.62 0.114 0.248 

17 69 51.6 1.6 2.33 1.28 1.277 1.285 0.209 0.391 

18 69 34.4 1.6 4.4 1.11 1.139 1.114 2.589 0.360 

19 69 34.4 2.5 2.33 1.536 1.552 1.53 1.035 0.391 

20 69 25.8 2.5 4.4 1.21 1.189 1.207 1.734 0.248 

21 86 60.2 1.6 2.33 1.03 0.981 1.03 4.709 0.000 

22 86 43 1.6 4.4 0.87 0.878 0.878 0.936 0.920 

23 86 51.6 2.5 2.33 1.15 1.136 1.119 1.208 2.696 

24 86 34.4 2.5 4.4 0.95 0.957 0.945 0.789 0.526 

25 86 60.2 2.5 4.4 0.79 0.803 0.775 1.685 1.899 

Average percentage error (APE) 1.109 0.744 

IV. FABRICATION OF TRPA 
The TRPA fabricated in this study is used for the 

accuracy of the NF analysis model. TRPA printed on 

FR4 PCB substrate is shown in Figure 7 and the 

electrical/physical properties of FR4 PCB (εr = 2.22, 

tangent loss = 0.02) are given in Table 5. FR4 substrate 

is made of fiberglass. This substrate layer provides a 

solid foundation for PCBs, though the thickness can vary 

according to the uses of a given board. The Keysight 

Technologies N5224A PNA network analyzer is used to 

measure the prototyped TRPA. The measured S11 

parameter is shown in Figure 8 in comparison with the 

simulated one. The results of measured and the analysis 

Fig. 5. Comparative results for the simulation/NF analy-
sis model in the training process.

operating frequency with APE of 0.744%. The harmony
of simulation and NF model results is seen in Figure 6.
The results obtained with NF are better than the method
proposed in the literature [2]. Because NF shows a better
approach to nonlinear problems than SVM [2].

IV. FABRICATION OF TRPA
The TRPA fabricated in this study is used for the

accuracy of the NF analysis model. TRPA printed
on FR4 PCB substrate is shown in Figure 7 and the
electrical/physical properties of FR4 PCB (εr =2.22,

Fig. 6. Comparative results of the simulation and NF
analysis model in the testing process.
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Fig. 7. The photograph of prototyped TRPA.

Table 5: The comparative operating frequencies
Inputs Operating Frequency [GHz]

L [mm] l [mm] h [mm] εr fsim. fmea. [2] fNF
52 8.6 1.6 2.22 2.438 2.468 2.391 2.425

tangent loss = 0.02) are given in Table 5. FR4 sub-
strate is made of fiberglass. This substrate layer pro-
vides a solid foundation for PCBs, though the thickness
can vary according to the uses of a given board. The
Keysight Technologies N5224A PNA network analyzer
is used to measure the prototyped TRPA. The measured
S11 parameter is shown in Figure 8 in comparison with
the simulated one. The results of measured and the anal-
ysis model are listed in Table 5 to evaluate the testing
process in detail.

From Table 5, the result of NF model is much
close to the simulated/measured results. Therefore, the
NF model can be successfully used to obtain the
operating frequency (fr) of the TRPA without han-
dling complex mathematical functions and transforma-
tions. Moreover, the proposed NF model can be modified
and developed to solve similar nonlinear electromagnetic
problems.

Fig. 8. The simulated and measured S11 parameters of
TRPA.

V. CONCLUSION
In this study, the NF model is implemented for

analysis of the TRPAs. For this, the NF model using
Sugeno-type FIS is designed to compute the operating
frequency of TRPAs. The number of 100 TRPAs hav-
ing four antenna parameters is simulated to obtain the
operating frequency. The NF model is trained and tested
respectively with 75 and 25 datasets of the 100 TRPAs.
The APE is computed as 0.259% for 75 training data and
as 0.744% for 15 test data of TRPAs. According to the
obtained results, the operating frequency of TRPAs is suc-
cessfully computed using the proposed NF model. Also,
the operating frequency values predicted in this work are
compared with different calculated results reported in
the literature. The NF technique may be preferred as a
faster and accurate alternative method according to the
traditional techniques in the analysis processes of PAs.
On average, the simulation time is five minutes to find the
operating frequency of a TRPA. However, this time is in
the order of milliseconds by using the proposed method.
It was concluded that the NF method may successfully be
used to define any parameter of TRPA for analysis.
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Abstract – An efficient Multi-Input Multi-Output
(MIMO) antenna system with a spatial diversity con-
figuration for the Fifth Generation (5G) mobile hand-
sets is constructed from a compact-size quad-band
(28/45/51/56 GHz) microstrip patch antennas. The
antenna is constructed as primary and secondary patches
which are capacitively coupled and designed to realize
impedance matching and to produce appropriate radia-
tion patterns in the four frequency bands. The novel
quad-band patch antenna includes complicated radiation
mechanisms required for multiple-band operation. Two-
port and four-port MIMO antenna systems that employ
the quad-band patch antenna are proposed in the present
work for the 5G mobile handsets. Numerical and exper-
imental investigations are achieved to assess the per-
formance of both the single-element antenna and the
proposed MIMO antenna systems including the return
loss at each antenna port and the coupling coefficients
between the different ports. It is shown that the simula-
tion results agree with the experimental measurements
and both show good performance. The bandwidths
achieved around 28, 45, 51, and 56 GHz are about 0.6,
2.0, 1.8, and 1.3 GHz, respectively. The radiation pat-
terns produced when each port is excited alone are shown
to be suitable for spatial diversity scheme with high radi-
ation efficiency. It is shown that the envelope correlation
coefficient (ECC) and the diversity gain (DG) are perfect
over the four frequency bands.

Index Terms – MIMO antenna, diversity gain, quad-
band antenna.

I. INTRODUCTION
The further Fifth Generation (5G) of mobile com-

munications will make the spectrum allocation more
efficient [1–4]. The unused millimeter-wave (mm-
wave) electromagnetic spectrum (30–300 GHz) has
attracted the attention and has been introduced as
a candidate for the 5G mobile communication to
enable multi-Gbit/s transmission rate exploiting the
wide available bandwidth to meet the demands of
the future applications which require high quality and
low latency transmission and, hence, it is able to

handle much greater capacity than the available 4G
networks.

The mm-wave frequency bands centered at 28, 38,
60, and 73 GHz have been allocated for 5G mobile
communications by International Telecommunications
Union (ITU) [2]. Bands of 59–64 GHz are allocated
by the Federal Communications Commission (FCC)
as an unlicensed band for short range and wireless
communications of high speeds [3, 4]. Some of the
expected mm-wave bands recommended for 5G mobile
communications are: 27.5− 29.5 GHz, 33.4− 36 GHz,
37− 40.5 GHz, 42− 45 GHz, 47− 50.2 GHz, 50.4−
52.6 GHz, and 59.3− 71 GHz [1]. Significant attenua-
tion is caused by oxygen molecules in the atmosphere
to react with mm-wave signals and reaches up to 10 dB
km−1 especially for the frequencies higher than 45 GHz.
Due to this defect, it is not recommended to operate at
frequencies that are much higher than 45 GHz for com-
munication applications and long-range radar. For cellu-
lar mobile communications, the 28 GHz band is advan-
tageous due to its low oxygen absorption rates unlike the
higher mm-wave frequencies especially in 60 GHz band.
The operation in the frequency bands higher than 45 GHz
is recommended for short-range communications such as
the Wi-Fi (with the WiGig standard in the 60 GHz band)
[1, 5].

Due to the short wavelength of the mm-waves, the
employment of spatial, pattern and polarization diversity
techniques, such as Multi-Input Multi-Output (MIMO) is
highly recommended for future generations of wireless
communication systems that enable several Gb/s com-
munication speed. In a MIMO antenna system, high
radiation efficiency and high isolation between the mul-
tiple ports are required. Recently, a lot of research work
has provided many designs for single-element antenna
as well as MIMO antenna systems for 5G mobile hand-
sets are demonstrated in this paragraph. For example,
the work of [3] introduces a 60 GHz antenna consist-
ing of H-shaped and E-shaped slots on the radiating
patch. The work of [1] presents a dual-band circular
microstrip patch antenna with an elliptical slot. This
antenna operates at frequencies of 28 GHz and 45 GHz,
with bandwidths of 1.3 GHz and 1 GHz. In [6], a printed
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planar Yagi–Uda antenna is introduced for dual-band
operation at 28/38 GHz. In the same work, a four-port
MIMO antenna system is constructed using the proposed
Yagi–Uda antenna arranged at the edges of the mobile
handset to provide pattern and polarization diversities.
In [7], a 28 GHz four-port MIMO antenna is proposed,
where each antenna has an end-fire gain of about 10 dBi
to provide pattern and polarization diversities. The work
of [8] introduces a compact microstrip line fed dual-band
printed four-port MIMO antennas resonating at 28 GHz
and 38 GHz to provide spatial diversity. In [9], a com-
pact dual-band (38/60 GHz) microstrip patch antenna is
proposed for 5G mobile handsets. In [10], a dual-band
(38/54 GHz) microstrip patch antenna and a 4-element
array are proposed to achieve 12 dBi gain for 5G mobile
data applications. The work of [11] presents a com-
pact MIMO antenna design with polarization and pattern
diversity operating in the frequency band (34–38 GHz).

A computationally efficient electromagnetic (EM)
solver can be used to solve the antenna problems such
as the Method of Moments (MoM) solution of the
Electric Field Integral Equation (EFIE) [12–14], or the
Finite-Difference-Time-Domain (FDTD) [15]. The com-
mercially available CSTr EM simulator combines the
advantages of both techniques and is used in the present
work for design and simulation of the proposed patch
antenna and MIMO system.

The present work proposes two-port and four-port
MIMO antenna systems for operation in the quad-band
(28/45/51/56 GHz). The MIMO antenna performance
including the return loss at each antenna port and the
coupling coefficients between the different ports is inves-
tigated and shown to be suitable for 5G mobile commu-
nications. The radiation patterns produced when each
port is excited alone are shown to be suitable for an effi-
cient diversity scheme. The performance measures such
as the envelope correlation coefficient (ECC) and diver-
sity gain (DG) are evaluated showing excellent perfor-
mance of the proposed MIMO antenna systems.

The remaining part of the present paper is organized
as follows. Section II provides the reduced-size patch
antenna design to radiate at 28 GHz. Section III proposes
two- and four-port MIMO antenna systems that employ
spatial diversity for enhancement of the wireless channel
performance. Section IV gives a summary of the pro-
posed antenna performance and comparisons with some
published designs. Finally, Section V provides the most
important conclusions for the present work.

II. CONSTRUCTION OF QUAD-BAND
PATCH ANTENNA

The geometry of the proposed quad-band antenna
operating at 28, 45, 51, and 56 GHz bands is presented
in Figure 1. The antenna structure can be viewed as

Fig. 1. Final geometry of the proposed quad-band patch
antenna.

composed of primary and secondary patches. The pri-
mary patch is responsible for radiation at 28 GHz and is
excited through a microstrip line with inset feed. The
secondary patch is capacitively coupled to the primary
patch and can be considered as parasitic radiator. The
composite structure of the dual-patch antenna is respon-
sible for radiation at the other three frequency bands
around 45, 51, and 56 GHz.

First, a rhombic patch antenna with right-angle cor-
ners is designed to operate at 28 GHz. If this patch is
used to radiate at its higher-order resonances the result-
ing radiation patterns and the gain may not be appropri-
ate for mobile applications due to the existing nulls and
sidelobes. This is because the size of the 28 GHz patch
is electrically large at the mm-wave frequencies higher
than 28 GHz. It is expected that the higher the order of
the radiating mode the larger the number of the nulls and
sidelobes of the radiation pattern. The relatively large
size of the conducting patch surface allows the formation
of surface current patterns that result in radiation patterns
with a number of nulls and sidelobes depending on the
radiating mode order. Thus, if the area of the conduct-
ing patch surface is reduced the formed surface current
patterns may result in acceptable shape of the radiation
pattern and the maximum gain. The reduction of the area
of the conducting surface of a rhombic patch (originally
designed to radiate at 28 GHz) is performed by making
some cuts in its geometry to remove the regions of neg-
ligible magnitude of the patch surface current formed at
28 GHz. This modified patch should not badly affect
its performance at the principal resonant frequency (28
GHz). The smaller size of the geometrically modified
patch antenna allows the excitation of higher-order reso-
nances at higher frequencies with significantly improved
shapes of the radiation patterns and acceptable values of
the gain. To get the higher-order resonances located at
the desired frequency bands, a secondary patch is added
as parasitic radiator to act as a reactively coupled element
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Table 1: Dimensions of the proposed antenna
Dimension L1 L2 L3 L4 w1 w2
Value (mm) 3.14 2.15 3.86 2.88 0.4 0.62
Dimension Wi Li Wf Lf g1 d1
Value (mm) 0.3 1.29 0.63 9.98 0.28 0.48

of the appropriate geometry. The load impedance caused
by such reactively coupled patch controls the locations
of the higher-order resonant frequencies.

The antenna is fabricated on Rogers RO3003 sub-
strate of height h = 0.25 mm, dielectric constant εr =
3, and loss tangent tanδ =0.001. The substrate is placed
over a solid ground plane. The feeding microstrip trans-
mission line has a characteristic impedance of 50 Ω and
dimensions of Wf ×L f . An inset feed is used to match
the antenna impedance to 50 Ω source. The correspond-
ing values of the symbolic dimensional parameters of the
antenna shown in Figure 7, are given in Table 1.

A. Numerical simulation and experimental assess-
ment of the quad-band patch antenna

This section is concerned with the presentation of
the results of numerical simulation and experimental
measurements of the proposed quad-band microstrip
patch antenna. To confirm the accuracy of the assessed
performance for both the single-element and MIMO
antennas, the experimental measurements are compared
to those obtained by electromagnetic simulation using
the commercially available CSTr software package.
The prototype shown in Figure 2 is fabricated for this
purpose. The antenna size is compared to the size of
a coin of standard one-inch diameter. Excluding the
microstrip line feeder, the outer dimensions of antenna
are 4×5 mm.

Fig. 2. Fabricated prototype of the proposed quad-band
patch antenna with its size compared to a metal coin of
standard size.

A1. Reflection coefficient at the antenna port
The vector network analyzer (VNA) of Rohde

and Schwarz model ZVA67 is used for measuring
the frequency response of the reflection coefficient
magnitude |S11|. The 1.85 mm end-launch connector
from Southwest Microwave Inc. is used for connecting
the antenna to the VNA as shown in Figure 3 (a).

The numerical simulation and experimental mea-
surements for the frequency dependence of the magni-
tude of the reflection coefficient, |S11|, are presented in
Figure 4. The experimental measurements show good
agreement with the numerical results obtained by the
CST simulator. It is clear that the antenna has excellent
impedance matching over four frequency bands centered
at 28, 45, 51, and 56 GHz where the value of |S11| is less
than −20 dB with respect to 50 Ω feeder.

Fig. 3. Measurement of the reflection coefficient |S11|
of the proposed quad-band patch antenna: (a) The fabri-
cated prototype is connected to the end launcher, (b) The
antenna is connected to the VNA of Rohde and Schwarz
model ZVA67.

Fig. 4. Dependence of the reflection coefficient |S11| of
the frequency for the proposed quad-band patch antenna.
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Fig. 5. Experimental setup for measuring the radiation
pattern and gain of the quad-band antenna.

A2. Radiation patterns of the quad-band patch
antenna

The experimental setup for measuring the radiation
patterns and the maximum gain of the proposed antenna
is presented in Figure 5. The VNA Rohde and Schwarz
model ZVA67 operating in the two-port measurement
mode is used for this purpose by measuring the trans-
mission coefficient |S21| through the antenna under test
and the reference-gain linearly-polarized horn antenna
models LB-018400 (for 18−40 GHz band) and LB-12-
10-A (for 40−60 GHz band). The radiation patterns
of the proposed antenna at 28, 45, 51, and 56 GHz are
presented in Figures 6, 7, 8, and 9, respectively, in the
elevation planes φ=0

◦
and φ=90

◦
. The experimental

measurements show good agreement with the numeri-
cal results obtained by the CST simulation package. It
is shown that the radiation patterns obtained at the four
frequencies are acceptable and can be appropriate either
for long-range or short-range communications.

III. MIMO ANTENNA SYSTEMS USING
THE QUAD-BAND PATCH ANTENNA
In this section, two-port and four-port MIMO

antenna systems are constructed using the quad-band
patch antenna. Prototypes of the proposed MIMO anten-
nas are fabricated for the purpose of experimental assess-
ment. The results of numerical simulation are compared
to those of experimental measurements for the purpose
of confirmation.

A. Two-port MIMO antennas using the quad-band
patch antenna

Prototypes are fabricated for two-port MIMO
antenna systems constructed as two elements of the pro-
posed quad-band patch antenna using different config-
urations. The patches of the first MIMO system are
arranged side-by-side as shown in Figure 10 (a). The
patches of the other MIMO system are arranged face-to-
face as shown in Figure 11 (a). A prototype is fabricated
for each type of the MIMO antenna systems as shown in

Fig. 6. Radiation patterns of the proposed quad-band
patch antenna in the elevation planes (a) φ=0

◦
and (b)

φ=90
◦

at 28 GHz.

Figures 10 (b) and 11 (b), respectively, and connected to
a coaxial feeder using coaxial end launchers for exper-
imental assessment. The VNA of Rohde and Schwarz
model ZVA67 is used to evaluate the transmission coef-
ficient S21 for the fabricated prototypes of the proposed
MIMO antennas.

The frequency dependence of the coupling coeffi-
cient |S21| for each of the two-port MIMO configurations
is presented in Figure 12. The experimental measure-
ments show good agreement with the simulation results
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Fig. 7. Radiation patterns of the proposed quad-band
patch antenna in the elevation planes (a) φ=0

◦
and (b)

φ=90
◦
, at 45 GHz.

and both of them show that the antennas of each MIMO
configuration are very weakly coupled where |S21| does
not exceed –25 dB over the entire frequency range. It is
clear that the coupling coefficients, S21, of the face-to-
face MIMO configuration have larger magnitudes than
those of the side-by-side MIMO configuration. This can
be attributed to that the face-to-face configuration has
narrower separation between the two antennas than that
in the side-by-side configuration. Moreover, the face-to-

Fig. 8. Radiation patterns of the proposed quad-band
patch antenna in the elevation planes φ=0

◦
and φ=90

◦

at 51 GHz.

face configuration allows higher rate of power transfer
between the two antennas of the MIMO system because
each antenna lies in the direction of the power flowing
on the transmission line feeding the other antenna.

B. Four-port MIMO antenna system
To construct a four-port MIMO antenna system for

operation at 28, 45, 51, and 56 GHz, four elements of the
quad-band microstrip patch antenna with the dimensions
listed in Table 1 are arranged as shown in the geomet-
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Fig. 9. Radiation patterns of the proposed quad-band
patch antenna in the elevation planes φ=0

◦
and φ=90

◦

at 56 GHz.

ric model presented in Figure 13 for the MIMO antenna
in the CST simulator. The separations between the four
antennas are set so as to achieve the spatial diversity
required for the target 5G applications. This design has
total dimensions of 42×20 mm2. Such a MIMO antenna
system can be practically suitable to be manufactured
and integrated on a printed electronic board of a mobile
handset.

The prototype shown in Figure 14 is fabricated
for the purpose of experimental assessment of the per-

Fig. 10. Two-port MIMO antenna system constructed as
two elements of the quad-band patch arranged side-by-
side; (a) Model in the CST simulator, (b) Fabricated pro-
totype is connected to end launchers and coaxial cables
for measurements.

Fig. 11. Two-port MIMO antenna system constructed as
two elements of the quad-band patch arranged face-to-
face; (a) Model in the CST simulator, (b) Fabricated pro-
totype is connected to end launchers and coaxial cables
for measurements.

formance of the proposed quad-band four-port MIMO
antenna system. The VNA Rohde and Schwarz model
ZVA67 is used for measuring the frequency response of
the reflection coefficients S21, S43, S31, S42, S41, and
S32. Four 1.85 mm end-launch connectors from South-
west Microwave Inc. are used for connecting the corre-
sponding antenna ports to the VNA whereas the other
two ports are connected to matched (50 Ω) loads as
shown in Figure 14.
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Fig. 12. Frequency responses of the coupling coefficient
|S21| for the two-port MIMO configurations: (a) Side-by-
Side configuration shown in Figure 10, (b) Face-to-face
configuration shown in Figure 11.

B1. Coupling coefficients, envelop correlation coeffi-
cients, and diversity gain

The simulation results and experimental measure-
ments describing the frequency dependence of the mag-

Fig. 13. Design of the quad-band four-port MIMO
antenna system (total dimensions 42×20 mm2) pro-
posed for mobile handsets.

Fig. 14. Fabricated quad-band four-port MIMO system.

nitudes of the scattering parameters S21, S43, S31, S42,
S41, and S32 representing the different coupling coef-
ficients for the proposed quad-band four-port MIMO
antenna system are presented in Figure 15. The simula-
tion results appear to be in agreement with the results of
the experimental measurements, and both of them show
low values of the coupling coefficients.

The dependencies of the ECC and the DG of the
proposed four-port MIMO antenna system on the fre-
quency are presented in Figure 16. It is shown that at
the operating frequencies 28, 45, 51, and 56 GHz and
over the width of each of the four bands, the ECC is very
low (almost 0) and, consequently, the DG is very high
(almost 10). This can be considered as the optimum per-
formance of MIMO antenna system. It should be noted
that the relative positions of the antennas in the pair of
ports (1,2) are the same as those in the pair of ports (3,4);
this leads to identical ECC and DG as shown in Figure
16. The same applies for the antenna pairs (1,3) and (2,4)
and, also, for the antenna pairs (1,4) and (2,3).

B2. Radiation patterns of the four-port MIMO
antenna system

The radiation patterns produced at 28, 45,
51, and 56 GHz by the four-port MIMO antenna
system, shown in Figure 14, are presented in
Figures 17, 18, 19, and 20, respectively when the MIMO
antenna system is excited at the different ports. The pro-
duced radiation patterns appear to be suitable for most
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Fig. 15. The scattering parameters S21, S43, S31, S42, S41,
and S32 representing the different coupling coffiecients
for the proposed MIMO antenna system.

Fig. 16. Dependence of the ECC and DG on the fre-
quency for the proposed quad-band four-port MIMO
antenna system for ports (1,2) and (3,4).

Fig. 17. Radiation patterns in the elevation planes for
the quad-band MIMO antenna system at 28 GHz when
excited at the indicated ports.
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Fig. 18. Radiation patterns in the elevation planes for
the quad-band MIMO antenna system at 45 GHz when
excited at the indicated ports.

Fig. 19. Radiation patterns in the elevation planes for
the quad-band MIMO antenna system at 51 GHz when
excited at the indicated ports.

Fig. 20. Radiation patterns in the elevation planes for
the quad-band MIMO antenna system at 56 GHz when
excited at the indicated ports.

of the future wireless applications relevant to the mobile
handsets. More specifically, the radiation patterns pro-
duced at 28 and 45 GHz are ripple-free and appear to
be more appropriate for long-range cellular mobile net-
works. On the other hand, the radiation patterns obtained
at 51 and 56 GHz have some ripples and may be more
appropriate for short-range communications.

IV. SUMMARY OF THE PROPOSED
ANTENNA PERFORMANCE

This section is concerned with providing a summary
of the most important performance metrics for the quad-
band patch antenna as well as the MIMO antenna sys-
tems proposed in the present work. Table 2 gives a
summary of the single-element as well as the MIMO
antenna performance at the four operational frequen-
cies. The radiation efficiency is the percentage of radi-
ated power to the total power accepted at the antenna
port. The radiated power is the accepted power minus the
Ohmic losses in the conducting and dielectric parts of the
antenna. The accepted power is equal to the input power
minus the reflected power at the antenna port. However,
the radiation efficiency listed in Table 2 is obtained by
the commercially available CST studio suiter version
2017. Table 3 gives comparative performance among
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Table 2: Achieved frequency bands (obtained experi-
mentally) by the proposed quad-band patch antenna and
the corresponding gain and radiation efficiency
Fc
(GHz)

Fs
(GHz)

Fe
(GHz)

Bandwidth
(GHz)

Gain
(dBi)

Radiation
Efficiency

28 27.70 28.30 0.60 7.30 86.5%
45 44.50 46.50 2.00 7.03 87.5%
51 50.20 52.00 1.80 7.20 89.2%
56 55.70 57.00 1.30 8.03 90.0%

Table 3: Comparison with other published designs of
mm-wave antennas
Work Center

Frequencies
(GHz)

Gain (dBi) Patch
Dimensions
(mm)

[8] 28, 38 7.2, 9.2 4.6×2.8
[16] 28,38 3.7, 5.1 3.7×5.1
[1] 38, 45 7.6, 7.2 6.0×6.0
[10] 38, 54 6.9, 7.4 6.3×6.0
[Present] 28, 45, 51, 56 7.3, 7.03, 7.2,

8.03
4.0×5.0

some mm-wave patch antennas available in some recent
literature and the antenna proposed in the present work.

V. CONCLUSION
A novel design for a compact-size quad-band

microstrip patch antenna is introduced for the 5G mobile
communications in the frequency bands 28, 45, 51, and
56 GHz. The proposed quad-band antenna has primary
and secondary patches which are reactively coupled and
well designed to produce appropriate radiation patterns
and good impedance matching in the four frequency
bands of operation. Two-port and four-port MIMO
antenna systems that employ the quad-band microstrip
patch are investigated for operation in the 5G mobile
handsets. The performance of both the quad-band patch
antenna and the MIMO antenna systems are assessed
including the return loss at each antenna port and the
coupling coefficients between the different ports. It is
shown that the simulation results agree with the experi-
mental measurements and both show good performance.
The bandwidths achieved around 28, 45, 51, and 56 GHz
are, respectively, 0.6, 2.0, 1.8, and 1.3 GHz. It is shown
that the ECC and the DG are perfect over the four fre-
quency bands for the four-port MIMO antenna system.
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Abstract – Increasing population and expanding remote
healthcare monitoring needs have provided an impetus to
the research and development of wireless devices. The
quest for smaller antennas for wireless devices has led
to the design of the proposed antenna. In this work,
we present a slit-loaded hexagonal patch antenna for
body area network applications. The antenna has been
designed on a 0.193λ ×0.193λ×0.03λ FR4-epoxy sub-
strate. The radiator patch has two parallel slits. The
antenna resonates at 5.8 GHz (ISM band) with a wide
bandwidth of 1.15 GHz. A maximum gain of 5.81 dB
and a front-to-back ratio of 11.93 dB is observed at
5.8 GHz. Radiation efficiency is observed to be 72.3%.
The measured return loss values show a close agree-
ment with the simulated results. Specific absorption
rate (SAR) analysis on a simplified 2/3rd muscle model
shows an average SAR of 0.5633 W kg−1, due to the
use of a full-ground plane. The simulations were done
in ANSYS HFSS. The antenna is suitable for on-body
communications.

Index Terms – hexagonal patch, inset-fed, ISM band,
miniature, slit-loaded.

I. INTRODUCTION
Antennas are the reason that the market for wire-

less communication devices thrives. A device without
an antenna cannot communicate with other devices on
a physical level. Antennas are not only responsible for
launching or receiving the electromagnetic waves into
the space but also for filtering and providing the passive
gains to the signals. The antennas have to be designed
carefully to meet the requirements of the communication
system they are part of.

With the increase in the number of wireless hand-
held devices for day-to-day monitoring for health, secu-
rity, business, and military purposes, the need to connect
to data-collecting devices has also risen [1, 2]. There-
fore, the requirement for antennas that can be easily inte-
grated with such devices has also risen. However, the
design of antennas for portable devices has its own set of
challenges. The antenna needs to be small and yet oper-
ate at ISM bands. The specific absorption rate (SAR)

should remain within safe limits to avoid unnecessary
heating of the tissues. The bandwidth should be wide
enough to resist interference from other devices and the
detuning effect of proximity to the body. Due to the less
area available for the antenna, the antenna geometry, the
feeding technique, and the corresponding matching tech-
nique have to be chosen carefully.

In this paper, we propose a miniaturized hexago-
nal microstrip patch radiator. The choice of hexagonal
shape was driven by the fact that it offers longer electri-
cal path length, and slightly better bandwidths and gains
than rectangular or circular shaped radiators. The hexag-
onal shape also utilizes available areas more efficiently
than rectangular and circular patches. The radiator has
two parallel slits which bring down the resonant fre-
quency to include the 5.8 GHz ISM band. The slits are
the cuts made from the edges, and when placed close to
the feed point, load the antenna with the capacitance [3].
Both the slots and the slits have been used to increase
the bandwidth and lower the resonant frequency [4]. The
choice of this band is motivated by the fact that the band
at 2.45 GHz is already congested, and the 5.8 GHz band
is relatively free and can support higher data rates [5].
The ground plane has a small circular slot for enhanc-
ing the bandwidth of the antenna. The antenna is fed
through one of the edges by a microstrip line at an inset.
The inset feeding helps in matching the port impedance
with the input impedance of the antenna. This technique
is very easy to implement and does not demand extra
area outside the patch [6]. Feeding through the edge
ensures better isolation between the antenna and the sub-
ject. The antenna offers very wide bandwidth and a mod-
erate gain. SAR of the antenna is also well within limits.
The antenna has been simulated using the ANSYS HFSS
platform.

In the subsequent sections, some of the related
works, antenna design, and results are presented and dis-
cussed. The conclusion section summarizes the work in
this paper and the referred works are cited in the refer-
ence section.

II. RELATED WORKS
Antennas designed for wearable purposes should

not only be compact but also have smaller back lobes.
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Smaller back lobes mean lesser exposure of living tissue
to the electromagnetic radiations, and hence lower SARs.

A metamaterial-based superstrate for enhancing
gain by 12 dBi and bandwidth by 355 MHz at 5.8 GHz
in [7]. A 2×2 element patch antenna array for unmanned
aerial vehicles on a PCB substrate and a gain of 6.2 dB
was obtained in [8]. designed A lightweight and opti-
cally transparent antenna using VeilShield for conduct-
ing parts and polydimethylsiloxane (PDMS) operating at
5.8 GHz was designed in [9] and a gain of 3.35 dB was
reported. In [10], an antenna loaded with an artificial
magnetic conductor working at 5.8 GHz for ingestible
endoscopy on polyimide was designed and a gain of
1.64 dBi was reported. A MIMO antenna at 5.8 GHz
with a metasurface structure for enhancing gain was
designed in [11]. A dual-band antenna with electro-
magnetic bandgap (EBG) structure on F4B substrate was
used in [12] with a gain of 9.1 dBi at 5.8 GHz. A high-
gain hexagonal patch antenna for V2V communication
was designed in [13]. Slot-loaded hexagonal microstrip
antenna designed on FR4 by [14] operated in multiple
bands. A button antenna for WBAN applications cov-
ering 2.45 and 5.8 GHz with dual-polarization by [15].
A patch antenna array designed in [16], was loaded with
split ring resonators and via holes resulting in dual-band
operations. Nitinol-strip–based reconfigurable fractal
antenna using artificial neural network was designed in
[17] that operated in 2.4 GHz and 5.2 GHz bands and
four configurable modes. Antennas for wearable appli-
cations with wide bandwidth and low SAR are presented
in [18, 19].

From the above literature, we find that the hexagonal
antennas have not been explored for body area network.
In this work, we emphasize on the reduced size that can
perform better as compared to earlier designs in terms
of the gain and the bandwidth. Therefore, the design is
proposed and explained in the following sections. It also
performs well for the SAR reduction. Finally, the com-
parative results are exhibited in result section.

III. ANTENNA DESIGN
The antenna has been designed on an FR4-epoxy

substrate measuring 10 × 10 × 1.6 mm3. Mechanical
strength, suitable RF response, resistance to humidity
and temperature, and easy availability were important
factors in deciding the substrate. The dielectric constant
of FR4 remains fairly close to 4.35 even up to 7 GHz
[20].

The radiator patch is hexagonal. The hexagon-
shaped patches have better area utilization than rectangu-
lar or circular patches. Moreover, they provide a longer
radiating edge and hence can be easily used for lower fre-
quencies. For the computation of resonant frequency for
any TMmn mode for a hexagonal patch with a side a, an

empirical equation has been developed by curve fitting
the theoretical and experimental results. The equation
uses an effective value of side length ae, to compute the
resonant frequency. As a regular hexagon can be equally
divided into equilateral triangles, therefore starting equa-
tions are modified versions of those used for equilateral
triangular patches [21].

fmn =
c×
√

m2 +mn+n2

(ae×
√

εr)
, (1)

where ae is empirically given by

ae = a

[
1+7.962

hs

a
− 12.853

hs

a
√

εr
+16.436

hs

aεr

+6.182
(

hs

a

)2

−9.802
1√
εr

(
hs

a

)2
]
. (2)

For 5.8 GHz and TM10 mode, a hexagonal patch of side
length 15.48 mm is required. As the objective of this
work is to design a miniaturized antenna, a patch with a
side of 4.5 mm is chosen.

In order to meet the objective of the resonant fre-
quency, we need to increase the capacitance of the patch
antenna by increasing the electrical path length. This can
be done by introducing a slit in the patch [3]. Two slits
were introduced to bring down the resonant frequency to
5.8 GHz. The increase of path length produced by two
slits together is larger than one slit. This allowed for the
miniaturization of the antenna.

For maximum power transfer from the port to the
antenna, the return loss has to be reduced. To reduce the
return loss at the same frequency, we have to increase
the degree of matching between the port and the antenna.
The easiest method to do this is to use the inset feed tech-
nique. This introduces matching impedance. On both
sides of the feedline, a gap of 0.35 mm is introduced. The
feedline intersects the patch at 1.5 mm from the edge. A
longer feedline introduces inductive impedance and the
gaps introduce capacitive impedance. This transforms
the input impedance of the patch to the characteristic
impedance of the lumped port.

For the computation of the input impedance, we
approximate the hexagon to the circumscribing circle of
radius, rc. If the side of a hexagon is a, then rc = a. The
effective radius, re, of the assumed circumscribing circle
can be expressed as [23]:

re = rc

[
1+

2hs

πrcεr

{
ln
(

rc

2hs

)
+(1.4εr +1.768)

+

(
hs

rc

)
(0.267εr +1.649)

}]− 1
2

. (3)

The input impedance, Zin of the assumed circular
disk circumscribing the hexagonal patch is the load
impedance for (4). Zin at any radial distance ρ = ρ0
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for TM11 mode for a circular disk is given by [22]

Zin (ρ = ρ0) =
J2

1 (kρ0)

(Gt × J2
1 (kre)

, (4)

where k is the wavenumber, J1(x) is the Bessel’s function
of the first kind of order 1, and Gt is the total conduc-
tance. The total conductance, Gt is given by

Gt = Grad +Gc +Gd , (5)
The conductance between the patch and the full ground
plane, Grad is given by:

Grad =
(k0re)

2

480

∫ π
2

0
[J
′2
02 + cos2

θJ2
02] sinθ dθ . (6)

The ohmic conductance that accounts for the ohmic loss,
Gc is given by

Gc =
εm0π(πµ0 fr)

− 3
2

[
(kre)

2−m2
]

4h2
√

σ
. (7)

The losses in dielectric are accounted by Gd , given by:

Gd =
εm0tanδ

[
(kre)

2−m2
]

4µ0h fr
, (8)

where εm0 = 2 for m = 0, εm0 = 1 for other m, and fr is
the resonant frequency of the mn0 mode.

The dependence of Q factor, QT on bandwidth, BW
is given by [23]:

BW =
V SWR−1
QT
√

V SWR
, (9)

where QT is given by

QT =

tanδ +
1

h
√

π f µ0σ
+

h f µ0(k0re)
2I1

30
[
(k0re)

2 −n2
]
−1

,

(10)
and I1 is an integral given by,

I1 =
∫ π

2

0

[
J
′2
n (k0resinθ)+

cos2θJ2
n (k0resinθ)

(k0resinθ)2

]
sinθ dθ .

(11)
To enhance the bandwidth of the antenna, we have to

reduce the Q-factor of the antenna slightly. For this, we
introduce a circular slot of 1 mm diameter in the ground
plane.

The finalized design and dimensions of the antenna
are shown in Figure 1.

Design steps
1. On a substrate measuring 10 × 10 × 1.6 mm3, a

hexagon-shaped patch of copper is created. Each
side of the patch measures 4.5 mm.

2. A microstrip feed line of 3 mm is provided at one
of the edges of the patch.

3. A lumped port with a characteristic impedance of
50? is assigned at the other end of the microstrip
feed line.

4. Slits, 0.5 mm wide, are cut from the patch.
5. Slits, 0.35 mm wide and 1.5 mm in length, are cut

on both sides of the feed line in the patch.

Fig. 1. Front and rear view of the proposed antenna (All
dimensions are in mm).

6. A circular slot of 1 mm diameter is cut from the
ground plane for enhancing the bandwidth.

IV. RESULTS AND DISCUSSIONS
The objective of this paper is to design a minia-

ture antenna for body area network applications work-
ing at 5.8 GHz, with an impedance bandwidth of more
than 1 GHz.

We start with the hexagonal patch with a side of 4.5
mm. The antenna in stage 1 in Figure 2 (a) has the res-
onant frequency occurring at 24.9 GHz. In stage 2, the
first slit is introduced as shown in Figure 2 (b). Due to



MAHAPATRA, MOHANTY: SLIT-LOADED HEXAGONAL PATCH FOR BODY AREA NETWORK APPLICATIONS AT 5.8 GHZ 1432

Fig. 2. Design stages of the antenna.

the increased capacitance, the resonant frequency of the
stage 2 antenna comes down to 15.6 GHz. However, to
further reduce the resonant frequency close to the band
of interest, we introduce the second slit closer to the feed.
From the return loss of antenna of stage 3 shown in Fig-
ure 2 (c), it can be seen that the resonant frequency (5.1
GHz) comes close to the required frequency, 5.8 GHz.
The return loss is –15 dB. For better performance, the
matching with the port should be improved. For improv-
ing the match, the inset feeding technique is used. The
resulting antenna in stage 4 now resonates at 5.8 GHz
with an improved return loss of –31.15 dB as can be seen
from Figure 2 (d). To further enhance the bandwidth and
the gain of the antenna, a circular slot is introduced in
the ground plane near the feed point of the patch. The
resulting antenna of stage 5 and its corresponding return
loss plot is shown in Figure 2 (e). A comparison of gains
of antennas of stage 4 and stage 5 is given in Figure 3.
The addition of the slot in the ground plane increased the
gain by at least 4 dB in the broadside direction. It is also
observed that the back lobes also reduce considerably.

The antenna of stage 5 was finalized as it met our
requirements and the antenna was fabricated. The fab-
ricated antenna is shown in Figure 4. Figure 5 shows
S11 or reflection coefficient plots of the simulated and
the fabricated versions. The return loss at 5.8 GHz for
the simulated design is –36.5 dB and for the fabricated
antenna is –31.23 dB. This frequency is considered for
body area network communications. The antenna covers
the ISM band and is capable of handling high data rate
communications. The bandwidth of the simulated design
is observed to be 1.17 GHz and that of the fabricated one
is found to be 1.06 GHz.

Fig. 3. Gain vs frequency plot of antenna in stage 4 and
stage 5.
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Fig. 4. Fabricated antenna.

Fig. 5. A comparison of return loss characteristics of the
simulated and fabricated versions.

Figure 6 shows the gain of the antenna in directions
at phi equal to 0 and 90 degrees, corresponding to H-
plane and E-plane respectively. It can be observed seen
that in the broadside direction, the gain is 5.81 dB. It can
also be observed that due to the ground plane the back
radiation has been reduced. A high gain is one of most
characteristics for an antenna designed for wearable pur-
poses as it compensates for various losses to some extent.
The front-to-back ratio (FBR) can be computed from the
gain plot by taking the ratio of maximum gain to the gain
in opposite direction. FBR, in dB = maximum gain (dB)
– gain in exactly opposite direction (dB). The maximum
gain is 5.81 dB and the gain in the opposite direction is
–6.12 dB. Thus, the FBR is 11.93 dB. This is an impor-
tant result as it shows how much of the radiation is in
the forward direction. This gives the idea of radiation

Fig. 6. Gain plot of the proposed antenna.

Table 1: Summary of results
Parameters Simulated Measured
Freq [GHz] 5.8 5.8
S11 [dB] –36.5 –31.25
Bandwidth (< –10 dB) 1.17 1.06
Peak Gain [dB] 5.8
Radiation Efficiency [%] 72.3
Front-to-Back Ratio 11.92

being directed away from the human body. The radia-
tion efficiency was found to be 72.3% as a result of better
matching.

Figure 7 presents the radiation pattern in the E-plane
and H-plane of the antenna measured at 5.8 GHz, with 10
dBm input power. Figure 8 (a) shows the electric field
distribution and 8(b) shows the surface current distribu-
tion at 5.8 GHz. It can be observed that the slits dis-
turbed the surface current distribution resulting in bet-
ter bandwidth. A high value of the electric field can be
observed near the slits. This indicates a better power
transfer toward the radiating edges and a reason for the
better efficiency of the antenna. Table 1 summarizes the
findings of this work.

Figure 9 shows the simulated evaluation of the
antenna to find the SAR. The antenna was evaluated on a
simplified 4-layer 2/3rd muscle model. In the 2/3rd mus-
cle model, the muscle occupies 2/3rd of the volume of the
tissue. Such tissues are mostly found on arms and thighs.
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Fig. 7. Radiation pattern plots at 5.8 GHz.
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The antenna was placed on the model and simulated
results were observed. The living tissues absorb electro-
magnetic waves and heat up. SAR represents the degree
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Fig. 9. Evaluation of SAR at 5.8 GHz.

Table 2: Dielectric constants and loss tangents of various
layers at 5.8 GHz

Layers Skin Fat Muscle Bone
Dielectric 36.9549 5.0905 51.7447 10.3329
constant
Loss Tangent 0.3281 0.2592 0.3516 0.3723

of heating produced by electromagnetic waves emitted
by the antenna. The threshold value of SAR is 1.6 W
kg−1 [25]. The SAR value of the antenna was observed
to be 0.5633 W kg−1. This further makes the antenna
suitable for body area network applications. A compar-
ison with some previous works has been presented in
Table 3.

V. CONCLUSIONS
In this work, a miniaturized hexagonal patch

antenna is proposed. The miniaturization was possible
due to two slits. The gain enhancement was done by a
circular slot on the ground plane. The antenna is fed by
a microstrip line at an inset and produced better match-
ing results. The antenna operated in the frequency range
5.12–6.34 GHz and resonated at 5.8 GHz. The mea-
sured value of the antenna agrees closely with the sim-
ulated results. The gain was observed to be 5.81 dB
and the front-to-back ratio to be 11.92 dB at 5.8 GHz.
The SAR analysis yielded an average SAR of 0.5633 W
kg−1. These characteristics make the antenna suitable
for body area communications at high data rates.
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Abstract – In this paper, a switched beam antenna system
consists of four Vivaldi antennas for vehicle-to-vehicle
communication is presented. The proposed design is
realized on a substrate material of “Rogers 5880” with
εr = 2.2, tanδ = 0.002, and 0.508-mm substrate thick-
ness. The antenna is designed to operate at a center fre-
quency of 28 GHz with operating bandwidth of 1.463
GHz. An overall realized gain of 9.78 dBi is achieved
at the intended center frequency. The proposed antenna
is designed and simulated using CSTMWS. It is also
fabricated using photolithography techniques and mea-
sured using R&S vector network analyzer. Good agree-
ment is obtained between both CSTMWS and measured
results.

Index Terms – Vivaldi antenna, intelligence transporta-
tion system (ITS), vehicle-to-vehicle (V2V) communica-
tion, switched beam antenna, 5G applications.

I. INTRODUCTION
Intelligence transportation system (ITS) is built

depending on dedicated short range communication
(DSRC) technology which presents a high reliabil-
ity and a fast data transmission [1–7]. This sys-
tem improves the road safety to avoid car accidents
and reduce the traffic jam by sending all the informa-
tion about the road to the drivers to make decisions.
There are four classifications of V2X wireless commu-
nications: vehicle-to-vehicle (V2V), vehicle-to-personal
(V2P), vehicle-to-infrastructure (V2I), and vehicle-to-
network (V2N) [8–14]. A low-profile monopolar was
introduced and two antenna designs were presented:
low-profile and flush-mounted [15]. Both antennas were
surrounded by a thin plastic radome. Four-element
monocone broadband antenna for V2X wireless commu-
nication is introduced [16]. Three antennas were pro-
posed and discussed in the cavity to offer a significant
room for antennas and radio frequency [17]. A low-
profile wideband monopolar antenna size is reduced by
adding four tapered slots which make it applicable for
vehicles and helmets [18]. Three antenna arrays consist-

ing of 16 patches in each array were developed to operate
at 61 GHz [19].

There are many techniques for beam switching that
can be used to reconfigure the radiated beams [20, 21].
Some of them are traditional such as digital beamform-
ing [22], butler matrix [23], and phased array antennas
[24]. Narrow bandwidth, bulky structure, and compli-
cated beamforming networks are disadvantages of these
methods at microwave frequencies. Another method to
satisfy the beam switching configuration is by using PIN
diodes which are operated by DC controlled circuit [25–
28]. In [25], RF switch controlled by a microcontroller
to feed a 2 × 2 array antenna is introduced.

In this paper, four switched beam Vivaldi antennas
with single port are designed, simulated, and fabricated
for V2V wireless communication system. The proposed
antenna provides a full 360o coverage area with high
gain and large distance compared with an omnidirec-
tional one. The antenna is designed to operate at a fre-
quency of 28 GHz for mm-wave and 5G applications.

II. PROPOSED ANTENNA DESIGN
Figure 1 introduces the configuration of the pro-

posed antenna structure. Four symmetric microstrip Vi-
valdi antennas are placed at different directions with an
angle of 90o between each two antennas to cover the full
360o area. Five PIN diodes are used to connect the sin-
gle port of the structure to each antenna. A controlled
circuit is applied to switch the PIN diodes to ON/OFF
states. Details of the single patch antenna and the overall
structure are described below.

A. Single microstrip Vivaldi antenna
Figure 2 shows the design of the proposed Vivaldi

antenna and its structure. The structure of the proposed
antenna is realized by subtraction of an elliptical shape
from the rectangular patch antenna on each side. The
antenna is placed on a substrate of type “Roger 5880”
with εr = 2.2, tanδ= 0.002, and 0.508-mm thickness.
The overall antenna size for a single patch is Lsub =
32.25 mm and Wsub = 16 mm. Table 1 shows the dimen-
sions of the structure and all dimensions are in mm. The
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Fig. 1. Configuration of the proposed switched beam Vi-
valdi antennas.

Table 1: The dimensions of the proposed antenna ele-
ment in the designed structure
Parameter Length (mm) Parameter Length (mm)

Lsub 32.25 Wsub 16
LP 9.581 WP 0.705
L f 13 Wf 1.65
Lg 8.75 Rg 4.25
Ri 9.775 Rout 28.825

dimension of Rg represents a minor radius of an ellipse
which has a center at the edge of the substrate. Figure 3
shows the return loss of the single patch antenna.

A parametric study is obtained for each dimension
individually while the other parameters are constant.
Figure 4 discusses the effect of changing the length of LP
which tends to shift the resonance frequency and change
the value of return loss (S11). Increasing of LP tends to
increase the resonance frequency and increase the return
loss while the gain decreases. In Figure 5, increasing of
WP tends to decrease the resonance frequency, while the
return loss (S11) approximately remains the same. Elab-
orating the results of all parametric studies, it is easy to
choose the proper dimensions that achieve the resonant
frequency at 28 GHz based on the required specifications
and application. Figure 6 shows the radiation pattern
of the proposed antenna at the resonant frequency. In
Figure 7, the overall antenna gain for the single patch
element is presented.

B. Proposed complete structure
The designed structure consists of four elements of

the Vivaldi antenna designed. The four elements are con-

Fig. 2. The design of the proposed Vivaldi antenna and
its structure.

Fig. 3. The S-parameter (S11) of the single patch antenna.

Fig. 4. A parametric study of increasing and decreasing
of the length LP.
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Fig. 5. A parametric study of increasing and decreasing
of the length WP.

Fig. 6. The simulated radiation pattern of the single patch
Vivaldi antenna.

Fig. 7. The overall antenna gain for the single patch an-
tenna.

Fig. 8. The complete proposed structure with four ele-
ments.

structed to cover the overall area by making the angle be-
tween any two elements equal to 90◦; so the overall cov-
erage angle will be 360◦ as shown in Figure 8. The main
benefit to use this structure instead of an omnidirectional
antenna is the high gain and long distance that the signal
can travel compared with the omnidirectional antenna.
One microstrip feedline is used to feed the four elements.
PIN diodes controlled by switching circuits are used to
select the radiated antenna sequentially to transmit and
receive the signals in all directions. PIN diodes offer a
very good linearity and are applied for high power appli-
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Table 2: Four configurations of the proposed antenna us-
ing switched RF diodes

State Switched Diodes RadiatorD1 D2 D3 D4 D5
1 ON OFF OFF OFF OFF Antenna 1
2 OFF OFF ON OFF ON Antenna 2
3 OFF OFF ON ON OFF Antenna 3
4 OFF ON OFF OFF OFF Antenna 4

Fig. 9. A parametric study of increasing the length LP.

Fig. 10. The S-parameter (S11) of the complete antenna
structure: blue curve for antennas 2 and 3 and the red one
for antennas 1 and 4.
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Fig. 11. The radiation pattern of the complete antenna structure: (a) antenna 2 is ON, (b) antenna 3 is ON, (c) antenna
4 is ON, and (d) antenna 1 is ON.

Table 3: The dimensions of the overall proposed antenna
structure
Parameter Length (mm) Parameter Length (mm)

L1 23.85 W1 16
LP 9.882 WP 0.39
L f 12 Wf 1.65
L f 1 14.35 L f 2 9.60
Lg 25 Wg 25

Lgro 12.85 Wgro 1.65
Rg 4.25 Wc 5.355
Ri 9.775 Rout 28.825

cations at microwave frequencies. An AlGaAs PIN diode
of type “MA4AGBLP912” with a small ON-resistance,
low capacitance, and significant fast switching speed is
applied. The proposed structure is shown in Figure 8.
The relationship between the switched RF diodes and the
four radiator antenna structures is tabulated in Table 2.
The shape of feedline is different in each case; so a para-
metric study for the shape of the feedline is presented in
Figure 9. A groove between each two elements is used
to enhance the system operation and improve the return
loss. Table 3 shows additional dimensions for the pro-
posed structure. In Figure 10, the return loss (S11) of the
four elements is shown. Figure 11 shows the radiation
pattern of the proposed structure. In Figure 10 (a), for
example, the diodes D3 and D5 are ON and D1, D2, and
D4 are OFF, and then antenna 2 will operate and the ra-
diation will be in the –90o direction. In Figure 10 (b), the
diodes D3 and D4 are ON and D1, D2, and D5 are OFF,
and then antenna 3 will operate and the radiation will
be in the 0o direction and so on. The overall gain over
the frequency range of operation for the full structure is
studied.

III. RESULTS AND DISCUSSION
A. Single element

The proposed single element Vivaldi antenna is de-
signed and simulated by CST software. This structure
is operated at a resonance frequency of 28 GHz to cover
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Fig. 12. The fabricated antenna design.

Fig. 13. The comparison of simulated and measured S11
results for single element antenna.

Fig. 14. The comparison between simulated and mea-
sured overall gain versus frequency results for the single
element.

the ITS and 5G applications. It has a return loss of
31.5 dB at a resonance frequency. The antenna is fabri-
cated using the photolithography method and measured
using vector network analyzer (R&S ZVA 67). Figure 12

Fig. 15. The comparison between simulated and mea-
sured radiation patterns (normalized).

Fig. 16. The fabricated antenna structure: (a) top view;
(b) bottom view.

shows the fabricated single element antenna. Good
agreement is achieved between the simulated and mea-
sured results.

The return loss comparison curves are shown in
Figure 13. The gain of the antenna is also measured and
Figure 14 shows the comparison between measured and
simulated results. The comparison between simulated
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Fig. 17. The comparison of simulated and measured S11
results for antennas 1 and 4 in the complete structure.

Fig. 18. The comparison of simulated and measured S11
results for antennas 2 and 3 in the complete structure.

and measured radiation pattern (normalized) is intro-
duced as shown in Figure 15.
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Fig. 19. The comparison between simulation and measurements of overall structure radiation pattern (normalized).

Fig. 20. The comparison between simulated and mea-
sured overall gain versus frequency results for a single
element within the complete structure.

B. Complete structure
The complete antenna structure is designed on the

same substrate of “Rogers 5880.” The complete antenna
structure is fabricated and measured. Figure 16 shows
the fabricated antenna structure. The return loss is mea-
sured and compared with the simulated one. Figure 17
shows the return loss for antennas 1 and 4 elements. The
measured result is closed to the simulated one with some
notches. Figure 18 shows the return loss for antennas
2 and 3 elements. The radiation pattern and the gain
are also measured and compared with the simulated one.
Good agreements are achieved between the simulated
and measured results. Figure 19 shows the comparison
between the simulated and measured radiation patterns.
Figure 20 shows the overall gain versus frequency for the
complete structure. The comparison between this work
and previous works is tabulated in Table 4.

IV. CONCLUSION
A switched beam antenna system that consists

of four elements of Vivaldi antennas for V2V com-
munication in 5G application is introduced. The
designed antenna achieves a wide bandwidth of 5.38%
around the operating center frequency of 28 GHz.



AMEEN, AHMED, ELSADEK, ANIS: SWITCHED BEAM ANTENNA SYSTEM FOR V2V COMMUNICATION IN 5G APPLICATIONS 1444

Table 4: Comparison with pervious works
Paper [15] [16] [18] [19] [20] This Work

Center frequency
[GHz]

0.67 25.9 61 1 60 28

Bandwidth
(at –10 dB)

[%]

14.3 23.7 2.46 36 3.33 5.86

Coverage area
(degree)

360 180 66 50 90 360

Gain
(dBi)

5.8 6.1 18.7 9 3 9.78

Size
(in mm)

144 × 144 570 × 220 46.4 ×31 250 × 250 14.7 × 11.9 48.85 × 48.85

The omnidirectional radiation is achieved by using the
four elements of Vivaldi antennas. The antenna shows
remarkable radiation characteristics and a high gain of
more than 9.78 dBi. The proposed antenna has achieved
a bandwidth of 1.64 GHz for the single element and 1.11
GHz for the complete structure. The antenna is fabri-
cated and measured.
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Abstract – Uncertainty analysis plays a significant role
in electromagnetic compatibility (EMC) simulation, but
suffers from convergence determination thereby reduc-
ing simulation accuracy and computational efficiency. In
this paper, an improved mean equivalent area method is
proposed to enhance calculation accuracy. It shows that,
using a benchmark example, the proposed method suc-
cessfully achieves the convergence determination of the
stochastic reduced order models (SROMs), and realizes
further promotion of uncertainty analysis method.

Index Terms – EMC simulation, uncertainty analysis,
convergence determination, improved mean equivalent
area method, stochastic reduced order models

I. INTRODUCTION
In order to accurately describe the randomness and

the uncertainty in the actual engineering environment,
the uncertainty simulation methods have received exten-
sive attention in the field of electromagnetic compatibil-
ity (EMC) in recent years [1].

Among the uncertainty analysis methods, the Monte
Carlo method (MCM) is the most commonly used. The
MCM uses a large number of sampling points to simulate
the randomness of the simulation input, and determinis-
tic EMC simulation is performed at each sampling point
to obtain the uncertainty analysis results [2–4]. However,
the computational efficiency of the MCM is extremely
low, which makes it gradually lose competitiveness.

Since 2013, the stochastic Galerkin method (SGM)
and the stochastic collocation method (SCM) of the gen-
eralized polynomial chaos theory have been successfully
applied in EMC simulation. They use chaotic polyno-
mials under a specific order to expand the uncertainty
output, and then obtain the uncertainty analysis results
through the Galerkin projection technology or the mul-
tidimensional Lagrange interpolation technology [5–8].

It is proved that the calculation accuracy of the SGM
and the SCM is at the same level as the MCM, but
their calculation efficiency is significantly higher than
the MCM. However, when the number of random vari-
ables increases, the calculation time of the SGM and the
SCM will increase exponentially, which is the so-called
“dimension disaster” problem.

In 2016, the stochastic reduced order models
(SROMs) have been proposed, which can completely
avoid the emergence of the “dimension disaster” prob-
lem. Using the optimized algorithm for clustering, the
SROM can select several feature points to represent sam-
pling points under large number. Deterministic EMC
simulation at each feature point is performed, and the
final uncertainty analysis results can be obtained. The
limitation of the SROM is that there is no way to judge
whether the algorithm has converged, so the exact num-
ber of feature points cannot be determined [9].

In fact, for each uncertainty analysis method, how
to accurately judge its convergence is a key issue that
needs to be solved urgently. In other words, judging
convergence is an indispensable step to determine the
number of sampling points of the MCM, the order of
chaotic polynomials of the SGM and the SCM, or the
number of feature points of the SROM. Obviously, if
the algorithm does not converge, there will be errors
in the uncertainty analysis results. On the contrary, if
an excessively large number of sampling points, chaotic
polynomial orders or feature points are used in order
to ensure convergence, it will be a waste of computing
resources.

In order to solve the convergence determination
problem of uncertainty simulation, the mean equivalent
area method (MEAM) is proposed [10]. The MEAM
draws on the idea of effectiveness evaluation in the fea-
ture selective validation (FSV) method, and applies the
common area between the probability density curves of
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standard data and simulation data as the evaluation cri-
terion. The effectiveness of the simulation results under
adjacent orders or adjacent points is evaluated. When
the evaluation result is “excellent” (the common area
is greater than 0.95), it indicates that the algorithm has
converged.

However, in order to achieve the purpose of stan-
dardization and generalization, the conventional MEAM
uses a uniform distribution curve to replace the original
probability density curve. Therefore, many details are
ignored in calculating the common area, which reduces
the accuracy of the algorithm.

This paper proposes the improved mean equivalent
area method (Improved MEAM), which can accurately
calculate the common area under the premise of ensuring
standardization and generalization. Meanwhile, a con-
vergence determination method based on the proposed
method is given for the SROM, in order to determine the
number of feature points.

The structure of this paper is as follows. The
detailed description of the improved MEAM is provided
in Section II. Section III offers the calculation accu-
racy verification of the improved MEAM. The conver-
gence determination of the SROM is shown in Section
IV. Discussion about convergence determination method
of MCM, SGM, and SCM is given in Section V. Section
VI presents the conclusion part of this paper.

II. IMPROVED MEAN EQUIVALENT AREA
METHOD

Uncertainty analysis results are usually presented in
the form of sampling points. Applying the statistical cal-
culation, the expected value, the standard deviation, the
worst-case estimate, or the probability density curve can
be obtained. Obviously, the probability density curve is
the most important result, because it can retain all the
information of the uncertainty analysis. According to
this feature, the conventional MEAM quantifies the dif-
ference between the simulation result and standard data
by calculating the value of the common area surrounded
by their probability density curves, in order to judge the
accuracy of the simulation result. At the same time, in
order to meet the needs of standardization and scala-
bility, the conventional MEAM uses a uniform distribu-
tion curve to approximate the original probability density
curve, and converts the calculation of the common area
into the calculation of the rectangular area. This approx-
imation ignores some details of the original PDF curve,
which will bring calculation errors.

In the improved MEAM, N rectangles are used to
approximate the probability density curve, aiming to
ensure that the premise of standardization preserves the
details of the probability density curve as much as pos-
sible, as shown in Figure 1. The specific steps of the

Fig. 1. Approximation of probability density curve.

approximate process are as follows:

1. Calculate the maximum value xmax and the mini-
mum value xmin of M sampling points.

2. Take N–1 points at equal intervals between xmin and
xmax to form N intervals, for example, N = 5 in
Figure 1.

3. Count the number of sampling points in each inter-
val Mi, and calculate the percentagePi =

Mi
M .

4. Each rectangle is regarded as a uniform distribution
with a total probability of Pi.

Both standard data and simulation results can be
transformed into N rectangles, as shown in Figure 2.
The calculation of the common area between the prob-
ability density curves is transformed into the calculation
of the common area between the rectangles. According
to reference [10], conventional MEAM can calculate the
common area of two rectangles, so the common area cal-
culation of the improved MEAM can be given by the fol-
lowing formula:

Areafinal =
N

∑
i=1

N

∑
j=1

AreaMEAM(Rsta
i ,Rsim

j ), (1)

where Rsta
i represents the ith rectangle of the standard

data, and Rsim
j represents the jth rectangle of the simula-

tion result. AreaMEAM indicates that the common area
of two rectangles is calculated using the conventional
MEAM, its calculation formula is as follows:

AreaMEAM(Rsta
i ,Rsim

j ) = bM×hM, (2)

where bM represents the bottom of the rectangular com-
mon area, and hM is the height of the rectangular
common area. The calculation formula for the height
hM is:

hM = min{ 1
2
√

3σ sta
i

,
1

2
√

3σ sim
j
}, (3)

where σ sta
i is the standard deviation of the uniform

distribution represented by Rsta
i , and σ sim

j is the stan-
dard deviation of the uniform distribution represented
by Rsim

j .
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Fig. 2. The common area in the improved MEAM.

Table 1: Calculation results of bM

Condition bM
1 mx,1 < mx,2 < mx,3 < mx,4 0
2 mx,1 < mx,3 < mx,2 < mx,4 mx,2−mx,3
3 mx,1 < mx,3 < mx,4 < mx,2 mx,4−mx,3
4 mx,3 < mx,1 < mx,2 < mx,4 mx,2−mx,1
5 mx,3 < mx,1 < mx,4 < mx,2 mx,4−mx,1
6 mx,3 < mx,4 < mx,1 < mx,2 0

The bottom bM is determined by Table 1. The inter-
mediate coefficient expression is:

mx,1 = msta
i −
√

3σ sta
i

mx,2 = msta
i +
√

3σ sta
i

mx,3 = msim
j −

√
3σ sim

j
mx,4 = msim

j +
√

3σ sim
j

, (4)

where msta
i is the average value of the uniform distribu-

tion represented by Rsta
i , and msim

j is the average value of
the uniform distribution represented by Rsim

j .
Obviously, N2 times conventional MEAM opera-

tions are required in one improved MEAM operation.

III. ACCURACY VERIFICATION OF THE
IMPROVED MEAN EQUIVALENT AREA

METHOD
In order to verify the accuracy of the improved

MEAM, a calculation example of the common area prob-
lem is given. In calculation example, the probability den-
sity function of standard data is supposed as:

PDF(x) =
{ 3

8 [−2x2 +8x−6], 1≤ x≤ 3
0, x is other value

. (5)

The probability density function of the simulation result
is given as:

PDF(x) =


3
8 [−2(x− k)2 +8(x− k)−6],

1+ k ≤ x≤ 3+ k
0, x is other value

, (6)

where the value of k can be changed to generate differ-
ent calculation examples. In this section, the value of k
ranges from 0.02 to 1.5, and sampling points are taken
every 0.02, for a total of 75 examples. Figure 3 shows
the calculation example when k is 0.2.

Fig. 3. Calculation example when k is 0.2.

It is worth noting that since the simulation result and
the standard data are in the form of definite probabil-
ity density functions, the real common area value can be
obtained by directly performing integral operations.

In order to apply the conventional MEAM and the
improved MEAM, the probability density function needs
to be converted into the form of sampling points. Take
the simulation result as an example, the distribution func-
tion is calculated first, which is shown as:

CDF(x) =


0, x≤ 1+ k
− 1

4 (x− k)3 + 3
2 (x− k)2− 9

4 (x− k)+1
1+ k ≤ x≤ 3+ k

1, x≥ 3+ k

.

(7)
After sampling the interval [0,1] according to the
uniform distribution, the following equation can be
solved:

CDF(x) =U [0,1] , 1+ k ≤ x≤ 3+ k. (8)
The set of solution results becomes the sampling points
that characterize the probability density function. Simi-
larly, eqn. (5) can also be transformed into the form of
sampling points.

Using the conventional MEAM and the improved
MEAM to calculate the common area of 75 examples,
the results are shown in Figure 4. Among them, the black
solid line represents the standard data, and the result is
obtained by integrating the probability density function.
The blue dashed line is the calculation result of the con-
ventional MEAM, and the red dashed line is the calcula-
tion result of the improved MEAM.

Compared with standard data, Figure 5 shows the
calculation errors of the conventional MEAM and the
improved MEAM respectively.

Through calculation, the average error of the con-
ventional MEAM is 12.94%, and that of the improved
MEAM is 4.48%. Therefore, it is clearly proved that
the proposed method has a greater improvement in the
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Fig. 4. Accuracy comparison of the conventional MEAM
and the improved MEAM.

Fig. 5. Error results of the conventional MEAM and the
improved MEAM.

accuracy of calculating the common area than the con-
ventional MEAM.

IV. CONVERGENCE DETERMINATION OF
THE SROM

In this section, the improved MEAM is applied to
judge the convergence of SROM, which is a popular
uncertainty analysis method. The convergence decision
criterion is as follows:

1. SROM is used to calculate the uncertainty analysis
results when the number of feature points is 2 and
22, and the common area value of the two results is
obtained through the improved MEAM. If the area
value is greater than 0.95, go to step 3., otherwise
go to step 2.

2. SROM is applied to continue to calculate the uncer-
tainty analysis result when the number of feature
points is 23, and calculate the common area value

Fig. 6. The uncertainty analysis problem in the
reference [8].

when the feature points are 22 and 23. If it is greater
than 0.95, enter step 3., otherwise continue to cal-
culate the uncertainty analysis result when the num-
ber of feature points is 24, until the common area
value is greater than 0.95 when the feature points
are 2n−1and 2n.

3. When the number of feature points is 2n, the algo-
rithm is judged to be convergent. Its corresponding
uncertainty analysis result is the result of SROM.

To verify the validity of the criterion, a typical
uncertainty analysis problem in EMC simulation is pre-
sented in this section. The problem is the crosstalk cal-
culation of the cables with the wires which are random
in height, and this example is mentioned in the refer-
ence [8]. The parameters of the problem are shown
in Figure 6. The amplitude of the excitation source is
1V , the radius of the radiating conductor and the dis-
turbed conductor are both 0.1mm, the horizontal distance
between the two conductors is 0.03m, the length of the
two conductors are both 0.5m. All the loads are 50Ω.

The heights of the two conductors are uncertain,
and the height of the radiating conductor h1 obeys
uniform distributionU [0.04,0.05]mwhile the height of
the disturbed conductor h2 obeys uniform distribution
U [0.025, 0.035]m. Using a random variable model to
describe this uncertainty factor, the following relation-
ship can be obtained:

h1 = 0.045+0.005×ξ1, (9)
h2 = 0.03+0.005×ξ2, (10)

where ξ1andξ2 both stand for the uniform distribution
[−1, 1].

For the SROM, the random variables ξ1 and ξ2 are
sampled first, and a fixed number of feature points are
selected. Then, single deterministic EMC simulation is
performed on each feature point, and the final uncer-
tainty simulation result can be obtained. More details
about the SROM can be found in reference [9]. The
uncertainty analysis is realized respectively when the
number of feature points is 2, 4, 8, and 16. The number
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Table 2: Convergence determination process of the
SROM
Number of Feature Points The Common Area Value

2 times and 4 times 0.5337
4 times and 8 times 0.7235

8 times and 16 times 0.9606

of feature points represents the number of deterministic
simulations required. Therefore, the smaller the number
of feature points, the shorter the simulation time. Using
the improved MEAM, Table 2 shows the convergence
determination process of the SROM.

According to Table 2, the number of convergence
feature points of SROM in this example is 16. It is worth
noting that only two feature points will not be used in
actual simulation process. In this article, this selection is
to better show the convergence process of the SROM.

In uncertainty analysis field, the results of the MCM
are usually regarded as the standard answer. This paper
also compares the SROM results under different times
with the MCM results, as shown in Figure 7 and Figure 8.
Figure 7 presents the expectation results, and Figure 8
gives the standard deviation results.

In Figure 7, except two times SROM, the other
results are close to the MCM results. It shows that when
the number of feature points is 4, the estimate of expec-
tation is accurate. In contrast to Figure 8, the SROM
result is accurate only when the number of feature points
is greater than 8. Obviously, when the feature point is 8,
the algorithm is close to convergence. However, in order
to ensure that the SROM completely converges, it is con-
sidered that 16 is the number of true convergent feature
points.

In order to further describe the convergence pro-
cess, the FSV method is introduced to quantify the differ-
ence between the MCM results and the SROM results in

Fig. 7. Expectation results of the SROM.

Fig. 8. Standard deviation results of the SROM.

Table 3: FSV results of the SROM under different times
Expectation Standard

Deviation
MCM and 2 times

SROM 0.0492 0.7615

MCM and 4 times
SROM 0.0003 0.4763

MCM and 8 times
SROM 0.0017 0.0205

MCM and 16 times
SROM 0.0005 0.0144

Figure 7 and Figure 8, as shown in Table 3. More details
about the FSV method can be obtained in the references
[11] and [12].

According to the FSV results in Table 3, it is clearly
shown that 16 is the number of convergent feature points.

In this example, the simulation time of the MCM
is 642.57 s, while that of the SROM is only 1.68 s. It
proves the unique advantage of the SROM in computa-
tional efficiency.

In summary, the improved MEAM can accurately
determine the convergence of the SROM.

V. DISCUSSION
A. Convergence decision of the MCM

The number of basic sampling points N is deter-
mined first, and usually N is several hundred times.
Then, the uncertainty analysis is respectively performed
by using the MCM when the number of sampling points
is N and 2N. Based on the improved MEAM, the com-
mon area value between the uncertainty analysis results
is calculated. If the area value is greater than 0.95, 2N
is the number of convergent sampling points. Otherwise,
MCM must be used for simulation under the sampling
points 22N, 23N and so on, until the common area value



1451 ACES JOURNAL, Vol. 36, No. 11, November 2021

between the uncertainty analysis results of adjacent sam-
pling points is greater than 0.95.

In the calculation example of Section IV, N is
selected as 800, and the algorithm has converged when
the number of sampling points is 6400.

B. Convergence decision of the SGM and the SCM
Whether it is the SGM or the SCM, the uncertainty

analysis results are calculated first when the chaotic
polynomial orders are 2 and 3. The improved MEAM
is applied to calculate the common area value between
adjacent order results. If the area value is greater than
0.95, the convergence order is 3. Otherwise, the uncer-
tainty analysis result must continue to calculate with
chaotic polynomial order 4, 5, and so on, until the com-
mon area value between adjacent order results is greater
than 0.95.

VI. CONCLUSION
In this paper, the improved MEAM is proposed

to solve the problem of convergence determination of
uncertainty analysis methods in the EMC simulation
field. It is certified that the proposed method not only
retains the advantages of the conventional MEAM in
standardization and generalization, but also calculates
the common area values more accurately. Using a cal-
culation example in published reference, the improved
MEAM successfully achieves the convergence deter-
mination of the SROM. Finally, the promotion of the
improved MEAM in convergence determination for three
famous uncertainty analysis methods (MCM, SGM, and
SCM) is also described.
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Abstract – Many design optimization problems have
high-scale problems that require the use of a fast, effi-
cient, accurate, and reliable model. Recently, artificial-
intelligence-based models have been used in the field
of microwave engineering to model complex microwave
stages. Here, an eight-layer symmetrical microstrip low-
pass filter (LPF) is modeled using a multi-layer per-
ceptron (MLP) with reduced data with Latin hypercube
sampling. It is used to obtain target−test relationships in
the MLP model along the frequency band whose electri-
cal length in each layer determines the performance of
the microstrip filter. Electrical length lower and upper
limits were preferred in the widest range. The study
presents the design and analysis of a non-uniform sym-
metrical microstrip LPF with a cutoff frequency of 2.4
GHz. Next, different network models are compared to
find the variation of the non-uniform microstrip LPF
around 2.4 GHz along the specified frequency band S11
and S22 (dB) for different electrical lengths. It has been
observed that the network models of the microstrip LPF
are both more computationally efficient and as accurate
and reliable as the electromagnetic simulator.

Index Terms – Microstrip low-pass filter, MLP, deep
learning, non-uniform microstrip filter.

I. INTRODUCTION
Microstrip low-pass filters are two-port elements

that pass signals below the specified cutoff frequency
but do not pass signals above or reduce their ampli-
tude. This reduction amount varies according to the filter
design. For example, the filter used in audio applications
is called the treble cut or high cut filter. High-pass fil-
ters are the opposite of low-pass filters. Band-pass fil-
ters are a combination of low- and high-pass filters. The
main application areas of low-pass filters are electronic
circuits, image processing, sound processing, and acous-
tic problems. Low-pass filters are frequently used in
millimeter-wave and microwave systems to pass below
and above the desired cutoff frequency [1, 2]. The most
striking features of microstrip low-pass filters are their
small size and low interlayer losses. For this reason, its

use in the fields of cellular mobile communication, espe-
cially in electronic circuits, has become quite widespread
[1]. Embedded techniques and artificial neural networks
(ANNs) [3], transmission lines [4, 6], waveguides [7],
etc., examples are also available. In addition to all these,
there are also spiral and FET amplifier studies [8, 10]. In
recent years, artificial intelligence algorithms have been
used in many high-performance circuit designs. They
have been frequently used in many different microwave
circuit designs [11], such as unit cell models [12, 13] for
large-scale reflective array antenna designs and model-
ing of microstrip transmission lines [14, 15]. The algo-
rithm and architectural structures used in the study are
available in the multi-layer perceptron (MLP) modeling
study for a similar antenna design problem [16]. This
confirms the success of the algorithm and architecture.
All these studies show that scientists working in the field
of RF and microwave cannot remain indifferent to this
developing technology. In addition, the fact that ANN
can learn complex and non-linear training−test relation-
ships and make predictions with them has revealed the
idea that a study can be done by combining these two
subjects. In a study, a three-element filter was designed
with ANN [17]. The same author has other works on this
work [18]. In a modeling study with user-preference-
based range and step width, the total number of sam-
ples was specified as 55,450 [4]. In another recent study,
artificial-intelligence-based modeling of the microstrip
filter is available [19]. However, in this study, choosing
W-L as the input parameter increases the total number of
samples used and causes it to be 27,300.

One of the most important points in the design of
surrogate models is to determine the optimum amount
of training data. Failure to select the optimum amount
of training data may result in poor results or poor per-
formance due to high-dimensional samples. For this,
a sampling technique called Latin hypercube sampling
(LHS) was used to reduce data. The data used in
surrogate models are usually obtained using the 3D elec-
tromagnetic (EM) simulation tool. The proposed non-
uniform microstrip low-pass filter is modeled in the CST
microwave studio program. By using the created surro-
gate model, the data of the scattering parameters (S11 and
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S21) of the proposed non-uniform microstrip low-pass
filter depending on the design variables were obtained.
These obtained data were then used as training and test
data for the creation of an ANN-based proxy model.
MLP structure, which is one of the most widely used
structures, was used in the development of the ANN-
based proxy model. Briefly, within the scope of this
study, the variation of S11 and S21 (dB) parameters of a
non-uniform microstrip low-pass filter at 2.4 GHz cutoff
frequency of layers with different electrical lengths along
the determined frequency band is discussed using ANN.
The novelty of the study is that the S11 and S21 (dB)
parameters of the microstrip low-pass filter can be found
quickly, practically, and safely without costly computa-
tion and optimization processes with reduced data.

In the next part of the study, the analysis of the
parameters for the design of the microstrip low-pass fil-
ter and the selection of the input parameters to be used
in the modeling are mentioned. In the third part, a net-
work model design example is presented and information
about MLP training algorithms is given. Subsequently,
an exemplary study was carried out. Finally, the study
was completed with the conclusion and the suggested
part.

II. DESIGN OF MICROSTRIP LOW-PASS
FILTERS

A. Design parameters and analysis
As a design problem, low-pass filters basically con-

sist of two stages. The first step is to identify a suitable
low-pass prototype. Here, the passband fluctuation and
the number of layers must be within the specified specifi-
cations. All of this includes filter sorting between layers.
The conversion from electrical length (gi) parameters to
line lengths (Weight-Length) used in the EM simulator
is available in detail in Chapter 8 of the microwave engi-
neering book [20]. These lengths can also be calculated
using any microstrip line calculator [21]. The second
step is to determine the most suitable model for the deter-
mined microstrip low-pass filter [20]. The impedance
value Z0 value is 50 Ω and the electrical length gi is
taken as normalized values. The filter design is designed
on the layer with the substrate thickness (h) in mm and
the dielectric constant (εr) [22]. The number of layers
is determined during design. The design and modeling
process are performed for the determined value.

The characteristics of the designed microstrip low-
pass filter are given in Table 1. The circuit model for the
microstrip low-pass filter is shown in Figure 1.

B. Modeling parameter detection
The low training cost to be obtained is achieved

by determining the optimum connection weights of the
network. The selection of the input data set is very
important for the determination of these optimum con-

Table 1: Filter design parameters
Definition Parameter Value

Dielectric constant εr 4.4
Layer height h 1.6 (mm)

Cutting frequency f cut 2.4 (GHz)
Filter impedance Z0 50 (Ω)

Lowest line impedance Z0L 20 (Ω)
Highest line impedance Z0H 120 (Ω)

Fig. 1. 3D circuit model for eight-layer symmetrical
microstrip low-pass filter.

nection weights. The input parameter (electrical length
gi) ranges to be used in order to train the network in
the widest range with the most optimum results were
selected in the range of 0.5−2.6 from the results of an
optimization study [23]. These values are in the widest
range band and include the ranges used in other stud-
ies [23, 24]. As it is known, optimization processes are
long and costly processes. For this reason, the modeling
process with the appropriate data set in many subjects
provides a convenient and low-cost opportunity in terms
of time. In addition, data reduction is frequently used
in such applications in a way that does not change the
result obtained from the analysis. For this, a sampling
technique called LHS was chosen and modified accord-
ing to the objectives of the present study. Data reduction
method was used by taking the widest range selected for
each layer as a reference.

LHS is a popular stratified sampling technique first
proposed by MacKay [25] and further developed by
Iman and Conover [26]. It is a sampling method of
random designs that try to be evenly distributed in the
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Table 2: Data set

Parameter Range Sampling Number of
Method Samples

gi 0.50−2.6 LHS 225
Frequency (GHz) 0.05−5.0 Linear 100

Train sample − − (225/2) ×
100

Validation − − (225/2) ×
sample 100

design space. With the LHS, one must first decide how
many sample points to use and remember in which row
and column the sample point is taken for each sample
point. This configuration is similar to having N rooks
on a chessboard without threatening each other [25, 26].
Here, the electrical lengths (gi) of the eight-layer sym-
metrical filter are selected in the ranges given in Table 2.
Equal step spacing was chosen as 0.05 so that there are
100 frequency samples in total.

III. MLP MODEL FOR MICROSTRIP
LOW-PASS FILTER ANALYSIS

MLP-type multi-layer ANNs consist of input, hid-
den, and output layers. The structure of the network
allows multi-element input/output modeling [27]. The
MLP model used in this design is designed for differ-
ent parameters consisting of two, three, and four hidden
layers and consisting of 5, 10, 15, and 20 neurons. Sim-
ilar structures have given successful results for a differ-
ent study before [16]. Neurons input/output layers have
different weight coefficients. In the training phase, mod-
eling continues until the resulting training error rate is
minimized [27]. For this purpose, a combination of two
different activation functions was used between the lay-
ers. As the activation function in the hidden layer, log-
sis is preferred in the last neuron and tansig is preferred
for the other layers. The output obtained as a result of
each iteration is compared with the target, and depend-
ing on the error given, the network training is continued
with the weight renewal process or the training process
is terminated. The total input to the neurons of each
layer is obtained by weighting the neuron outputs in a
lower layer. The training success of the network can be
achieved by adjusting these different weight coefficients
correctly. This adjustment is compared with the output
values in the previous step and corrected in the next step.
Of course, besides these, it is very important to create
the accurate network model. While creating the network
model, there are a total of five input parameters, includ-
ing four electrical length (gi) parameters and frequency,
which are different because the filter has a symmetrical
structure. The black box model of the proposed network
structure is given in Figure 2.

Fig. 2. ANN model for training S11 and S21 (dB) param-
eters of microstrip low-pass filter.

A. Activation functions
In this study, the activation functions used between

layers for MLP type ANNs are, respectively, tangent-
sigmoid (tansig) and logarithmic-sigmoid (logsig).

Tansig: The neuron input−output expression for this
activation function is given in eqn (1) and the change of
the function is given in Figure 3 (a). The dynamic range
of change of the function is the range [−1 1], and the
function neuron shows a non-linear change in this range
depending on the total input. This function is also called
the hyperbolic-tangent function in the literature

a = 2/(1+ e(−2n))−1. (1)
Logsig: The input−output expression of this activation
function, which is also called the sigmoid function, and
the change of the function according to the input are
given in eqn (2) and Figure 3 (b), respectively. The
dynamic range of the function is the range [0 1], and the
function exhibits a non-linear change in this range

a = 1/(1+ e−n). (2)

B. Training algorithms
There are various training algorithms used to train

the selected network. Here, we will explain three dif-

Fig. 3. (a) Tangent-sigmoid function input−output
curve. (b) Logarithmic-sigmoid function input−output
curve.
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ferent neural network algorithms that we used while
creating the algorithm. These algorithms are trainbr
(Bayesian regularization), trainlm (quasi-Newton), and
trainrp (gradient descent) [28].

Trainbr: Bayesian regression algorithm is a network
training function in which the weight values and bias
corresponding to the Levenberg−Marquardt optimiza-
tion are updated. It reduces the combination of weights
and squared errors to determine the appropriate combi-
nation that will help develop an important generalized
quality network, and this whole process is known as
Bayesian editing. Also, this function has some disadvan-
tages such as using Jacobian for calculations; where per-
formance is assumed to be the mean or sum of squared
errors. Therefore, all structures/networks trained with
the trainbr function should use either the mean of squared
errors or the sum of squared errors [29].

Trainlm: Quasi-Newton algorithm provides preferred
and fast optimization over conjugate gradient algorithms.
It is based on the Hessian matrix (second derivatives) of
the performance function with respect to the current val-
ues of the weights and deviations. It provides faster con-
vergence than conjugate gradient methods. Because of
its complexity, it takes a lot of time to find the Hessian
matrix for FFNN. It is also known as the secant method
and does not need any quadratic calculations. The Hes-
sian matrix is updated very closely in all iterations of the
algorithms. Trainlm is an iterative approach where the
performance function will always be reduced in all iter-
ations of the algorithm. Therefore, it becomes the fastest
training algorithm for networks with a modest size. It
also detects the minimum of a multi-variate function,
which is the sum of the squares of non-linear real-valued
functions. Besides its advantages, it has some limita-
tions such as storage problem and computational over-
head [30].

Trainrp: Gradient descent algorithms are popular-
ized training algorithms that perform the basic gradient
descent algorithm that changes the weights and biases
toward the negative gradient of the performance func-
tion. The elasticity back propagation (trainrp) training
algorithm cancels out the results of the weights of the
partial derivatives [31]. In this algorithm, the deriva-
tive sign is used to decide whether to update the weights,
and the size of the derivative does not affect the weight
update. The weight change amount is learned with an
independent update value. If the first derivative of the
performance function by weight is of equal magnitude
for two consecutive iterations [32], the update value is
raised by a factor for each weight and deviation, and the
same weight changes from the previous iteration. If the
derivative is zero, the update will stay the same, and if
the weights are flickering, they will be reduced.

IV. CASE STUDY
In the study part, a modeling study will be made for

the ISM band application of the MLP-based eight-layer
non-uniform microstrip filter. The proposed eight-layer
microstrip filter is formed with a symmetrical structure.
In this symmetric model, there are eight microstrip trans-
mission lines, four of which are different. Therefore,
based on the ANN model in Figure 2, the microstrip fil-
ter consists of five variables in total, including the fre-
quency that will directly affect the output parameters S11
and S21 (dB). Training and validation data sets (Table
1) to construct the proposed MLP-based microstrip filter
model are obtained using the EM simulation tool for the
selected substrate FR4 (h = 1.6 mm; εr = 4.4). For the
intervals given in Table 2, the data set is created using
the LHS method. Here, the number of training and test
data reduced for training is 225× 100 in total. This input
data is sized with the aid of a microstrip line calculator
to obtain the results of S11 and S22 (dB) at each sample
frequency. The resulting data sets are randomly divided
into half as training and test data. This training and test
data are processed with predetermined MLP algorithms
and architectures (a total of 21 different types). All these
applied processes are presented in Figure 4 as a flow
chart. Since MLP algorithms are based on randomly
initiated conditions and processes, the microstrip filter
design is evaluated for 10 different runs to determine the
best, worst, and mean performance of each MLP model

Fig. 4. Flow chart of modeling process of LHS- and
MLP-based low-pass filter.
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Table 3: Performance comparison of ANN models based
on MAE

Algorithm

Architecture Max. Min. Mean
trainbr 5 10 2.09 1.96 2.01

10 15 1.58 1.32 1.47
15 20 1.40 0.98 1.17

5 10 15 0.93 0.81 0.88
5 15 20 1.00 0.76 0.90
10 15 20 0.91 0.55 0.74

5 10 15 20 0.66 0.49 0.62

trainlm

5 10 2.21 2.09 2.16
10 15 1.76 1.20 1.47
15 20 1.32 1.09 1.12

5 10 15 4.17 0.66 2.60
5 15 20 1.17 0.76 0.97
10 15 20 0.79 0.67 0.69

5 10 15 20 1.06 0.63 0.80

trainrp

5 10 2.92 2.76 2.83
10 15 2.46 2.34 2.38
15 20 2.41 2.18 2.28

5 10 15 2.66 2.43 2.55
5 15 20 2.75 2.35 2.41
10 15 20 2.12 1.81 1.99

5 10 15 20 2.37 2.26 2.34

to determine the most stable architecture for the opti-
mization problem.

The following are the commonly used error metrics
used for performance evaluation of MLP models: mean
absolute error (MAE) (eqn (3)); relative mean absolute
error (RMAE) (eqn (4))

MAE =
1
N

N

∑
i=1
|Ti−Pi| (3)

RMAE =
1
N

N

∑
i=1

|Ti−Pi|
|Ti|

(4)

where N is the total number of samples, T is the target
value, and P stands for predicted value.

The performance measures obtained in 10 differ-
ent runs for the 21 different ANN models identified are
given in Table 3. Here, the MAE value is used in the
overall comparison of the models during the validation
process. The error value decreases with the increase
in the number of hidden layers in the architecture used.
However, among the algorithms used, trainbr (Bayesian
regression) has the best results. As a result, among the
results in Table 3, {5-10-15-20} trained with the trainbr
method and the model trained with four hidden layers
and hidden neurons has the best performance criteria
in terms of both minimum error and narrow max−min
range. The results selected from {5-10-15-20} trained
with Bayesian regression method and the model trained
with four hidden layers and hidden neurons. In Figure 5
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Finally, performance comparisons were made with other ANN models, especially XGBoosting-based ensemble 

learning, which has been popular recently in the best result surrogate model designs found with the proposed model. 

The parameters and results used in XGBoosting, radial basis function (RBF), and general regression neural network 

(GRNN) models are given numerically in Table 4. As can be seen from the results, the proposed model has the 
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Table 4: Performance comparison with other ANN mod-
els based on MEA
Model Hyperparameter Test Error
MLP Hidden layer = 4neuron =

[5 10 15 20]
0.49

RBF Spread = 0.215 1.42
GRNN Spread = 0.181 1.67
Ensemble Method: bag, Number of

cycles: 488, Min. leaf
size: 1 Max. number of
splits: 3344

1.8 ± 0.2

(a)−(d), S11 and S21 (dB) values were obtained by ANN.
The estimated prediction is shown with the MATLAB
program as target data obtained with the 3D EM simu-
lation tool CST. As can be seen in the graphics, a high
success has been achieved.

Finally, performance comparisons were made
with other ANN models, especially XGBoosting-based
ensemble learning, which has been popular recently in
the best result surrogate model designs found with the
proposed model. The parameters and results used in
XGBoosting, radial basis function (RBF), and general
regression neural network (GRNN) models are given
numerically in Table 4. As can be seen from the results,
the proposed model has the lowest error result.

V. CONCLUSION
Here, the modeling of the fast, practical, and reli-

able S11 and S21 (dB) parameters of the non-uniform
microstrip filter is discussed using MLP for certain
design features. The total number of samples was kept
to a minimum by using the LHS method in the selec-
tion of training and test data. The proposed model is also
low-cost in terms of total number of samples and compu-
tation [4, 19]. Performance comparisons were made for
different algorithms and architectures using the created
data sets. Thus, the most successful algorithm and archi-
tecture were determined. Algorithms and architectures
used in the proposed MLP model have been chosen from
those that have proven successful for a different design
problem [16]. As a result of the study, it was seen that
the ANN modeling used and 225 samples were used as
accurately as an EM simulator for other electrical lengths
(gi) parameters in a wide range selected. In addition,
the proposed model is not only limited to a non-uniform
microstrip filter but can also be successfully applied to
other microwave circuit design problems by changing the
design optimization aim.
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Yayınları, İstanbul, 2004.

[28] S. Ali and K. A. Smith, “On learning algorithm
selection for classification,” Applied Soft Comput-
ing, vol. 6, no. 2, pp. 119-138, Jan. 2006.

[29] http://in.mathworks.com/help/nnet/ref/trainbr.html
[30] D. Pham and S. Sagiroglu, “Training multilayered

perceptrons for pattern recognition: a comparative
study of four training algorithms,” International
Journal of Machine Tools and Manufacture, vol.
41, no. 3, pp. 419-430, Feb. 2001.

[31] A. D. Anastasiadis, G. D. Magoulas, and M.
N. Vrahatis, “New globally convergent training
scheme based on the resilient propagation algo-
rithm,” Neurocomputing, vol. 64, pp. 253-270, Mar.
2005.

[32] http://www-rohan.sdsu.edu/doc/matlab/toolbox/
nnet/backpr57.html

Ahmet Uluslu received the Ph.D.
degree from the Electronics and
Communication Engineering Dep-
artment, Istanbul Yıldız Techni-
cal University, Istanbul, Turkey, in
2020. He received the master’s
degree from the Department of Elec-
tromagnetic Fields and Microwave

Techniques, Istanbul Yıldız Technical University. He is
currently working as a Lecturer with Istanbul University
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Abstract – In this study, a novel compact bandstop filter
(BSF) by utilizing the defected ground structure (DGS)
and defected microstrip structure (DMS) techniques are
presented. DGS, DMS, and compensated capacitors
are used on both bottom and top layers to obtain sharp
transition and wider stopband. The operating frequency
bandwidth of the filter can be comfortably regulated by
tuning the dimensions of the etched structures. In addi-
tion to parametric studies, an equivalent circuit model of
the proposed filter is extracted. The BSF has an inser-
tion and return losses better than –1.6 and –17 dB in the
passband, respectively. Moreover, the developed filter
covers X-band frequency range and has stop bandwidth
of 10.8–11.8 GHz with the rejection of better than 20 dB.
Furthermore, the measurement and simulation results are
in compliance with the suggested method. The proposed
BSF has a very small size of 14.28 mm× 4 mm× 0.508
mm and has the potential to be used for radar applica-
tions with its high compactness, low cost, and high har-
monic rejection performance.

Index Terms – Bandstop filter (BSF), defected ground
structure (DGS), X-band application.

I. INTRODUCTION
In recent years with the advancement of wireless

communication and wireless power transfer technol-
ogy, the requirement to microwave devices with high
performances is increased. One of the most signifi-
cant components of these devices are microwave fil-
ters. Microstrip filters are important passive elements for
the attenuation of unwanted signals and noise in com-
munication technology [1, 2]. Therefore, the develop-
ment of compact and low cost microstrip filters with
out-of-band rejection feature is getting more attention
in modern communication systems. So to accomplish

these requirements, many filtering structures have been
investigated [3].

In addition, several defected ground structure (DGS)
studies for microstrip applications have been reported
during these decades. The DGS is realized by adding
defected resonator on the ground plane to change the
values of the distributed capacitance and inductance of
the transmission line [4, 5]. In the previously reported
studies, DGS technique was implemented to miniaturize
the circuit size. In addition, a miniaturization up to 50%
was reported by using DGS technique in the literature
[6]. Moreover, a miniaturized dual-band triangle-shaped
DGS bandstop filter (BSF) for energy harvesting applica-
tions is fabricated [7]. Furthermore, resonant frequency
can be controlled by changing the dimension and shapes
of the etched slots [8, 9]. This technique is evitable for
both periodic and non-periodic structures.

Defected microstrip structure (DMS) is realized by
etching specific slots in the transmission line and it
exhibits the properties of slow wave [10]. The bandstop
response and selectivity behaves are akin to the DGS but
without any damage on the ground plane. As opposed to
the DGS technique, the frequency response of the DMS
structure is almost the same when the microstrip length
varies [11]. Moreover, in the literature, it is reported that
DMS and DGS techniques are used at the same time for
different microwave applications. T-shaped DMS and U-
shaped DGS were used to create dual-band BSF [12].
Hexagonal fractal antenna was designed for UWB appli-
cations based on DGS-DMS technique [13]. A band-
pass filter with narrow bandwidth for WLAN applica-
tions was fabricated [14].

In this study, a novel compact microstrip BSF for
X-band application is proposed. The prominent fea-
tures of this study are the usage of DGS-DMS tech-
nique to accomplish a much more compact structure with
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a unique design compared to the studies in the litera-
ture and the development of the equivalent circuit model
(ECM) to be able to design higher order filters. In
addition, a three-stage design procedure is presented to
explain the proposed topology. In the first stage, the
characteristics of the suggested modified meander DGS
shape are analyzed. In the second stage, the effects of
the rectangular DMS shapes on frequency response are
investigated. In the final stage, the compensated capac-
itors are added on the strip line. Moreover, an ECM
of the final design is extracted based on lumped ele-
ments [15] and the values of each circuit component is
theoretically calculated. Agilent ADS circuit simula-
tor is used to simulate the ECM results and CST soft-
ware is used for 3D electromagnetic (EM) analysis. Fur-
thermore, the BSF is modeled and manufactured on a
Rogers RT5880 substrate with a dielectric constant of
2.2 and electric loss tangent of 0.0009. Substrate and
copper metallization thicknesses are chosen as 0.508
and 0.035 mm, respectively. The proposed filter has a
compact size compared to reported works with an area
of 57.12 mm2.

II. MICROSTRIP FILTER DESIGN
In the first stage, the two layered filter design with

meandered DGS slot is presented. On the top layer, there
is a transmission line, whose characteristic impedance
is 50 Ω with a width of w = 1.6 mm. In addition, on
the bottom layer, the proposed meandered DGS slot is
etched on the ground plane. Figure 1 shows the detailed
layouts of the proposed filter (Step-1).

The 3D-EM simulation of the filter is performed
using the CST Microwave Studio [16]. Table 1 shows
the optimized values of the BSF (Step-1).

The DGS ensures a cutoff frequency (fC) and atten-
uation pole frequency (f 0). Cutoff frequency is defined
as the frequency where the insertion loss is 3 dB below
the passband. Attenuation pole can be achieved with
the combination of inductance and capacitance elements.

Fig. 1. Geometry of the microstrip filter design (Step-
1). (a) Top layer. (b) Bottom layer. (c) Proposed DGS
structure.

Table 1: Optimized dimensions of the filter
Parameter Value (mm) Parameter Value (mm)

w 1.60 d 6.10
l 14.50 f 1.10
k 0.20 Lx 0.80
m 0.20 Ly 2.90
v 2.54 Wx 0.40
g 0.20 Wy 1.80
s 3.10 px 0.50
r 3.10 py 7.40

Fig. 2. Circuit model of the proposed DGS shape.

Therefore, the equivalent circuit of the DGS unit can
be formulated by an RLC network [15] as shown in
Figure 2. In addition, the frequency-independent com-
ponents are utilized to simplify the ECM to be able to
easily design a higher order filters up to Ku-band. How-
ever, there would be slight discrepancies at the frequency
band that is higher than X-band.

As investigated in [15], the microstrip line exhibits
bandstop response by using DGS section and its fre-
quency characteristics can be calculated with effec-
tive inductance and capacitance using the following
equations:

L =
1

4π
2 f 2

0 C
, (1)

C =
fc

2Z0
.

1

2π( f 2
0 − f 2

c)
, (2)

R =
2Z0√

1
|S11(w0)|2

−
(

2Z0

(
w0C − 1

w0L

))2
−1

. (3)

Z0 denotes the characteristic impedance of the trans-
mission line in this equation. According to the equations,
R, L, and C are calculated as 4.4 kΩ, 0.26 nH, and 0.82
pF, respectively.

Figure 3 shows the ECM and full wave EM sim-
ulation results. As shown in the figure, the ECM
results show a unison with the EM simulation results at
“f 0 = 10.81 GHz” and “fc = 9.8 GHz.” On the other
hand, a slight discrepancy has observed above 11 GHz.
These discrepancies can be caused by the frequency-
independent components in the ECM.
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Fig. 3. Comparison between circuit model and EM sim-
ulation of the proposed microstrip filter (Step-1).

III. PARAMETRIC STUDY
So to investigate the response of different dimen-

sions on the resonator, parametric analysis of the design
of Step-1 is carried out. Figure 4 shows the effect of var-
ious dimensions of “k” on S-parameters. At this stage,
“k” changes while other parameters remain constant. As
observed in Figure 4, with the increase of “k,” the inser-
tion loss shifts to the lower frequency band.

The obtained results for different “k” values are cal-
culated and summarized in Table 2. As observed in Table
2, with the increase of “k,” the maximum point of the
insertion loss (S21max), fC, and f 0 decreases. Moreover,
the capacitance and resistance decrease with the increase
of “k,” while inductance increases. Moreover, the same
procedure was similarly done for the other parameters
and the obtained results were summarized in Tables 3
and 4.

According to Table 3, the length of “m” is increased
with a period of 0.2 mm and the obtained changes are

Fig. 4. Simulated S-Parameter results for different k
values.

Table 2: Effect of the proposed DGS shape with different
k values (m = 0.2 mm; g = 0.2 mm)

k (mm) f 0(GHz) fc (GHz) S21max (dB)
0.20 10.81 9.88 –32.79
1.70 10.36 9.38 –30.04
3.20 9.74 8.73 –28.94
4.70 9.03 8.06 –27.12

BW20dB (GHz) L (nH) C (pF) R (kΩ)
0.18 0.26 0.82 4.40
0.19 0.30 0.77 3.27
0.18 0.35 0.74 2.85
0.22 0.40 0.77 2.15

Table 3: Effect of the proposed DGS shape with different
m values (k = 0.2 mm, g = 0.2 mm)

m (mm) f 0 (GHz) fc (GHz) S21max (dB)
0.20 10.81 9.88 –32.79
0.40 9.54 8.18 –24.58
0.60 7.62 6.46 –12.24
0.80 6.93 5.80 –12.04

BW20dB(GHz) L (nH) C (pF) R (kΩ)
0.18 0.26 0.82 4.40
0.25 0.54 0.51 1.86

0 0.63 0.69 0.65
0 0.64 0.82 0.34

investigated. The results show that the increase of “m”
causes a decrease in fc, f 0, S21max, and stopband width
(BW20dB). In addition, inductance increases from 0.26
to 0.64 nH in this period. Capacitance and resistance
values are in downward trend.

According to Table 4, it is interpreted that the
increase of “g,” the width of the proposed DGS pat-
tern, causes almost no change on f 0 except the g = 0.1
mm dimension. Further fc, resistance, and capacitance
values are decreasing with the increase of “g” dimen-
sion. However, inductance and BW20dB progressively
increase. It is obvious from Table 4 that by tuning the “g”
dimension, the desired attenuation pole frequency can be
obtained.

IV. DGS-DMS BANDSTOP FILTER: DESIGN
CONCEPT

The DGS-DMS BSF configuration is presented in
this stage (Step-2). As shown in Figure 5, the filter
design consists of two 0.8 mm × 2.9 mm identical rect-
angular DMS shapes which are placed with 6.1 mm dis-
tance on the strip line. These resonators are connected to
connectors with the transmission line. The rectangular
DMS structures behave as a bandstop element. This is an
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Table 4: Effect of the proposed DGS shape with different
g values (m = 0.2 mm; k = 0.2 mm)

g (mm) f 0 (GHz) fc (GHz) S21max (dB)
0.1 10.16 9.77 –25.51
0.2 10.81 9.88 –32.79
0.3 10.81 9.32 –32.42
0.4 10.86 8.53 –28.09

BW20dB(GHz) L (nH) C (pF) R (kΩ)
0.04 0.12 2.00 3.95
0.18 0.26 0.82 4.40
0.28 0.46 0.45 3.86
0.44 0.70 0.30 2.73

Fig. 5. Layout of the DMS-DGS structure (Step-2): (a)
top layer; (b) bottom layer.

intended response from the filter. With this approach, the
desired band stopping feature is achieved in the desired
X-band frequency range.

In order to test the accuracy of the proposed model,
the EM simulation result and the measurement results
were compared. As shown in Figure 6, by using the com-
bination of two rectangular DMS and two identical DGS
shapes, there occurs a BSF behavior with 960 MHz stop-
band width (SBW20dB).

In these results, the situation that can be evaluated
as negative is the passband region between 4–8 GHz and
12–16 GHz. This issue will be discussed in the next
section.

V. BSF USING COMPENSATED
CAPACITORS

In order to enhance the performance of the pass-
band of the filter Step-2, three compensated capacitors

Fig. 6. Comparison of simulated and measured results of
DMS-DGS bandstop filter (Step-2).

are added as shown in Figure 7. This new final design is
called Step-3. The two DMS shapes and the added paral-
lel microstrip capacitors are directly connected with the
SMAs. Figure 8 shows the 3D layout of the proposed
BSF filter.

Figure 9 indicates the comparison of the EM simu-
lation results of the designed filters in Step-2 and Step-
3. In the EM simulation results, it is seen that insertion
loss characteristics of Step-2 and Step-3 are almost sim-
ilar to each other. On the other hand, Step-3 has a bet-
ter bandpass performance in the frequency bandwidths
of 4–7.1 GHz and 12.2–16 GHz. The added conduc-
tors with the size (wx × wy and px × py) on the strip
line allows to increase the coupling capacitance between
50 Ω microstrip line and proposed DGS shape [17]. For
this reason, the characteristic of the filter is related to the

Fig. 7. Layout of the final bandstop filter structure: (a)
top layer; (b) bottom layer.
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Fig. 8. 3D layout of the proposed bandstop filter.

Fig. 9. Comparison of simulated results of the structures
presented in Step-2 and Step-3.

physical dimensions of the added capacitors and DGS
shape.

According to the proposed theory, the proposed BSF
can be modeled as two cascaded DGS shapes along with
three shunt capacitors Cm and Cx. Figure 10 represents
the equivalent circuit of the proposed BSF. In the design,
two identical DGS shapes are used to enhance the stop-
band rejection attributions of the filter. The values of
the L1, C1, and R1 parameters were extracted by utiliz-
ing eqn (1)–(3), which were explained in Section II. The
equivalent capacitance can be obtained from [18] as

wcC =
1

Z0C
sin
(

2πlC
λgC

)
+2∗ 1

Z0L
tan
(

πlL

λgL

)
. (4)

In this equation, Z0C, lC, lL, wc, λ gC, and λ gL cor-
respond to characteristic impedance, physical length of
the added capacitor, physical width of the series reac-
tance, width of the added capacitance, and guided wave-
lengths, respectively. From this equation, the values of
Cm and Cx were calculated as 0.04 and 0.3 pF, respec-
tively. Figure 11 shows the S-parameter results of the
extracted ECM. The circuit model simulation results are
unison with the EM results in the 4–12 GHz frequency
bandwidth. However, there is a difference in the higher

Fig. 10. Equivalent circuit model of the BSF.

Fig. 11. S-parameter results of the circuit model.

frequency (>12 GHz). The difference between the
equivalent model and measurement results in the higher
frequencies can be caused by the frequency-independent
components that are utilized in the ECM.

The magnetic field distribution of the proposed fil-
ter was investigated for the passband frequency of 6
GHz and stopband frequency of 11 GHz. As noticed
from Figure 12, the current is mainly concentrated along
the edges of the modified meander DGS pattern. The
green color illustrates large values, whereas the blue
color illustrates the small values of the magnetic field.
The signal is blocked in Port 1 (the input feed port) on the
stopband region at 11 GHz, with no energy flow around

Fig. 12. EM field distribution results at 11 GHz (stop-
band).
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Fig. 13. EM field distribution results at 6 GHz (pass-
band).

port 2. The field was mainly focused over one DGS
element as two identical electric and magnetic energies
[19]. On the other hand, in passband region at 6 GHz, the
RF power was transmitted from port 1 to port 2 as shown
in Figure 13. The magnetic-field patterns declare com-
patible coupling between the feeds and the DGS struc-
tures.

VI. FABRICATION AND MEASUREMENT
Figure 14 presents the photograph of the manu-

factured compact BSF. The S-parameter measurements
were performed by utilizing Anritsu 3680K universal
test fixture and Keysight N5224B Network Analyzer as
shown in Figure 15.

As shown in Figure 16, in the measurement, the sup-
pression level of the proposed BSF filter (Step-3) was
better than 20 dB in the frequency bandwidth of 10.8–
11.8 GHz as given in Figure 16. The return loss (S11)
was less than –17 dB in the passbands. The measured S-

Fig. 14. Photograph of the manufactured DMS-DGS
BSF.

Fig. 15. Photograph of the measurement setup.

Fig. 16. Measured and simulated S-parameters of the
proposed BSF (Step-3).

parameter results were shifted approximately 250 MHz
to higher frequencies with respect to the EM simulation
results.

The detailed summary of different BSFs suggested
for the same frequency range is listed in Table 5. N/A
denotes “not available” and E.C denotes “equivalent
circuit.”

The proposed filter has a very compact size of
57.12 mm2 with respect to other reported works. This
work has the best |S11| value except [20]. The insertion
loss in stopband was compared and good results were
achieved except [23]. The values in [23] include the sim-
ulation results. Rejection bandwidth (RB) is the band-
width of insertion loss |S21| at –3 dB and stopband band-
width (SBW) is defined as the bandwidth of insertion
loss |S21| at –20 dB. The obtained SBW and RB values
were suitable for X-band applications with its compact
size. This work also focuses on circuit analysis in addi-
tion to the production and simulation of design.
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Table 5: Comparison of the designed BSF with the
reported works

Ref. Area SBW RB S11 S21
no. (mm2) (GHz) (GHz) (dB) (dB) E.C.
[20] 210 0.5 1.1 –20 –24 X
[21] 150 3.3 4 –10 –19 X
[22] 150 2.6 5.3 N/A –27 X
[23] 90.11 2.55 4 –15 –52 X

This work 57.12 1 2 –17 –23 X

VII. CONCLUSION
A novel design of bandstop microstrip filter has

been presented. The gradual DMS-DGS technique in
combination with added compensated capacitors was
utilized to achieve the desired stopband characteristic.
The results were shown that the proposed filter has a
bandstop effect that includes from 10.3 to 12.3 GHz.
A prototype of the proposed BSF was manufactured,
and it was observed that EM simulation results are
in compliance with the measurement results. Due its
compactness, low cost, and high suppression perfor-
mance, the proposed filter is a good candidate for radar
applications.
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Abstract – When the received data contains the desired
signal, the performance of most mainlobe interference
suppression methods is seriously degraded. To solve
this problem, a novel mainlobe interference suppres-
sion method based on eigen-projection processing and
covariance matrix reconstruction for array antenna is
proposed in this paper. The method constructs the side-
lobe interference plus noise covariance matrix (SINCM)
and remove the mainlobe data of the covariance matrix.
Then, it uses eigen-projection technology to remove the
mainlobe interference in the received data and correct the
SINCM to make the proposed method has better abil-
ity to suppress the mainlobe interference and sidelobe
interference when the received data contains the desired
signal. Simulation results demonstrate the superior per-
formance of the proposed beamformer relative to other
existing methods.

Index Terms – array antenna, eigen-projection, mainlobe
interference, reconstruction

I. INTRODUCTION
The purpose of robust adaptive beamforming tech-

nology is to suppress other signals except the desired
signal under the irrational environment, so as to improve
the output performance of the beamformer. As a basic
implementation to achieve spatial filtering, adaptive
beamforming has been applied to several areas, such as
array antenna, radar, sonar, remote sensing, seismology,
wireless communication, etc. [1, 2]. Usually, traditional
adaptive beamformer mainly focused on the suppression
of sidelobe interference [3]. However, for array antenna,
interference would distort the mainlobe thus significantly
decrease performance once it fell into the mainlobe area.
To solve this problem, many approaches of mainlobe
interference suppression have been proposed [4–16].

The block matrix preprocessing (BMP) method is
developed in [4], which works well when the direction

of mainlobe interference is known. However, it also
gives rise to the reduction of the degrees of freedom.
For the problem of mainlobe direction shifting caused by
the mainlobe interference suppression based on blocking
matrix preprocess, a modified BMP method is proposed
in [5]. But its performance improvement is limited. The
eigen-projection matrix preprocessing (EMP) method is
proposed in [6], which suppresses the mainlobe interfer-
ence by eigen-projection method. However, this method
is prone to mainlobe offset and sidelobe rise. To solve
this problem, various modified EMP methods are pro-
posed in [7–9]. In order to suppress multiple mainlobe
interferences, a new method based on EMP method and
similarity constraints is proposed in [10]. The above
methods can suppress the mainlobe interference effec-
tively only when there is no desired signal in the received
data, otherwise they are invalid. But in fact, it is dif-
ficult for us to get such data. In order to overcome
this problem, a robust mainlobe interference suppression
method is proposed in [11], which achieves high accu-
racy of the direction of arrival and power estimation of
source. However, its computational complexity is very
high. To further improve the array antenna performance,
modified EMP methods are proposed in [12, 13]. Both
methods reconstruct the sidelobe interference plus noise
covariance matrix (SINCM) and calculate the eigen-
projection matrix to remove the mainlobe interference
in the received data of array antenna. However, once
the received data was processed via eigen-projection, the
original sampling covariance matrix would change.
Hence, the weight vector obtained from SINCM can-
not suppress the sidelobe interference of the processed
data. Sidelobe null shifts, which reduce the ability of
array antenna to suppress sidelobe interference, and the
output performance is far from the optimal value. A
mainlobe interference suppression method for bistatic
airborne radar is proposed in [14], the core idea of this
method is based on BMP method to remove the mainlobe
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interference. This means that this method wastes a
degree of freedom. In [15, 16], the methods for dis-
tributed array to suppress mainlobe interference are pro-
posed. In order to facilitate the construction of the signal
model, this paper only considers the uniform linear array
(ULA) as the research object.

In this paper, a novel mainlobe interference sup-
pression method based on eigen-projection processing
and covariance matrix reconstruction for array antenna
is proposed. The proposed method first calculates
the eigen-projection matrix through the reconstructed
mainlobe interference plus noise covariance matrix
(MINCM). Then, the SINCM is reconstructed and pro-
cessed using the eigen-projection matrix to form null at
the direction of sidelobe interference accurately. Finally,
we obtain the weight vector. Simulation results show
that the proposed method has higher output signal-to-
interference-plus-noise ratio (SINR) when the desired
signal is contained in the received data.

The advantages of the proposed method are as
follows:

1. The output SINR of the proposed method is higher
when the array antenna suffers from the mainlobe
interference.

2. The array antenna has better ability to suppress
mainlobe interference and sidelobe interference
when the received data contains desired signal.

The rest of this paper is summarized below. The sig-
nal model is described in Section II. Section III describes
the proposed method. Simulation results are described in
Section IV. In Section V, we make a conclusion.

II. SIGNAL MODEL OF ARRAY ANTENNA
Consider a ULA, which is composed of N omnidi-

rectional antennas spaced by half a wavelength, receiv-
ing uncorrelated far-field narrowband signals. The
sample data of array antenna at the kth snapshot is
modeled as:

x(k) = xs(k)+xi(k)+xn (k)

= a(θ0)s0(k)+
M+S

∑
m=1

a(θm)sm(k)+n(k),
(1)

where xs(k) = a(θ0)s0(k), xi(k) =
M+S
∑

m=1
a(θm)sm(k) and

xn (k) = n(k) denote the desired signal, interference
and noise, respectively. M and S represent the num-
ber of mainlobe interferences and sidelobe interferences,
respectively. Moreover, these components are mutu-
ally independent. n(k) is the additive spatially Gaussian
white noise with zero mean and variance σ2

n . a(θ0) and
a(θm) denote the steering vector of the desired signal and
the interferences, respectively. For the signal with the
direction of θ , the steering vector of the signal can be

expressed as:

a(θ) =
[

1,e− j 2πd
λ

sinθ , · · · ,e− j 2π(N−1)d
λ

sinθ

]T

, (2)

where (•)T is the transpose product, λ is the wavelength
of the signal, and d = λ/2 is the distance between two
adjacent antennas of the ULA. The output of the array
antenna is given as:

y(k) =
N

∑
i=1

w∗
i xi(k) = wHx(k), (3)

where w = [w1,w2, · · · ,wN ]
T is the weight vector of the

array antenna. The minimum variance distortionless
response (MVDR) beamformer is obtained by minimiz-
ing the variance of the interference and noise at the out-
put while constraining the target response to be unity. It
can be formulated as:

min
w

wHRi+nw
subject to wHa(θ0) = 1,

(4)

where a(θ0) is the desired signal steering vector, Ri+n
is the interference plus noise covariance matrix (INCM)
matrix. In practice, Ri+n is unavailable, so replace it with
the following sample covariance matrix (SCM):

Rx =
1
K

K

∑
k=1

x(k)xH(k), (5)

where K is the number of snapshots. Therefore, by solv-
ing the above problems, the weighted vector of the beam-
former can be obtained as:

Wopt =
Rx

−1a(θ0)

aH(θ0)Rx−1a(θ0)
. (6)

It is the sample matrix inversion (SMI) beamformer.

III. THE PROPOSED METHOD
In this section, a mainlobe interference suppression

method via eigen-projection processing and covariance
matrix reconstruction for array antenna is proposed.

A. The construction of eigen-projection matrix
For a ULA, the mainlobe width Mwidth can be

expressed as:

Mwidth = 2arcsin
(

λ

Nd
+ sinθ0

)
, (7)

where θ0 is the direction of the desired signal. Therefore,
the mainlobe angle area Θm of the array antenna can be
expressed as:

Θm=

[
θ0 −

Mwidth

2
,θ0 +

Mwidth

2

]
. (8)

It is assumed that the desired signal angle area Θ0
is:

Θ0=[θ0 −∆θ0,θ0 +∆θ0] . (9)
There is no mainlobe interference in Θ0. The inci-

dent angle area of mainlobe interference Θmi is as follow:

Θmi=
[
θ0 − Mwidth

2 ,θ0 −∆θ0

]⋃[
θ0 +∆θ0,θ0 +

Mwidth
2

]
.

(10)
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Process the SCM with eigen-decomposition.

Rx =
N
∑

i=1
λ̃iũiũi

H

= ŨsΛ̃sŨs
H + ŨnΛ̃nŨn

H ,
(11)

where Ũs is N × (M+S+1) signal subspace, Λ̃s is the
matrix of corresponding larger eigenvalues, Ũn is the
N × (N −M−S−1)noise subspace, and Λ̃n is the cor-
responding eigenvalue matrix.

In the above angle area Θmi, the MINCM RMin of
the mainlobe interference region is then reconstructed by
using MUSIC spatial spectrum estimation, such that:

RMin=
Θmi/∆θ

∑
i=1

a(θi)aH (θi)

aH (θi) ŨnŨnHa(θi)
∆θ . (12)

By eigen-decomposing the matrix, RMin can then be
expressed as:

RMin=
N

∑
i=1

_

λ i
_
u i

_
u i

H , (13)

where
_

λ i is the eigenvalue in order of value,
_

λ 1 >
_

λ 2 >

· · ·>
_

λ M > · · ·>
_

λ N ,
_
u i is the corresponding eigenvec-

tor. Meanwhile, the mainlobe interference subspace
_
UM

can be expressed as:
_
UM=

[
_
u1, · · · ,

_
uM

]
. (14)

The eigen-projection matrix which can suppress the
mainlobe interference can be formulated as:

_
B= I−

_
UM

(
_
U

H

M

_
UM

)−1 _
U

H

M. (15)

B. The reconstruction of SINCM
According to eqn. (8), the sidelobe angle area Θs

can be expressed as:

Θs=
[
−90◦,θ0 − Mwidth

2

]⋃[
θ0 +

Mwidth
2 ,90◦

]
.

(16)

In this angle area, the simple spatial spectrum esti-
mation method is used to determine the approximate
angle regions of sidelobe interference ΘI1 ,ΘI2 , · · · ,ΘIS .
The Capon spatial spectrum method [17] is used to deter-
mine the power at each position of the spatial spectrum:

P(θ) =
1

aH (θ)Rx−1a(θ)
. (17)

The INCM in each sidelobe interference angle area
is expressed as following:

R̄i=
ΘI/∆θ

∑
l=1

a(θl)aH (θl)

aH (θl)Rx−1a(θl)
∆θ . (18)

Then the SINCM of the whole sidelobe region can
be expressed as follows:

R̄Sin =
S

∑
i=1

R̄i

=
s

∑
i=1

Θi/∆θ

∑
l=1

a(θl)aH (θl)

aH (θl)Rx
−1a(θl)

∆θ

. (19)

According to eqn. (15), process the receiving data
using the eigen-projection matrix. The processed data
can be expressed as:

x̄(k) =
_
Bx(k). (20)

When desired signal of array antenna is contained in
the received signal, the MVDR beamforming algorithm
will be easily disturbed by the desired signal direction
error, resulting a poor output performance. Assume that
there is no desired signal in the received signal, eqn. (20)
became:

x̄(k) =
_
B (xMi(k)+xSi(k)+xn (k))

=
_
BxMi(k)+

_
BxSi(k)+

_
Bxn (k)

≈
_
BxSi(k)+

_
Bxn (k).

(21)

The corresponding covariance matrix can be formu-
lated as:

R̄x =
1
K

K
∑

k=1
x̄(k)x̄H(k)

=
S
∑

i=1
σ2

i

_
Ba(θi)aH (θi)

_
B

H
+σ2

n

_
B
_
B

H

=
_
BRSi

_
B

H
+σ2

n

_
B
_
B

H
,

(22)

where σ2
i is the power of ith sidelobe interference, σ2

n
is the power of noise. RSi is the sidelobe interference
covariance matrix. Then, the reconstructed SINCM can
be expressed as:

RSin = R̄x +σ
2
n

(
I−

_
B
_
B

H
)
. (23)

In the proposed method, the power of noise σ̂2
n can

be expressed as:

σ̂
2
n =

∑
N−M−S−1
n=1 Λ̃n

N −M−S−1
. (24)

According to eqn. (19), (23), and (24), the SINCM
R̂Sin can be reconstructed as:

R̂Sin =
_
B
(
R̄Sin − σ̂

2
n I
)_

B
H
+ σ̂

2
n I. (25)

C. Calculate the weight vector of array antenna
Based on the previous discussion, replace the SCM

in eqn. (6) with R̂Sin in eqn. (25), then the adaptive
weight vector of array antenna can be expressed as:

W =
R̂Sin

−1a(θ0)

aH(θ0)R̂Sin
−1a(θ0)

. (26)

Therefore, the output data of array antenna can be
expressed as:

y(k) = WH
_
Bx(k) (27)

D. Summary of proposed method
The proposed algorithm can be implemented by sev-

eral steps and summarized as follows:

1. Construct the covariance matrix RMin as eqn. (12);
2. Eigen-decompose RMin as eqn. (13) and construct

the eigen-projection matrix as eqn. (15);
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3. Reconstruct the SINCM R̂Sin with eqn. (19) and
(25);

4. Calculate the adaptive weight vector of array
antenna by eqn. (26).

IV. SIMULATIONS AND COMPARISONS
Consider a ULA with 16 antennas spaced half-

wavelength. The desired signal direction is 0◦ with
signal-to-noise ratio (SNR) 0dB. Two sidelobe inter-
ferences impinge on the ULA from −25◦ and 35◦

with interference-to-noise ratio (INR) 25dB and 30dB
respectively. A mainlobe interference impinge from 4◦

with INR 5dB. The snapshots of received data is 100.
The signal and interference are statistically independent,
and the added noise is Gaussian white noise. All exper-
imental results are from 100 independent Monte Carlo
experiments. The proposed method in this paper is com-
pared to SMI, EMP-CMR [7], EMP-SC [10], MIS-CIE
[11], EMP-CMIR [12], and EMP-CMSR [13]. For the
case of EMP-CMR and EMP-CMIR methods, there is
no desired signal in the received data.

A. Adaptive beampatterns of array antenna
In Figure 1, the beam patterns of every method are

compared. It is obvious that the beampattern of SMI
method is affected, while other methods can form nulls
at the direction of interference effectively.

B. Output data comparison of array antenna
Figure 2 compares the output data of every method

with desired signal. It is observed from Figure 2 that
the output data of EMP-CMR, EMP-SC, MIS-CIE, and
the proposed method are more similar to the desired sig-
nal. Table 1 shows the correlation coefficient between
the output data of every method and the real desired sig-

Fig. 1. Adaptive beampatterns of array antenna compar-
ison.

Fig. 2. Output data comparison of array antenna compar-
ison.

Table 1: Correlation coefficient comparison
Methods Correlation Coefficient

SMI 0.8833
EMP-CMR 0.9584
EMP-SC 0.9584
MIS-CIE 0.9328

EMP-CMIR 0.3606
EMP-CMSR 0.3799
PROPOSED 0.9589

nal. It is obvious that the correlation coefficient of the
proposed method is the highest.

C. Output SINR versus the input SNR
In this section, we compare the output SINR of

every method when the input SNR varies from −10dBto
40dB.

In Figure 3, the output SINR versus the input SNR
are compared. From this figure, it is observed that the
output SINR of the proposed method and EMP-SC are
very close and perform better than other methods. It is
worth noting that the desired signal was not contained
for the cases of EMP-CMR and EMP-SC methods.

D. Output SINR versus the number of snapshots
In this section, we compare the output SINR of

every method when the number of snapshots varies from
10 to 100. Figure 4 displays the output SINR versus the
number of snapshots. It is clearly shown that the output
SINR of the proposed method is closer to the optimal
value after the number of snapshots is 20. This shows
that the convergence speed of this method is very fast.
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Fig. 3. Output SINR versus the input SNR.

Fig. 4. Output SINR versus the number of snapshots.

E. Output SINR versus INR of mainlobe interference
In this section, we compare the output SINR of

every method when the INR of the mainlobe interference
varies from 5dB to 30dB. Figure 5 shows the variation
curve of the output SINR versus INR of the mainlobe
interference. Compared with other methods, the output
SINR of the proposed method and EMP-SC are similar
and higher than other methods obviously. It should be
noticed that for this case, when the proposed method is
employed, the received data contains the desired signal.

F. Output SINR versus the direction of mainlobe
interference

In this section, we compare the output SINR of
every method when the mainlobe interference direction
varies from −7◦ to 7◦.

Figure 6 compares the output SINR of every method
versus the direction of mainlobe interference. In this fig-

Fig. 5. Output SINR versus INR of the mainlobe inter-
ference.

Fig. 6. Output SINR versus the direction of mainlobe
interference.

ure, it is obvious that the output SINR of the proposed
method is higher and closer to the optimal value.

V. CONCLUSION
This paper proposed a novel mainlobe interfer-

ence suppression method for array antenna beamform-
ing based on eigen-projection processing and covariance
matrix reconstruction specified for the problem when
desired signal is contained in the received data, which
can not only suppress the mainlobe interference impinge
but also the sidelobe interference effectively. Compared
with other existing methods, simulation results demon-
strated that the proposed method can achieve better per-
formance when the mainlobe interference and sidelobe
interference are co-existent and the desired signal exists
in the received data of array antenna.
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Abstract – High power density and high efficiency is a
major trend in the development of power converters. The
main measure to reduce the size of power converter is to
improve the working frequency, and the limiting factor is
the size of magnetic components. With the development
of new semiconductor devices, the working frequency of
power converters has been significantly improved, which
gives us the opportunity to apply printed circuit board
(PCB) winding planar magnetics. Compared with the
traditional high frequency magnetics, planar magnetics
not only reduce the size of the magnetic components
effectively but also improve reliability through repeat-
able automated manufacturing, which is convenient for
large-scale production. Magnetic integration is another
method to reduce the size of the power converter. In this
paper, a new magnetic structure based on PCB winding
is proposed, which integrates inductance and transformer
into one component. And the inductor can be indepen-
dent of the transformer. In this structure, the inductance
of inductor and excitation inductance of transformer can
be easily controlled by changing the number of winding
turns or the length of the air gap. A 20-W 200-kHz half-
bridge LLC resonant converter with a peak efficiency of
94.9% is built to verify the feasibility of the designed
planar magnetic integrated structure.

Index Terms – High frequency, printed circuit board
(PCB) transformer, magnetic integration, LLC resonant
converter.

I. INTRODUCTION
Nowadays, power electronic converters with high

power density and high efficiency play a significant role
in data center, aerospace, communication, and other
fields. As an important part of power converter, the mag-
netic components including inductor and transformer are
actually the limitation to reduce the size and weight of
the power converter system. In addition, the production
process of traditional magnetic components is complex
and labor-intensive, which has become an impedi-
ment to the automatic production of power electronic
converters.

In recent years, with the rapid development of
printed circuit boards (PCBs), low-altitude power elec-
tronic converter has become a research hotspot. Planar
magnetic structure can not only reduce the size of mag-
netic components but also improve the reliability through
repeatable automatic manufacturing and better control
of parasitic parameters. However, at low operating fre-
quency, the cost and excessive winding turns limit the
application of PCB magnetic components in power con-
verters [1–5].

With the development of power electronics, the
working frequency of the power converter increases
to hundreds of kilohertz, even megahertz. At higher
switching frequency, it can not only reduce the size
of magnetic components but also reduce the coil turns
of magnetic components, making PCB winding pla-
nar magnetic components more practical. In [6], the
transformer on 65-W flyback circuit adopts PCB pla-
nar transformer. In [7] and [8], the application of PCB
transformer in LLC resonant converter can significantly
reduce the size of the converter and improve the power
density.

Although planar magnetic components have many
advantages, there are still many problems, such as mul-
tiple magnetic components and large volume. Fortu-
nately, magnetic integration technology is an effective
method to solve the above problems. Through magnetic
integration, multiple magnetic components can be inte-
grated into one magnetic component, which can effec-
tively reduce the number of magnetic components of
power converter and improve the power density.

In order to reduce the number of magnetic compo-
nents and the size of the power converter, several meth-
ods of magnetic integration are often adopted. A com-
mon method is to realize the inductance function through
the leakage inductance of the transformer. Several the-
oretical methods have been proposed to design leakage
inductance of transformers. Some of them use low per-
meability materials as additional magnetic circuit, result-
ing in increased leakage inductance [9–11]. However,
this will change the structure of the transformer and
make its production process more complex. Due to the
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characteristics of low permeability materials, the core
loss of magnetic components will increase and the over-
all efficiency of the converter will decrease. In addition,
it is also popular to wind the primary winding and the
secondary winding separately to obtain the required leak-
age inductance [12–14]. This method can lead to serious
electromagnetic interference (EMI) problems, additional
eddy current losses, and increased AC losses in the wind-
ings. In addition, due to the low profile characteristics of
the winding transformer on PCB, this structure is diffi-
cult to be applied to it [15].

In this paper, a novel winding structure based on pla-
nar core is proposed. The inductor and transformer are
integrated through an EI planar core, and they are decou-
pled. With this structure, the excitation inductance of the
transformer and the inductance of the inductor can be
adjusted by the air gap of the core or the number of turns
of the winding. Because the leakage inductance of the
transformer is not used as inductance, the EMI and eddy
current loss are effectively reduced.

The structure of this paper is as follows. In Section
II, a new type of magnetic integrated structure includ-
ing inductor and transformer is proposed, the equivalent
model is established, and the decoupling mechanism and
calculation formula are deduced. In Section III, magnetic
integrated components are applied to half-bridge LLC
resonant transformer and the selection formula of planar
core size is derived. In Section IV, simulation parameters
of half-bridge LLC resonant converter are determined,
and the simulation analysis of magnetic integrated com-
ponents is carried out. In Section V, the experimental
verification is carried out. Section VI summarizes the
whole paper.

II. STRUCTURE AND ANALYSIS OF
PLANAR MAGNETIC INTEGRATION

A. Planar magnetic integration of inductor and trans-
former

The structure of the inductor integrated with the
transformer is shown in Figure 1. In order to effec-
tively use the magnetic core and decouple the inductor
and transformer, the resonant inductor is wound around
the side legs of the magnetic core, the primary and sec-
ondary sides of transformer are wound around the middle
leg of the magnetic core, and air gaps of the same length
are opened for the three magnetic legs.

In Figure 1, NP and NS are the turns of primary and
secondary windings of the transformer, Nr1 and Nr2 are
the turns of the inductor windings around the left and
right poles of the magnetic core, LP and LS are the self-
inductance of the primary and secondary windings of the
transformer, respectively, Lr1 and Lr2 are the inductance
of windings around the respective side legs, the sum
of Lr1 and Lr2 inductance is the inductance of resonant
inductance Lr, VLr1 and VLr2 are the inductance volt-
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Fig. 1. Structure diagram of planar magnetic integration. 
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Fig. 1. Structure diagram of planar magnetic integration.

ages of the left and right legs, respectively, VP and VS
are the voltages of primary and secondary windings of
the transformer, respectively, Rm1, Rm2, and Rm3 are the
magnetoresistance of two side legs and the middle leg,
respectively, and ΦLr1, ΦLr2, and ΦT are the magnetic
flux generated by the left and right column windings and
the magnetic flux generated by the transformer winding,
respectively.

In the design, three cylinders of the magnetic core
have air gaps with the same length. For the EI-type mag-
netic core, the area of the column is the sum of the areas
of the two side legs:

Rm1 = Rm2 = 2Rm3 = 2Rm. (1)
In formula (1), Rm is the air gap magnetoresistance

of the middle leg of the magnetic core. According to
the magnetic circuit of the magnetic integrated element,
the equivalent magnetic circuit diagram is obtained, as
shown in Figure 2. In this figure, Φ1, Φ2, and Φ3,
respectively, represent the magnetic flux of the two side
legs and the center leg of the magnetic core. NLr1iLr1,
NLr2iLr2, N pip, and Nsis, respectively, represent the mag-
netic potential of the inductor windings of the two side
legs, and the magnetic potential of the primary and sec-
ondary side windings of the transformer.

As shown in the above design structure, the total
magnetic flux generated by the inductor winding on the
side leg of the core does not affect the magnetic flux of
the transformer winding and vice versa. In this struc-
ture, the inductor and the transformer can be completely
decoupled.

B. Principal analysis of integrated magnetic element
According to the equivalent diagram of magnetic

circuit in Figure 2, combined with Ohm’s law of mag-
netic circuit and Faraday’s law of electromagnetic induc-



DENG, ZHENG, GU, ZHANG, JIA: PLANAR MAGNETIC INTEGRATION DESIGN BASED ON LLC RESONANT CONVERTER 1476

Fig. 2. Equivalent diagram of magnetic circuit.

tion, the following formulas are deduced. First, the mag-
netic flux generated by each winding is as follows [16]:

ΦLr1 =
NLr1iLr1

Rm1 +Rm2//Rm3
=

NLr1iLr1(Rm2 +Rm3)

8Rm

ΦLr2 =
NLr2iLr2

Rm2 +Rm1//Rm3
=

NLr2iLr2(Rm1 +Rm3)

8Rm

ΦT =
Npip−Nsis

Rm3 +Rm1//Rm2
=

(Npip−Nsis)(Rm1 +Rm2)

2Rm

.

(2)
According to the magnetic circuit diagram of the

planar magnetic integrated structure shown in Figure 2,
the magnetic flux of each cylinder of the magnetic core
is obtained as follows:

Φ1 = ΦLr1 +ΦT
Rm2

Rm1 +Rm2
+ΦLr2

Rm3

Rm1 +Rm3

Φ2 = ΦLr2−ΦT
Rm1

Rm1 +R2
+ΦLr1

Rm3

Rm2 +Rm3

Φ3 = ΦT +ΦLr1
Rm2

Rm2 +Rm3
+ΦLr2

Rm1

Rm1 +Rm3

.

(3)
And because the voltage VLr of the inductance Lr

is the sum of VLr1 and VLr2, and the current iLr flow-
ing through the inductance Lr is equal to iLr1 and iLr2,
where iLr1 and iLr2 are the current flowing through the
left and right side column inductance windings respec-
tively. And according to the law of electromagnetic
induction, primary winding voltage V p, secondary wind-
ing voltage Vs, and inductance winding voltage VLr are
as follows:

V p = Np
dΦ3

dt
Vs = −Ns

dΦ3

dt
VLr = VLr1 +VLr2 = NLr1

dΦ1

dt
+NLr2

dΦ2

dt

. (4)

According to all the above equations, the relation-
ship between voltage and current of planar magnetic inte-
grated components is derived

VLr
Vp
Vs

=

 Lr MpLr MsLr
MpLr Lp −Mps
MsLr −Mps Ls




diLr

dt
dip
dt
dis
dt

 . (5)

In formula (5), ip and is are, respectively, the current
flowing through the primary and secondary windings of
the transformer, and MpLr, MsLr, and Mps, respectively,
represent the mutual inductance between the primary
winding N p of the transformer and the inductance Lr,
the mutual inductance between the winding Ns on sec-
ondary side of the transformer and the inductance Lr,
and the mutual inductance between the primary winding
N p of the transformer and the secondary winding Ns of
the transformer. Formula (6) is obtained by solving the
above formula

Ls =
N2

s

2Rm

Ls =
N2

s

2Rm

Lr =
3N2

Lr1 +3N2
Lr2

8Rm
+

NLr1NLr2

4Rm

MpLr =
Np(NLr1−NLr2)

4Rm

MsLr =
Ns(NLr2−NLr1)

4Rm

Mps =
NpNs

2Rm

. (6)

By simplifying formula (6), formula (7) is obtained
as follows:

kps =
−Mps√

LpLs
=−1

kpLr =
MpLr√

LrLp
=

NLr2−NLr1√
3N2

Lr1 +3N2
Lr2 +6NLr1NLr2

ksLr =
−MsLr√

LrLs
=

NLr1−NLr2√
3N2

Lr1 +3N2
Lr2 +6NLr1NLr2

.

(7)
In formula (7), kps, kpLr, and ksLr, respectively, rep-

resent the coupling coefficients between LP and LS, LP
and Lr, and LS and Lr.

According to the above formula, the coupling coef-
ficient k between the inductor and the transformer can be
obtained by changing the turns of the windings NLr1 and
NLr2 around the two side legs of the planar transformer
core. When NLr1 = NLr2, the coupling coefficient kpLr
= ksLr = 0 between the primary and secondary windings
and the inductance of the transformer is 0. At this time,
they will not affect each other in the working process,
and the decoupling integration between the inductance
and the transformer is realized.
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III. ANALYSIS AND DESIGN OF
INTEGRATED MAGNETIC ELEMENT

A. Structure of LLC resonant converter based on
magnetic integration

For half-bridge LLC resonant converter, the back
stage rectifier can be divided into full wave rectifier with
central tap of transformer and bridge rectifier without
central tap of transformer. The first scheme is suitable
for the application of low voltage and high current,
and the second scheme is suitable for the application
of high voltage and low current. The planar trans-
former integration based on inductors completely decou-
pled from transformers is suitable for both schemes,
and the primary and secondary sides of the inductor
and transformer can be completely decoupled [17–19].
The structure diagram of LLC resonant converter using
the designed magnetic integrated elements is shown in
Figure 3.

The planar magnetic integrated transformer is
applied to the half-bridge LLC series resonant converter.
There are two resonant frequencies in the half-bridge
LLC resonant converter, f r1 and f r2. f r1 is the resonant
frequency of inductance Lr and capacitor Cr, and f r2 is
the frequency at which the sum of inductance Lr and
excitation inductance Lm of the transformer resonates
with the capacitor. In order to maximize efficiency,
the working range of the frequency is set between f r2
and f r1, and the current works in a discontinuous mode
(DCM). In this case, not only ZVS of the switch can be
turned on, but also the rectifier diode on the secondary
side can be turned off at zero current. The main wave-
forms of the converter operating between f r2 and f r1 are
shown in Figure 4.

B. Design and selection of integrated magnetic ele-
ments

Figure 5 shows the air gap and cross-section of the
integrated magnetic elements; lg is the length of the air
gap of the planar transformer magnetic core. For the con-
venience of the design, the three cylinders of the EI core
have the same air gap. S1, S2, and S3 represent the core

decoupling integration between the inductance and the transformer is realized. 
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magnetic elements. (a) Air gap of EI core. (b) Cross-
sectional area of magnetic core.

cross-sectional area of two side columns and a central
column of the planar transformer, respectively. Since EI
magnetic core is selected, S3 = 2S1 = 2S2.

Formula (8) represents the magnetoresistance of
each cylinder of the integrated magnetic element, where
µ0 represents the air permeability

Rg1 =
lg

µ0S1

Rg2 =
lg

µ0S2

Rg3 =
lg

µ0S3

. (8)

In order to analyze the magnetic density variation
of the integrated magnetic element applied in the LLC
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resonant converter, we select the continuous phase in
Figure 4 because the magnetic element of LLC resonant
converter is bidirectionally excited and has periodicity.
In t3–t6, the rectifier diode of the secondary side of the
transformer is switched on, the voltage of the primary
winding of the transformer is clamped to nV0, and the
voltage of the secondary winding is –V0; so Vs can be
expressed as

Vs =−V0 =−Ns
dΦ3

dt
(t3 ≤ t ≤ t6). (9)

For the center leg III of the core, the magnetic flux
of both sides of the cylinder will not pass through, and
the magnetic flux density of the center column reaches
the maximum value during t3–t6. According to formula
(9), the maximum magnetic density B3max of the middle
column is

B3max =
Φ3max

S3
=

V0

2S3Ns
(t6− t3). (10)

When the half-bridge LLC converter operates in modes
3, 4, 5, and 6, there are

V Lr =Vin−Vp−VCr

= NLx1
dΦ1

dt
+NLx2

dΦ2

dt
(t2 ≤ t ≤ t6). (11)

At t6, the magnetic density of core side leg I reaches
the maximum value, and because Φ1=Φ2+Φ3, the maxi-
mum magnetic density B1max is obtained as follows:

B1max =
Φ1max

S1
= k1

[
Vo(Np−NLr2)

Ns
](t6− t2)

2S1(NLr1 +NLr2)
. (12)

In the calculation, the voltage of the winding is
equal to the DC voltage. In practical application, the
voltage will change due to resonance and the actual
flux density will be slightly less than the obtained flux
density. Therefore, the coefficient k1 is introduced to
obtain the real flux density, and the value of k1 is about
0.7–0.9.

For the maximum flux density B2max of the mag-
netic leg II, when the resonant current of the induc-
tor reaches the maximum or minimum value, the flux
density reaches the maximum value and the converter
operates at t5 < t < t5 6. The magnetic density began
to increase at t5 6. According to formula (12) and
Φ1=Φ2+Φ3, B2max can be obtained as follows:

B2max =
Φ2max

S2
= k2

[
V0(Np+NLr2)

2Ns

]
(t5 6− t3)

2S2(NLr1 +NLr2)
. (13)

In the same way as formula (12), the voltage of the
winding is equal to the DC voltage. Therefore, the coef-
ficient k2 is introduced to obtain the real flux density of
cylinder II, and the value of k2 is about 0.7–0.9.

Through the above formula, we can verify whether
the selected magnetic core is reasonable. Because the
magnetic flux cancelation effect will occur in cylinder
III and cylinder II, the magnetic flux density of cylin-
der I and cylinder III will not be offset but will be

Table 1: Main parameters of converter
Specifications Values

Resonant frequency 200 kHz
Input voltage range 60–80 V

Output voltage 10 V
Power 20 W

Turn ratio of transformer 4:1
Resonant inductor 20 µH

Excitation inductance 56 µH
Resonant capacitor 33 nF

superimposed. Therefore, it is only necessary to ensure
that cylinder I is not saturated and the other two cylin-
ders will not be saturated. In formula (11), t6–t2 is
about half of a cycle; so formula (11) can be simplified
as follows:

B1max =
Φ1max

S1
= k1

[
Vo(Np−NLr2)

Ns
]

2S1(NLr1 +NLr2) f
. (14)

In formula (14), f is the working frequency of
half-bridge LLC resonant converter. In the calculation,
the minimum value of working frequency should be
selected.

For the selection of the magnetic core size under the
determined power, first, select the type under the worst
working conditions. According to formula (14), ensure
that the maximum magnetic flux density will not satu-
rate the magnetic core at this time, and the coefficient k1
in the formula has guaranteed the magnetic flux density
margin.

IV. SIMULATION ANALYSIS OF PLANAR
MAGNETIC INTEGRATION

A. Parameter setting
In the design, we make LLC resonant converter

work between f r2 and f r1, which can not only realize
soft switching but also realize ZCS of secondary rec-
tifier diode. According to the input voltage range, the
working frequency range of LLC resonant converter is
125–180kHz. The main parameters of half-bridge LLC
resonant converter are shown in Table 1.

The planar EI core is made of PC95 ferrite
EI22/8/16. The structure of E core and I core is shown in
Figure 6, and the specific core parameters are shown in
Table 2.

For the method of setting air gap, we use 0.06-mm
air gap gasket to ensure that the air gap of each cylin-
der is the same. According to formulas (6) and (7), the
number of turns of the inductor on the side leg of the
planar magnetic core is calculated as 4 turns, the number
of original side turns of the transformer is 8 turns, and
the number of secondary side turns of the transformer is
2 turns.
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Fig. 6. Structure and size of E core and I core.

Table 2: Core parameters
Cylinder Area/mm2 Air gap/mm Reluctance/106H−1

I 40 0.06 1.193
II 80 0.06 0.598
III 40 0.06 1.193

According to the formula deduced in Section III and
the design parameters of LLC resonant converter, the
maximum magnetic flux density is only 0.27T, while the
saturated magnetic flux density of PC95 EI22/8/16 mag-
netic core is 0.55T, which verifies the rationality of the
selected magnetic core.

B. Simulation analysis
According to the design parameters of the planar

magnetic integrated elements, the finite element analysis
model of the magnetic integrated elements is established
in Ansys Maxwell electromagnetic field simulation soft-
ware. Considering the influence of simulation accuracy
and computer performance, the mesh is divided based on
the edge length of the inside element of the model, and
the set length is 0.5 mm. According to a series of param-
eters of half-bridge LLC resonant converter design, an
open-loop circuit is built in Maxwell circuit design and
imported into Ansys Maxwell, the external circuit struc-
ture is shown in Figure 7. In the figure, Lwinding1
and Lwinding2 are the resonant inductance of the res-
onant cavity, Lwinding3 is the excitation inductance of
the primary side of the transformer, and Lwinding4 and
Lwinding5 are the excitation inductance of the secondary
side of the transformer. This circuit is used as the exter-
nal excitation source of the planar magnetic integrated
model, and its parameters are set as input 60 V, switch-
ing frequency 125 kHz, and output rated load. After the
simulation, observe whether the soft switching and zero
current shutdown of the secondary side are realized and
obtain the resonant current and driving waveforms of the
down transistor and the current and voltage waveforms of

Fig. 7. External circuit structure diagram of simulation.

Fig. 8. Resonant current and S2 driving waveforms.

Fig. 9. Current and voltage waveforms of rectifier D2.

the secondary rectifier tube. These waveforms are shown
in Figures 8, and 9.

According to Figure 8, when S2 starts to turn on, the
resonant current is positive. At this time, the body diode
of S2 has conducted the freewheeling current, realizing
ZVS of MOSFET. In Figure 9, when the current flowing
through the rectifier diode is 0, the reverse voltage begins
to increase. Therefore, the zero current shutdown of the
rectifier diode is realized. In the figure, when the diode is
on, it has a negative voltage because of the voltage drop.
When analyzing the iron loss of the magnetic integrated
structure, the parameters of PC95 material are imported



DENG, ZHENG, GU, ZHANG, JIA: PLANAR MAGNETIC INTEGRATION DESIGN BASED ON LLC RESONANT CONVERTER 1480

Fig. 10. Magnetic flux density of planar magnetic inte-
grated elements.

into the software, and it is concluded that the core loss
changes periodically. According to the calculation, the
average core loss is about 0.41 W.

In the Ansys Maxwell-3D simulation environment,
the model of planar magnetic integrated components
is established, the external circuit is drawn, and the
flux density distribution of planar magnetic integrated
components is obtained by co-simulation. As shown
in Figure 10, the maximum magnetic flux density of
the magnetic integrated component is 0.285T, which is
not different from the maximum magnetic flux density
deduced from the formula. The rationality of the mag-
netic core selection is proved.

V. EXPERIMENTAL VERIFICATION
In order to verify the correctness and superiority of

the structure design of planar magnetic integrated mag-
netic elements, an experimental prototype is built as
shown in Figure 11.

Some winding configurations are shown in
Figure 12, where (a) and (b) are the windings of the
inductor, (c) is the primary winding of the transformer,
and (d) is the secondary winding of the transformer.
Each layer is connected through vias. The yellow arrow
indicates the flow direction of the current in the primary

Fig. 11. Testing system of LLC resonant converter.

Fig. 12. Partial winding arrangement. (a) Layer 1. (b)
Layer 2. (c) Layer 3. (d) Layer 4.

winding and the red arrow indicates the flow direction
of the current in the secondary winding.

When the input voltage is 60 V and the output volt-
age is 10 V, the resonant current and the waveform of
switching tube S2 and the current and voltage waveforms
of rectifier diode D2 are shown in Figure 13. When the
input voltage is 80 V and the output voltage is 10 V, the
current and voltage waveforms of rectifier diode D2 are
shown in Figure 14.

According to Figures 13 and 14, when the driving
voltage of the lower tube S2 increases, that is, when the
lower tube is on, the resonant current is positive. At this
time, the body diode of S2 has been turned on, realizing
ZVS of the switching tube. When the current of recti-
fier diode is 0, the reverse voltage of the diode begins
to increase, and ZCS of the secondary diode is realized.
According to the oscilloscope, the working frequency
is between 133 and 169 kHz, and the effective value
of resonant current is 0.594–0.939A, which is basically
consistent with the design parameters.

In order to compare the integrated magnetic compo-
nents with the discrete magnetic components, the geo-
metric dimensions and parameters of each magnetic
component are given in Table 3. The volume of the
integrated magnetic component is 2040 mm3 and the
mass is 10.5 g. Compared with the discrete magnetic
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Fig. 13. Waveforms at 60-V input. (a) Resonant current
and driving voltage waveforms. (b) Waveforms of diode
current and reverse voltage.

Table 3: Comparison of core size and mass
Magnetic Parts Core Volume/mm3 Quality/g

Discreteness Inductance EE19 910 4.9
Transformer EE20 1450 7.6

Integration EI22 2040 10.5

elements, the volume and weight of the planar integrated
magnetic elements are reduced by 13.56% and 16%,
respectively. For the whole circuit board, the power den-
sity is increased by 15%.

Under the same conditions, the efficiency compar-
ison curve of half-bridge LLC resonant transformer is
obtained by testing the discrete magnetic devices and
integrated devices, as shown in Figure 15. Compared
with the traditional discrete magnetic components, the
planar core has a larger body ratio and is more con-
ducive to heat dissipation. Due to the magnetic flux
cancelation effect, the core loss is reduced. When the
output current is 2.2 A, the efficiency reaches the maxi-
mum in both cases. At this time, the corresponding effi-
ciency of the discrete magnetic components is 94.2%,
and the efficiency of the integrated magnetic components
is 94.9%. Within full load range, the efficiency of planar

Fig. 14. Waveforms at 80-V input. (a) Resonant current
and driving voltage waveforms. (b) Waveforms of diode
current and reverse voltage.

Fig. 15. Efficiency comparison curve.

integrated magnetic components is significantly higher
than that of discrete magnetic components, and the effi-
ciency curves have the same trend.

VI. CONCLUSION
In this paper, a planar magnetic integrated compo-

nent based on independent inductance is proposed. The
inductor and transformer are integrated on a planar mag-
netic core by the decoupling integration method and the
inductor and transformer are decoupled completely. It
is applied to half-bridge LLC resonant converter. It is
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proved that there is no coupling between the inductor and
transformer by the formula derivation, and the design
and selection methods of magnetic integrated compo-
nents are proposed. The excitation inductance of the
inductor and transformer can be easily controlled by
changing the air gap and winding turns. In addition,
the electromagnetic field characteristics of planar mag-
netic integrated components are analyzed in the simu-
lation software. Finally, a 20-W 200-kHz half-bridge
LLC resonant converter is built, which achieves good
soft switching performance in the whole load range, and
the peak efficiency reaches 94.9%.
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Abstract – A compact and high-performance shielding
enclosure designed by metamaterial structure based on
frequency selective surface (FSS) is proposed. The
enclosure has large holes for convenience of airflow and
cable access. However, it can achieve great shielding
performance by maintaining more than 40 dB attenu-
ation. The shield is composed of n × n unit cells,
and each unit cell is designed by knitting the 2.5-
dimensional loop-type elements interconnected through
vias. This design shows promising capability of size
reduction, bandwidth expansion, and shielding effective-
ness enhancement. Moreover, the enlarged holes on
the FSS are helpful for the ventilation and heat dissi-
pation. The size of the proposed 2.5-D FSS is only
0.097λ0×0.097λ0, where λ0 corresponds to free space
wavelength of resonance frequency. The proposed struc-
ture provides 3.38 GHz (3.21–6.59 GHz) wide shielding
bandwidth. Furthermore, it has stable response to the
wide-angle incident wave ranging from 0◦ to 85◦ with
more than 40 dB attenuation at 4.83 GHz for both x-
polarization and y-polarization. The proposed FSS is
practically useful for the shielding of fifth generation
(5G) wireless systems, WiMAX, and WLAN.

Index Terms – Electromagnetic shielding, fifth genera-
tion (5G) wireless systems, frequency selective surfaces
(FSSs), metamaterial, ventilation.

I. INTRODUCTION
A metallic enclosure is often used as a shield to pro-

tect sensitive and critical electronic devices from elec-
tromagnetic interference. It is indispensable as a part
of electronic products to block against unwanted elec-
tromagnetic signals [1–3]. The high-frequency signals
in the fifth generation (5G) communication bring a chal-
lenge to the shielding design of electronic products.
The wireless signals will be coupled into the interior
through the holes on the metallic enclosure and cause
electromagnetic interference [4]. In some cases, metallic
shields are huge and heavy, which are inapplicable for
compact and lightweight electronic products [5–7].

The influence of holes on shielding effectiveness
(SE) of a shield has been widely investigated [8–10].

The literature shows that the size of hole significantly
affects the SE. The ventilation may degrade severely due
to blockage of deposit dust in smaller holes. The rela-
tionship among SE, the diameter of holes, and the fre-
quency (wavelength) is given as follows [11]:

SE = 20log
(
λ
/

2d
)
, (1)

where SE represents shielding effectiveness, λ denotes
free space wavelength, and d is hole diameter. When
the SE remains unchanged, the smaller hole diameter is
required for higher frequency. For example, if the SE is
required to be more than 26 dB for 5G signal, the hole
diameter should be smaller than 1.5 mm. However, the
small hole is more likely to deposit dust due to blockage,
which may threaten the security of electronic equipment.
Therefore, well-performed shielding designs with holes
are in demand, and frequency selective surface (FSS) is
an optimal choice.

FSS is a periodic structural array printed on a dielec-
tric substrate. In some frequency bands, FSS can act
as a band-stop or band-pass filter [12–14]. The fre-
quency selective behavior of FSS depends on the geom-
etry of cells and resonance frequency. Recently, FSS for
shielding has been proposed. In [5], a reconfigurable
metamaterial for electromagnetic interference shielding
is proposed, and PIN diodes are used to interconnect
components to control the specific polarization proper-
ties. In [15], a compact dual band-stop FSS is proposed.
It consists of a modified double square loop with folded
strips into the inner space at the four corners of square
loops to control resonant wavelengths. In [16], knitting
the loop-type FSS elements in 2.5-D is proposed, where
segments of the loop are placed alternately on the top
and bottom surfaces of the substrate and then intercon-
nected through metallic vias. In [17], a dual-frequency
miniaturized FSS with a closely spaced band of opera-
tion is proposed, and its SE is less than 20 dB. In [18],
the new miniaturized FSS is based on interconnecting the
convoluted segments, which are arranged alternately on
both sides of the substrate. The SE does not exceed 30
dB. In [19], a compact FSS based on the 2.5-D Jerusalem
cross is designed whose SE is less than 40 dB. A compact
FSS composed of a swastika unit cell with the smallest
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dimension of 7 mm × 7 mm is described in [20]. The SE
is less than 35 dB. Very closely located dual-band FSSs
are discussed in [21]. And the SE is less than 20 dB.
A novel dual-band FSS designed by [22] with closely
spaced frequency response is proposed. The SE is less
than 35 dB. A convoluted and connection FSS unit cell
is reported in [23] for shielding 5G electromagnetic sig-
nals. The SE is less than 40 dB. In the above literature,
the maximum angular stability does not exceed 75◦, and
the heat dissipation is poor due to the seamless structure.
Although so many FSSs for electromagnetic interference
shielding have been proposed, high SE, stable incidence
angle, and sufficient heat dissipation are still tricky prob-
lems. Therefore, a miniaturized FSS with high shielding
performance and vent holes is in demand.

In [4], an FSS with holes is proposed. Although
the SE is more than 40 dB, the unit cell size (0.46λ0
× 0.46λ0, where λ0 corresponds to free space wave-
length of resonance frequency) is too large for minia-
turized electronic devices. Therefore, a novel compact
FSS for shielding 5G signals is proposed in this paper.
The FSS unit cell has a large square aperture with 3.2
mm length. However, the SE is more than 40 dB and
the heat dissipation is better than metallic enclosure and
other FSSs in published literature. In addition, the unit
cell of the proposed FSS has a compact size of 0.097λ0
× 0.097λ0 through knitting the square loop in 2.5-D. The
resonance frequency of the proposed FSS is stable as the
incidence angle increases from 0◦ to 85◦.

The paper is organized as follows. The details of the
FSS geometry design and performance are described in
Section II. The parameter analysis and equivalent circuit
model is introduced in Section III. Section IV provides
the conclusion.

II. FSS DESIGN AND PERFORMANCE
The structure of the unit cell of the proposed FSS is

shown in Figure 1.
Compared with plane FSS, the proposed 2.5-D FSS

is improved by square-loop unit consisting mainly of
three parts. The first part is metal vias, which connect
metallic split rings across two sides of substrate. Vias are
an important part of FSS for miniaturization, which elon-
gate total loop perimeter and increase equivalent induc-
tance and capacitance [16]. The second part is the metal-
lic segments at the top and bottom layers. The reso-
nance frequency can be adjusted by extending the loop
perimeter through inward convolution. The square loop
is selected because of its excellent performance in the
stability for various incidence angles, cross-polarization,
bandwidth, and band separation [24]. The third part is
the substrate, which is FR-4 lossy layer with relative per-
mittivity of 4.3 and loss tangent of 0.025. The effective

Fig. 1. Structure of the unit cell of the proposed FSS. (a)
Top view. (b) Perspective view.

Table 1: Parameters of the unit cell
No. Parameters Value
1 Ls 6 mm
2 g 0.32 mm
3 w 0.36 mm
4 r 0.36 mm
5 s 1 mm
6 d 3.2 mm
7 t 2 mm
8 θ 45◦

dielectric constant is calculated as follows [25]:

εeff =
√
(εr +1)

/
2. (2)

The resonance frequency will decrease as the dielectric
permittivity increases. Therefore, it is very important
to consider the dielectric properties of the substrate in
FSS design. In addition, the thickness of the substrate
can also significantly affect the shielding performance,
which will be analyzed in Section III.

For sufficient heat dissipation and wiring, the diam-
eter (d) of the hole is set to 3.2 mm and the thickness (t)
is 2 mm. Finally, the proposed FSS is designed to pro-
vide more than 40 dB shielding attenuation at the cen-
ter frequency of 4.83 GHz. The width of the loop, the
gap (g) between adjacent loops, the side length (Ls) of
the whole unit, and the radius (r) of vias of loops are
given in Table 1. The design details of one of the trian-
gular strips and right-angled strips are given in Table 2



CUI, SHI, SUN, LIU: A COMPACT AND HIGH-PERFORMANCE SHIELDING ENCLOSURE BY USING METAMATERIAL DESIGN 1486

Table 2: Design details of triangular and right-angled
strips
Point Name Coordinate
P1 (0, 2.25456, 0)
P2 (–0.372721, 2.62728, 0)
P3 (0.372721, 2.62728, 0)
Q1 (0, 1.7455, 0)
Q2 (–0.627279, 2.37272, 0)
Q3 (0.627279, 2.37272, 0)
M1 (2.32, –2.32, 0)
M2 (2.32, –1.5, 0)
M3 (1.5, –2.32, 0)
N1 (2.68, –2.68, 0)
N2 (2.68, –1.5, 0)
N3 (1.5, –2.68, 0)

and other strips can be obtained by means of rotation or
translation.

The array of the proposed FSS is shown in Figure 2.
The entire model is simulated in CST Microwave Stu-
dio based on finite integral technique (FIT) method and
ANSYS HFSS based on finite element method (FEM),
respectively. FIT method describes Maxwell’s equations
on a grid space with no restriction on grid type, which is
widely applied in solving electromagnetic field problems
in both time and frequency domains. By discretizing
a large system into finite elements, FEM method con-
verts some complex boundary value problems to a sys-
tem of simple equations, which is also a common numer-
ical method in the electromagnetic field. In two sim-
ulation softwares, the periodic boundary conditions are

Fig. 2. Array of the proposed FSS.

set in the x-axis and y-axis to represent the infinite peri-
odic FSS array and the proposed FSS is excited by Flo-
quet ports in the z-axis. Besides, the open (add space)
boundaries are required to be set in the z-axis in CST
simulation.

Here, the transmission coefficient is chosen to eval-
uate the shielding performance of the proposed FSS and
smaller transmission coefficient represents better shield-
ing performance. The transmission coefficients at nor-
mal incidence of the proposed FSS simulated by CST
and HFSS are shown in Figure 3. The results of two elec-
tromagnetic simulators are basically consistent, which

Fig. 3. Transmission coefficients at normal incidence
from –z and +z directions for x-polarization and y-
polarization simulated by (a) CST and (b) HFSS.
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further verifies the validity of the proposed FSS. Simu-
lation results show that the proposed FSS provides more
than 40.74 dB attenuation for a bandwidth of 3.38 GHz
(3.21–6.59 GHz) at the center frequency of 4.83 GHz
and can fully meet the shielding requirement. It can be
seen that the results with excitation from both +z and
–z directions are the same. In addition, the proposed
FSS behaves identically for both x-polarization and y-
polarization, which provides stability in shielding.

The angular stability is also investigated. The S21
at different incidence angles from –z and +z directions
for x-polarization and y-polarization is shown in Fig-
ures 4 and 5. Simulation results show that the S21 with
excitation from both +z and –z directions is the same.
It can also be seen that the resonance frequency of the
proposed FSS deviates less than 0.5% at various incident
angles. Therefore, for x-polarization and y-polarization,
the proposed FSS can provide a stable S21 up to 85◦

incident angle at the frequency of 4.83 GHz. As shown
in Figures 4 and 5, the S21 for x-polarization decreases
when the incidence angle increases. However, the S21
for y-polarization increases when the incidence angle
increases. The phenomenon is mainly attributed to wave
impedance change, which validates the basic theory of
FSS mentioned in [25].

III. PARAMETER ANALYSIS
The distribution of surface current at the resonance

frequency of 4.83 GHz is illustrated in Figure 6.
The substrate thickness t is much less than free space

wavelength of resonance frequency. The surface cur-
rent flows through the metal vias, which provide addi-
tional inductance due to elongation of the loop conduc-
tor. Moreover, vias also enhance the capacitance due to
coupling between adjacent elements. The equivalent cir-
cuit model is shown in Figure 7 and the resonance fre-
quency is calculated as follows:

f = 1
/

2π
√
(L+Lt)(C+Ct), (3)

where L and C represent the inductance and capacitance
of metallic strip, respectively. Lt and Ct are introduced
by the metallic vias. Lt is contributed by vias itself and
Ct is generated by the adjacent vias in two neighboring
units. According to formula (3), the resonance frequency
of 2.5-D structure decreases compared with the plane
structure with the same size. Thus, vias show a capa-
bility for reducing the size of FSSs.

Because transmission coefficients with excitation
from –z and +z directions are the same, the results for
–z direction are used in the following discussion and
analysis. The comparison of transmission coefficients
between 2.5-D FSS and plane FSS with the same size for
normally incident plane wave is represented in Figure 8.
As shown in Figure 8, the resonance frequency of the
2.5-D FSS is lower than that of plane square-loop FSS,

Fig. 4. Transmission coefficients at different incident
angles from –z and +z directions for x-polarization sim-
ulated by (a) CST and (b) HFSS.

which validates the previous analysis. Hence, the band
characteristics can be adjusted by changing the total
perimeter of the 2.5-D square loop. Compared with the
design in [4] with size of 0.46λ0 × 0.46λ0, the unit cell of
the proposed FSS has a more compact size of 0.097λ0 ×
0.097λ0. This indicates that the proposed FSS achieves
the structure miniaturization.
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Fig. 5. Transmission coefficients at different incident
angles from –z and +z directions for y-polarization sim-
ulated by (a) CST and (b) HFSS.

The comparison of transmission coefficients
between 2.5-D FSS and a metal plate with hole at
normal incidence with excitation from –z direction is
illustrated in Figure 9. It can be seen that there is not
much difference between two S21 values at 4.83 GHz.
However, in the case of similar shielding performance,
the proposed FSS with FR-4 lossy substrate is much
lighter than a metal plate with the same size, which is
more suitable for small lightweight electronic products.

The relative dielectric constant εr of the dielectric
substrate is 4.3, and the thickness t of the dielectric sub-

Fig. 6. Distribution of the surface current.

Fig. 7. The equivalent circuit of the unit cell of the pro-
posed FSS.

strate changes from 1.8 to 2.2 mm at 0.2-mm intervals to
investigate the influence of dielectric substrate thickness.
Because the results for x-polarization and y-polarization
at normal incidence from –z and +z directions are the
same, the results for x-polarization at normal incidence
from –z direction are taken as an example to be ana-
lyzed and shown in Figure 10. When the thickness of the
dielectric substrate increases, the resonance frequency
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Fig. 8. Comparison of transmission coefficients between
2.5-D FSS and plane FSS at normal incidence simulated
by (a) CST and (b) HFSS.

Fig. 9. Comparison of transmission coefficients between
2.5-D FSS and a metal plate at normal incidence simu-
lated by (a) CST and (b) HFSS.

will decrease due to the inductance and capacitance con-
tributed by vias.

Table 3: Comparison with other structures in published
literature
FSS Holes Size

(λ 0)
Attenuation Bandwidth Stability

[26] Without 0.30 40 dB Not
reported

45◦

[17] Without 0.08 20 dB Not
reported

60◦

[18] Without 0.037 30 dB Not
reported

60◦

[20] Without 0.125 35 dB 400 MHz
(–20 dB)

60◦

[21] Without 0.216 20 dB Not
reported

45◦

[22] Without 0.088 35 dB 315 MHz
(–15 dB)

60◦

[23] Without 0.069 40 dB 950 MHz
(–10 dB)

60◦

[4] With 0.458 40 dB 2 GHz
(–30 dB)

60◦

Proposed With 0.097 40.74 dB 3.38 GHz
(–10 dB)

85◦

Fig. 10. Influence of dielectric thickness on transmis-
sion coefficients simulated by (a) CST and (b) HFSS
simulator.

Finally, the comparison between the proposed 2.5-
D FSS and the results from published literature are listed
in Table 3. It can be seen from Table 3 that the pro-
posed 2.5-D FSS shows excellent performance in minia-
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turization. Especially compared with the FSS with holes
[4], the unit cell size is significantly reduced. The pro-
posed FSS has a large attenuation bandwidth, which is
about 3.56 times larger than that in [23]. A Compact and
High-Performance Shielding Enclosure by Using Meta-
material Design. In addition, the proposed 2.5-D FSS
has small S21 and the angular stability is up to 85◦.

IV. CONCLUSION
An effective and novel metamaterial structure is pro-

posed for 5G electromagnetic shielding. It provides
40.74 dB attenuation and 3.38-GHz bandwidth to sup-
press interference signals operating near 4.83 GHz. In
particular, the proposed FSS overcomes the difficulty
that the heat dissipation of the metal shielding deterio-
rates significantly for small apertures. It demonstrates
the advantage of high shielding performance, small size,
and excellent heat dissipation. This design can be further
extended to the application of WLAN, ISM, GSM, and
Wi-Fi shielding.
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Abstract – The hybrid boundary element method for
solving a three-dimensional magnetostatic problem is
presented in this paper for the first time. The interac-
tion force between the cuboidal permanent magnet and
the bar, made of soft magnetic material, is calculated.
Results of the presented approach are confirmed using
COMSOL Multiphysics as well as with the results of the
image theorem that is applicable when the dimensions of
the bar are large enough; so it could be considered an
infinite soft magnetic plane.

Index Terms – Hybrid boundary element method
(HBEM), magnetization charges, magnetic force,
cuboidal permanent magnet.

I. INTRODUCTION
In order to precisely calculate performance parame-

ters of different electronic devices, various mathematical
methods can be applied. Efficiency of the most common
ones in the analysis of the problems involving electro-
magnetic fields of very thin electrodes [1] is debatable.
Some of these applications were analyzed in the cable
terminations having a thin deflector [2], strip lines with
perfect conducting plates [3], or floating stripes used for
electrostatic field modeling [4].

Since there is a constant need for size reduction and
optimization of electrical devices and gadgets, the devel-
opment of new mathematical approaches for their perfor-
mance’s calculation is a necessity. The hybrid boundary
element method (HBEM) developed at the Department
of Theoretical Electrical Engineering was initially made
for solving electromagnetic field distribution in the vicin-
ity of cable joints and terminations [5, 6], but it finds its
application in solving numerous electromagnetic prob-
lems. As a combination of the boundary element method
(BEM) [7], the equivalent electrodes method (EEM) [8],
and the point-matching method (PMM), until now, it

was applied for permanent magnets (PMs) configuration
modeling [9, 10], characteristic parameters of transmis-
sion lines calculation [11–13], and for the grounding
system analyses [14]. Also, a line inductance of two-
wire in the vicinity of magnetic material composites was
successfully calculated using this approach [15]. All
the structures that are analyzed using HBEM are either
planar or axially symmetrical, but the method can be
used for solving 3D electromagnetic problems too. The
advantage of the method is that equivalent electrodes,
equivalent currents, or magnetic sources, depending on
the problem that is being solved, are located on the body
surface, or boundary surface between two different mate-
rials, while in the case of the charge simulation method
(CSM), sources are placed within the volume.

The application of HBEM for 3D magnetostatic
problems is presented here for the first time. It will be
applied to a PM configuration modeling because, due
to the low production cost, PMs have become a pri-
mary choice in many instances. The absence of a power
supply unit also goes in favor of PMs. Perfect exam-
ples are magnetic couplings, bearings, different assem-
blies, sensors, or actuators. Cuboidal, cylindrical, and
ring magnets are the most common shapes of PMs and
many scientists around the world are calculating the
field, force, and torque of different configurations that
contain them [16–21]. Since Akoun presented his study
of cuboidal PMs [22], many papers were published that
were dealing with the force and torque between cuboidal
magnets using Ampere’s current [23, 24] or magnetic
charges approach [16, 19, 20, 25–27]. Also, the cal-
culation of the interaction between a cuboidal magnet
and current carrying conductor [28] or a cuboidal mag-
net and infinite magnetic plate are the topics of interest
[29]. The HBEM was applied for calculating the force
between ring and cylindrical PM and the object of the
finite dimension made of soft magnetic material [9, 10].
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This method is used in the paper for the force cal-
culation between cuboidal magnet and the bar made of
soft magnetic material. The advantages of this approach
are its simplicity and low computation time. The results
presented could prove important in the modeling and
manufacturing process of different devices that incorpo-
rate PMs.

II. METHODOLOGY
The basic idea of the HBEM is that either the con-

ductor surface or the boundary surfaces between two
dielectric layers or even boundary surface between two
different magnetic materials should be divided first into
number of small segments. For the electrostatic prob-
lems, equivalent electrodes or electric charges should be
placed right in the center of each segment. Influence of
the magnetic materials of different magnetic permittivity
can be replaced by equivalent currents that are located on
the boundary surface of the magnetic layers. Using the
boundary condition for tangential components of mag-
netization vector on boundary surface of two magnetic
materials, M2t−M1t = Js, a system of linear equations
can be formed with microscopic Ampere’s currents, Js,
as the unknown values [5].

The system of magnetic sources placed along the
boundary surface also substitutes the influence of two
different magnetic materials. In that case, the system of
linear equations is formed using the boundary condition
for the normal component of magnetization vector on the
boundary surface, M2n−M1n = ηm [9, 10].

The geometry of the sources depends on the prob-
lem that is being solved. In case of axial symmetry, the
magnetic sources are toroidal [9, 10], for the planar prob-
lems, they are line charges [13, 14], and for 3D problems,
magnetic sources are spherically shaped.

A. Model definition
Using HBEM, the system of cuboidal PM and

the bar made of soft magnetic material is modeled
(Figure 1).

The PM magnetized in the axial direction is modeled
using the fictitious magnetic charges approach. Since the
boundary conditions for the surface and volume charge
density have to be satisfied [30]

ηm = n̂ ·M, (1)
ρm =−∇ ·M = 0, (2)

it is obvious that the magnetic charges exist on the bot-
tom and the top faces of the magnet, with the surface
density ηm1 = n̂ ·M = M for the top face, and ηm2 =
n̂ ·M =−M, for the bottom one [25]. The volume charge
density is equal to zero.

On the other hand, since the bar is made of soft mag-
netic material of magnetic permeability µ = µ0µr2, its
influence can be replaced with a system of small airborne

Fig. 1. Cuboidal magnet placed above soft magnetic bar.

Fig. 2. Discretization model for the considered system.

spherical magnetic sources. Boundaries between the soft
magnetic bar and the air (all faces of the magnetic bar)
are divided into a large number of square-shaped seg-
ments. Each magnetic source is located in the center of a
segment. The discretization model of the system is pre-
sented in the Figure 2.

B. HBEM application
The magnetic scalar potential of magnetic sources

system

ϕm =
N

∑
n=1

QnG(r,rn) (3)

can be calculated starting from the Green’s function of
an isolated point magnetic charge

G(r,rn) =
1

4π |r− rn|
, (4)

where r is the field point radius vector and rn is the radius
vector of the spherical magnetic source center.

After the discretization (Figure 2), the magnetic
scalar potential of the considered system becomes

ϕm =
NaNb

∑
k=1

 Qm
k

4π

√
(x− xk)

2 +(y− yk)
2 +(z− zk1)

2

−
Qm

k

4π

√
(x− xk)

2 +(y− yk)
2 +(z− zk2)

2

+
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+
Ntot

∑
i=1

Qi

4π

1√
(x− xi)

2 +(y− yi)
2 +(z− zi)

2
. (5)

The first sum in eqn (5) is the magnetic scalar poten-
tial of the PM. The magnetic charges of the PM segments
are Qm

k = M ab
NaNb

.
The positions of the top face elements are (xk, yk,

zk1 = h+L1 +L2
/

2) and for the bottom ones are (xk, yk,
zk2 = h+L2

/
2).

Na ·Nb is the total number of the surface charges
on the PM face. Na and Nb are the number of the
segments along the edges a and b, calculated from the
initial number of segments (magnetic point charges) N.

They depend on the PM dimensions, Na =
√

aN
/

b and

Nb = N
/√

aN
/

b.
The second sum in eqn (5) represents the magnetic

scalar potential of the bar made of soft magnetic mate-
rial. Each face of the bar is discretized into square seg-
ments with corresponding spherical magnetic sources,
Qi, placed in the center of each segment.

The radii of the spherical sources placed along the
faces of the bar are

aez =
√

∆x∆y
2π

, for the bottom and the top faces,

aex =
√

∆z∆y
2π

, for the front and back faces,

aey =
√

∆x∆z
2π

, for the right and left faces,

where ∆x = Nd
d ,∆y = Nc

c , ∆z = NL
L2

.
Nd , Nc, andNL are the number of the segments along

the edges d, c, and L2 that are calculated starting from
the initial number of the elements, Ns. So, the total num-
ber of segments (or unknown magnetic sources Qi) is
Ntot = 2NcNd +2NcNL +2NdNL.

Magnetic field strength vector can be expressed as
H =−grad(ϕm) . (6)

The relation that the normal component of the magnetic
field vector and surface charges must complete is

n̂k ·Hk =−
µr2

µr1−µr2
ηmi, (7)

ηmi =
Qi

Si
, i = 1,2, . . . ,Ntot, k = 1, ...,6,

where n̂k is the outgoing unit normal vector and Si is the
surface of the ith segment.

The system of the linear equations is formed after
the point matching method is applied for the normal
component of the magnetic field. The solution of the lin-
ear equations system gives the values of unknown bound-
ary sources of the bar Qi. After the magnetic sources
are calculated, the magnetic scalar potential of the bar
becomes

ϕmb =
1

4π

Ntot

∑
i=1

Qi√
(x− xi)

2 +(y− yi)
2 +(z− zi)

2
. (8)

The magnetic field vector can be determined by the
expression (6), and magnetic flux density vector in the
vicinity of the bar is

Bext = µ0Hext. (9)
Finally, when magnetic flux density vector gener-

ated by the bar is determined, the interaction force can be
calculated using the superposition of the force obtained
between all sources of the bar and all magnetic charges
of the PM:

F =
NaNb

∑
k=1

Qm
k Bext. (10)

Substituting eqn (9) in eqn (10), the force is calcu-
lated, and its components are

Fx =
µ0

4π

Mab
NaNb

×

NaNb

∑
k=1

Ntot

∑
i=1

Qi

 xk− xi(
(xk− xi)

2 +(yk− yi)
2 +(zk1− zi)

2
) 3

2
−

− xk− xi(
(xk− xi)

2 +(yk− yi)
2 +(zk2− zi)

2
) 3

2

 ,

(11)

Fy =
µ0

4π

Mab
NaNb

×

NaNb

∑
k=1

Ntot

∑
i=1

Qi

 yk− yi(
(xk− xi)

2 +(yk− yi)
2 +(zk1− zi)

2
) 3

2
−

− yk− yi(
(xk− xi)

2 +(yk− yi)
2 +(zk2− zi)

2
) 3

2

 , (12)

Fz =
µ0

4π

Mab
NaNb

×

NaNb

∑
k=1

Ntot

∑
i=1

Qi

 zk1− zi(
(xk− xi)

2 +(yk− yi)
2 +(zk1− zi)

2
) 3

2
−

− zk2− zi(
(xk− xi)

2 +(yk− yi)
2 +(zk2− zi)

2
) 3

2

 . (13)

The x and y components of the force are equal to zero;
so the calculated z component represents the interaction
force.

III. NUMERICAL RESULTS
The expression for the interaction force, developed

using HBEM, is easily handled in the Wolfram Math-
ematica environment and enables parametric studies of
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Fig. 3. Convergence results.

the force. The results are presented graphically for the
different configuration parameters.

Convergence of the results is tested, and the results
are compared with the finite-element method (FEM)
(COMSOL Multiphysics) computations in order to
determine the optimal number of magnetic sources. For
the system parameters: a

/
L1 = b

/
L1 = 2.0,h

/
L1 =

1.0,c
/

L1 = d
/

L1 = 4.0, L2
/

L1 = 2.0, M = 750kA
/

m,
µr = 100, N = 3000, the attraction force is calculated
for various numbers of bar segments, Ns, as it is pre-
sented in Figure 3. The same configuration is modeled
in COMSOL Multiphysics and the obtained intensity of
the force is 3.4617 N. In the case when the initial number
of segments is Ns = 7000, the relative deviation between
FEM and HBEM result is 0.58%. It is confirmed that
the HBEM results are compliant with the value obtained
with FEM. In the further calculations, the number of PM
segments is limited to N = 3000 and the initial number
of the bar segments is Ns = 7000.

The results of the presented approach are also com-
pared with the ones obtained using the method of images
[23, 25] for the case where the dimensions of the bar,
c
/

L1, d
/

L1 are large enough; so it could be considered
an infinite soft magnetic plane. Figure 4 presents com-
parative results of three different methods. The nor-
malized magnetic force, Fz

nor =Fz
/

µ0M2L2
1, versus rel-

ative permeability of the bar, for various axial displace-
ments of the magnet is shown. Configuration parameters
are: a

/
L1 = b

/
L1 = 3.0, c

/
L1 = d

/
L1 = 18.0. Results

shown in Figure 4 also prove the accuracy of the method.
HBEM results coincide with the image theorem results,
with relative deviation lower than 0.6%. FEM results, on
the other hand, have a relative deviation below 1.5%.

Table 1 presents the computational time in case
where HBEM, image theorem, and FEM were applied.

Fig. 4. Interaction force versus relative magnetic perme-
ability µr2.

Table 1: Computational time
HBEM Image Theorem FEM

CPU time [s] 39.4 28.6 129

The computational time is the lowest in case of the image
theorem, but a disadvantage of this approach is that it is
not applicable when the bar is of finite dimension.

The comparative results of HBEM and FEM are pre-
sented in Figures 5–9 with the satisfactory alignment.

Normalized axial force between PM and soft mag-
netic bar versus normalized axial displacement of PM,
h
/

L1, for variable relative permeability of the bar,
µr2, is presented in Figure 5. The analysis is per-

Fig. 5. Interaction force versus h
/

L1 for variable mag-
netic permeability µr2.
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Fig. 6. Interaction force versus h
/

L1 for different values
of PM dimensions.

Fig. 7. Interaction force versus h
/

L1 for different values
of bar’s dimensions.

Fig. 8. Interaction force versus relative magnetic perme-
ability of the bar for variable PM dimensions.

Fig. 9. Interaction force versus relative magnetic perme-
ability µr2 for variable bar’s dimensions.

formed for a
/

L1 = b
/

L1 = 2.0, c
/

L1 = d
/

L1 = 4.0,
L2
/

L1 = 2.
Figures 6 and 7 present interaction force distri-

bution versus the distance h
/

L1 for different values
of PM dimensions and for various bar’s dimensions,
respectively. The system parameters in the first case are:
c
/

L1 = d
/

L1 = 3.0, L2
/

L1 = 1, µr2 = 100, while in the
second example: µr2 = 50, a

/
L1 = b

/
L1 = 2.0, L2

/
L1 =

0.5.
Force distribution versus relative permeability of the

bar is presented in Figures 8 and 9 with the configuration
parameters: c

/
L1 = d

/
L1 = 6.0, L2

/
L1 = 1.0, h

/
L1 =

0.5 and a
/

L1 = 3.0, b/L1 = 1.0, c
/

L1 = 5.0, h
/

L1 =

0.2,h
/

L1 = 0.5, respectively.

IV. CONCLUSION
The HBEM is applied for the calculation of the inter-

action force between cuboidal PM and the bar made of
soft magnetic material. The three-dimensional electro-
magnetic problem is solved for the first time using this
approach. The accuracy of the method is confirmed
using COMSOL Multiphysics software and the image
theorem. The solution for the magnetostatic problem is
derived here, and, similarly, using analogous procedure,
the wide variety of multilayer 3D electromagnetic prob-
lems can be solved. The advantage of this method is
its simplicity. Since the discretization of the surface is
applied, it is also very time efficient. As expected, the
number of segments grows with the increase in dimen-
sions of the bar. For the examples presented in the paper,
it is not greater than Ns = 7000. Calculation done using
Intel i7 processor and 32 GB of RAM took around 15
minutes of run time for a distribution curve. Parametric
studies and design of the devices that incorporate PMs
could be improved using the obtained expression of the
force.
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B. Raičević, “Improving the efficiency of hybrid
boundary element method for electrostatic prob-
lems solving,” Applied Computational Electromag-
netics Society (ACES) Journal, vol. 35, no. 8, pp.
872-877, Aug. 2020.
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Sep. 2019.

[16] H. Allag, J.P. Yonnet, H. Bouchekara, M. Latreche,
and C. Rubeck, “Coulombian model for 3D analyt-
ical calculation of the torque exerted on cuboidal
permanent magnets with arbitrary oriented polar-
izations,” Applied Computational Electromagnetics
Society (ACES) Journal, vol. 30, no. 4, pp. 351-
356, Apr. 2015.

[17] J. Ren, L.Yang, and J. Ren, “Study on spatial
magnetic field intensity distribution of rectangu-
lar permanent magnets based on Matlab,” Applied
Computational Electromagnetics Society Confer-
ence, vol. 46, no. 1, pp. 255-269, 2014.
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Abstract – Based on the quasi-two-dimensional (2D)
field model of long primary double-sided linear
induction motor (LPDLIM), an improved equivalent cir-
cuit model is proposed. First, the traditional equiv-
alent circuit of LPDLIM is reviewed. Second, the
skin effect correction coefficients for the secondary
equivalent resistance and excitation reactance, and the
secondary leakage inductance are derived. Moreover,
an improved equivalent circuit model for LPDLIMs
is presented, in which the leakage reactance of the
secondary is considered, and the excitation reactance
and secondary resistance are modified by the correc-
tion coefficients independently. Then, the slip frequency
characteristics of various effect forces and variations
of forces under different operations and mechanical
air gap width are presented. Finally, the calculated
forces by the proposed equivalent circuit are validated
by the finite element method results and also com-
pared with that of the traditional equivalent circuit
model.

Index Terms – Double-sided linear induction motor, end
effect, equivalent circuit, long primary, skin effect.

I. INTRODUCTION
Because the linear induction motor (LIM) has a wide

range of speed and acceleration, it avoids the interme-
diate transmission mechanism of linear motion, reduces
the mechanical loss and stress, and its system has high
reliability [1]. The LIMs have been widely used in air-
craft electromagnetic launch or accelerator system [2],
transportation system [3, 4], loading and unloading sys-
tem [5], etc.

The LIM has a different structure from the rotat-
ing induction motor (RIM), and the unique structure
produces special effects, such as the longitudinal end
effect, transverse edge effect, and so on, which will
affect the thrust characteristics of the motor. The
most commonly used methods to solve the thrust char-
acteristics of LIM are finite element method (FEM)
[6], numerical calculation method [7], equivalent cir-

cuit (or equivalent magnetic circuit) method [8, 9],
and so on.

The FEM software is not only convenient for the
optimization design of LIMs [10] but also provides
convenience for the performance calculation of motor
with special structure or with abnormal secondary posi-
tion [11, 12]. However, due to the longitudinal end
effect, it cannot build a partial pole pair FEM model of
LIM like a RIM; a full model means that more computer
resources and longer computing time are needed [13].

Among the analytical methods for solving the per-
formance of linear motor, one-dimensional (1D) field
analytical method is the most used [14], while two-
dimensional (2D) and three-dimensional (3D) fields are
more accurate to solve the performance [15–17].

The analytical solution is helpful to understand the
field distribution clearly, but it cannot directly reflect the
impedance of the motor as the equivalent circuit. The
end and edge effects, which play a significant role in
the performance of a LIM, are reflected in the equivalent
circuit by modifying factors on the impedance [9]. In
addition to Duncan’s equivalent circuit [18], T-type
equivalent circuit based on field theory is another com-
mon model. The equivalent circuit of SLIM has been
deeply studied because of its application as traction
motor [9]. However, because the secondary of double-
sided LIM (DLIM) is usually only a conductive plate,
while that of SLIM has back iron, their equivalent cir-
cuits are different.

The research of the equivalent circuit of DLIM is far
less extensive than that of SLIM for its limited applica-
tion. In the conventional equivalent circuit of the long
primary double-sided LIM (LPDLIM), the longitudinal
end effect and transverse edge effect of motor are demon-
strated by correction factors of secondary resistance and
excitation reactance, and the secondary leakage reac-
tance is neglected [14, 19]. In the high-speed applica-
tions, an equivalent circuit with only longitudinal end
effect may be enough to analyze the performance of the
LPDLIM [14, 20].

In addition to the end/edge effect, the secondary
leakage reactance and the skin effect of the secondary
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will have an important impact on the performance of the
low-speed LPDLIM with the large air gap. Although the
impedance parameters with skin effect of the equivalent
circuit can be obtained by 2D and 3D field analyses, their
expressions are very complex [21]. In the above equiva-
lent circuit model for LPDLIM, few papers take the skin
effect into the equivalent circuit.

In this paper, quasi-2D model is built to analyze the
inhomogeneous distribution of air gap flux density in
vertical direction, that is, the skin effect and secondary
leakage reactance are considered in the equivalent cir-
cuit to make it more perfect. In Section II, the correction
factors of longitudinal end and transverse edge effects on
the equivalent circuit impedance are given. And then the
conventional equivalent circuit in the coupling region of
the LPDLIM is presented. In Section III, the skin effect
factors of modified secondary equivalent resistance and
excitation reactance, and secondary leakage reactance
are derived. And the improved equivalent circuit model
for LPDLIMs is proposed. In Section IV, the slip fre-
quency characteristics of various effect forces are pre-
sented. The results of 3D FEM are used to verify the pro-
posed equivalent circuit model, and also compared with
that of the traditional equivalent circuit model. Finally,
the conclusions are summarized in Section V.

II. TRADITIONAL T-TYPE EQUIVALENT
CIRCUIT

The 3D LPDLIM was developed and is presented
in Figure 1. The model is usually decomposed into two
independent analytical models, namely, the longitudinal
(x-axis) analysis model (Figure 1 (b)) considering the
longitudinal end effect, and the transversal (z-axis) anal-
ysis model (Figure 1 (c)) considering the transverse edge
effect. In the 1D field analysis theory for LPDLIMs, the
longitudinal end effect and transverse edge effect can be
considered to act independently or be neglected.

A. Longitudinal end effect
The longitudinal 1D analysis model is shown in Fig-

ure 1 (b). In order to simplify the analysis model consid-
ering longitudinal end effects, the assumptions are pre-
sented as [14].

Taking the secondary as the motion reference coor-
dinate [22], according to the fact that the equal complex
power between the magnetic field and the electrical cir-
cuit, the secondary resistance and excitation reactance
per phase with end effect neglected can be calculated by
the following equation [14]:

r2 =
4m1(W1kw1)

2a
pτσs

xm = G · r2

}
, (1)

where m1 is the number of primary phases, W1 is the
number of turns of the primary per phase winding in
series, kw1 is the primary winding coefficient, a is the
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Fig. 1. (a) 3D model of LPDLIM. (b) Longitudinal analysis model. (c) Transversal analysis model. 
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half width of primary core, p is the number of the pole
pairs, τ is the pole pitch, σ s is the surface conductivity
of the secondary, and G is the quality factor.

The longitudinal end effect factors are denoted as
eqn (2) [14], where Kr and Kx are the correction factors
for the secondary resistance and the magnetizing reac-
tance, respectively

Kr =
sG

L2

√
1+s2G2

k2
1+k2

2
k1

Kx =
1

L2

√
1+s2G2

k2
1+k2

2
k2

 , (2)

where k1 and k2 are the functions of slip s and quality
factor G and L2 is the secondary length, which is the
same as the segmented primary length L1 = 2pτ in this
paper.

B. Transversal edge effect
The transversal analysis model is shown in Figure 1

(c). The longitudinal end effect is neglected in solv-
ing the transverse edge effect, and some assumptions are
made in deriving the field equations [19].
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Table 1: Specifications of the LPDLIM
Quantity Symbol Value

Number of phases m1 3
Number of poles 2p 6

Number of slots per phase per pole q1 2
Pole pitch τ 66 mm

Segmented primary length L1 396 mm
Primary width 2a 70 mm

Mechanical air gap length g 27 mm
Secondary thickness 2d 3 mm

Secondary width 2c 140 mm
Secondary length L2 396 mm

The correction factors of the transverse edge effect
Cr and Cx are given by [19, 21]

Cr = sG ·
(
Re2 [T ]+ Im2 [T ]

)/
Re [T ]

Cx = Re2 [T ]+ Im2 [T ]
/

Im [T ]

}
. (3)

These correction factors of transverse edge effect are
also used to modify the secondary resistance and exci-
tation reactance, respectively, where T is the function
of the slip, quality factor, and motor structure parame-
ters [19].

T = j
(
r2 +

(
1− r2)

λ tanh(αa)
/

αa
)
, (4)

where r, λ , and α are given as eqn (5) [19], and k = π/τ ,
r2 = (1+ jsG)−1

λ =
(
tanh(αa) tanh(kc− ka)

/
r+1

)−1

α = k
√

1+ jsG

 . (5)

The transverse edge effect may be accounted for by
introducing a larger equivalent primary stack width 2ae
instead of actual width 2a, and ae = a + kg · (d + g),
and range of the coefficient kg is 0.6−1 [23]. The new
correction factors Cer and Cex of transverse edge effect
can be obtained by replacing the actual core width with
the new equivalent stack width in eqn (3)−(5).

C. Traditional equivalent circuit
The specifications of the LPDLIM are listed in

Table 1, and frequency of operation is 60 Hz.
The longitudinal end effect and transverse edge

effect factors are calculated in Figure 2. The factor of
secondary resistance corrected by the longitudinal end
effect increases with slip frequency, while the factor of
modified excitation reactance decreases with slip fre-
quency, that is, the longitudinal end effect increases the
secondary resistance and reduces the excitation reac-
tance. The distribution of transverse edge effect fac-
tors is similar to that of longitudinal end effect but have
smoother trend. In the new correction factors of trans-
verse edge effect calculated by equivalent primary width
2ae, the factor of modified secondary resistance Cer is
reduced, while the correction factor of excitation reac-
tance Cex is basically unchanged, compared with the tra-
ditional ones.

Number of poles 2p 6 

Number of slots per phase per pole q1 2 

Pole pitch τ 66 mm 

Segmented primary length L1 396 mm 

Primary width 2a 70 mm 

Mechanical air gap length g 27 mm 

Secondary thickness 2d 3 mm 

Secondary width 2c 140 mm 

Secondary length L2 396 mm 
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resistance corrected by the longitudinal end effect increases with slip frequency, while the factor of modified 

excitation reactance decreases with slip frequency, that is, the longitudinal end effect increases the secondary 

resistance and reduces the excitation reactance. The distribution of transverse edge effect factors is similar to that of 

longitudinal end effect but have smoother trend. In the new correction factors of transverse edge effect calculated by 

equivalent primary width 2ae, the factor of modified secondary resistance Cer is reduced, while the correction factor 
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Fig. 2. Correction factors for longitudinal end effect and transverse edge effect.  

 

The T-model equivalent circuit is shown in Figure 3 since the LPDLIM is usually segmented supplied. The 

coupling coefficient between the secondary and the nth primary is defined as 
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where L2n is the coupling length between the secondary and the nth primary. Because the length of the secondary is 

equal to that of the primary, the coupling coefficient between the secondary and the (n + 1)th primary is 1 − ξ.  

Here, r1 and x1 are the phase resistance and leakage reactance of one segment primary, Xm is the excitation 

reactance of primary and secondary fully coupled (ξ = 1), and R2 and x2 are the equivalent phase resistance and 

leakage reactance of secondary. The excitation reactance and secondary resistance in Figure 3 can be end/edge effect 

considered or not. 

When the windings of the LPDLIM with segmented supplied are in series, the equivalent circuit of the coupling 

region introducing the longitudinal end effect and the transverse edge effect correction factors can be simplified as 

shown in Figure 4 due to the same currents of the two stator windings. The excitation reactance and secondary 

resistance without end (edge) effect of the coupling region are xm and r2, respectively. In the traditional equivalent 

circuit, the secondary leakage reactance is usually ignored, i.e., x2 ≈ 0.  

When factors Cer and Cex are used to replace the traditional transverse edge effect correction factors Cr and Cx in 

Figure 4, a new equivalent circuit (EC-LTe) can be used to calculate the characteristics of an LPDLIM.  
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Fig. 3. Equivalent circuit of LPDLIM with primary
windings in series.

The T-model equivalent circuit is shown in Figure 3
since the LPDLIM is usually segmented supplied. The
coupling coefficient between the secondary and the nth
primary is defined as

ξ = L2n
/

L1, (6)

where L2n is the coupling length between the secondary
and the nth primary. Because the length of the sec-
ondary is equal to that of the primary, the coupling coeffi-
cient between the secondary and the (n + 1)th primary is
1 − ξ .

Here, r1 and x1 are the phase resistance and leakage
reactance of one segment primary, Xm is the excitation
reactance of primary and secondary fully coupled (ξ =
1), and R2 and x2 are the equivalent phase resistance and
leakage reactance of secondary. The excitation reactance
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Fig. 4. Traditional equivalent circuit with longitudinal
end effect and transverse edge effect (EC-LT).

and secondary resistance in Figure 3 can be end/edge
effect considered or not.

When the windings of the LPDLIM with segmented
supplied are in series, the equivalent circuit of the cou-
pling region introducing the longitudinal end effect and
the transverse edge effect correction factors can be sim-
plified as shown in Figure 4 due to the same currents
of the two stator windings. The excitation reactance
and secondary resistance without end (edge) effect of the
coupling region are xm and r2, respectively. In the tradi-
tional equivalent circuit, the secondary leakage reactance
is usually ignored, i.e., x2 ≈ 0.

When factors Cer and Cex are used to replace the tra-
ditional transverse edge effect correction factors Cr and
Cx in Figure 4, a new equivalent circuit (EC-LTe) can be
used to calculate the characteristics of a LPDLIM.

III. IMPROVED EQUIVALENT CIRCUIT
MODEL

In the traditional equivalent circuit of LPDLIMs,
longitudinal end effect and transverse edge effect, or one
of them, are usually considered.

As it knows, the field distribution of linear motor
is 3D. In order to consider the influence of field dis-
tribution in each direction on the impedance parame-
ters of equivalent circuit, the 3D motor model is divided
into three independent direction models, namely longi-
tudinal, transversal, and vertical analysis models. Each
model is analyzed separately to obtain the correspond-
ing correction coefficient of impedance. A full equiv-
alent circuit model considering the longitudinal, trans-
verse, and vertical field distribution is obtained.

A. Correction factors for skin effect and secondary
leakage reactance

As in Section II, for example, when solving the lon-
gitudinal end effect, it is considered that the transverse
edge effect does not exist, that is, the transverse width
(y-direction) is infinite, and the air gap magnetic field is

Fig. 5. Vertical analysis model of skin effect.

evenly distributed in the vertical direction (z-axis). In
this section, the longitudinal and transverse end effects
are negligible; only the influence of inhomogeneous dis-
tribution of the air gap magnetic field in the vertical
direction (y-axis), i.e., the skin effect on the thrust char-
acteristics of the motor, is further considered. The cor-
rection factors of the excitation reactance and secondary
resistance caused by the inhomogeneous distribution of
the air gap flux vertically are solved based on the quasi-
2D electromagnetic field.

The quasi-2D representation of the LPDLIM is
shown in Figure 5. To simplify the analytical model, the
following assumptions are made [7, 9, 15].

1. The primary core is not saturated, and the resistivity
of the primary core is infinite.

2. The primary and secondary are infinitely long in the
motion direction and wide enough transversally.

3. Both primary and secondary currents have only
z-component, and the primary currents flow in
infinitesimally thin sheets.

Based on the theory of the LPDLIM and the
Maxwell’s equations, the vector magnetic potential equa-
tion of the electromagnetic field of the motor is [21]

∇
2AAA = µ0σ

[
∂AAA
∂ t
− v(∇×AAA)

]
, (7)

where A is the vector magnetic potential, µ0 is the air
magnetic permeability, σ is the conductivity of the sec-
ondary, and v is the relative velocity of primary and sec-
ondary. According to the above assumptions, A has only
the z-direction component and can be defined as

AAAz = Ai (y) · ej(ωt−kx). (8)
In regions 2 (secondary) to 4 (air gap), the following

equation is obtained:
∂ 2A2(y)

∂y2 −
(
k2 + jµ0σsω

)
A2 (y) = 0

∂ 2A3(y)
∂y2 − k2A3 (y) = 0

∂ 2A4(y)
∂y2 − k2A4 (y) = 0

 . (9)

Undetermined magnetic potential Ai (i = 2, 3, 4) are
solved by the satisfactions of the boundary conditions
among primary, air gap, and secondary.

The electric field intensity in the air gap and the sec-
ondary is denoted by

EEEzi =−
∂AAAzi

∂ t
i = 2,3,4 . (10)
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The electromagnetic complex power transferred
from the primary to the air gap and secondary can be
calculated as follows [21]:

SSS23 = 2×
∫ a

−a

∫ L2

0

1
2

(
− jjj∗1

2

)(
EEEz3|y=ge

)
dxdz, (11)

where j1 is the primary surface current density, ge is the
electromagnetic air gap width, and ge= d + g, d is the
half thickness of secondary, and g is the mechanical air
gap width.

There is no active power and reactive power in the
secondary when slip is 0, and the complex power cal-
culated by eqn (11) only has the reactive power on the
exciting reactance, i.e., S23 = jQ30. Therefore, the exci-
tation reactance with inhomogeneous air gap magnetic
field in the vertical direction considered can be obtained
by the following expression:

xms =
Q30

m1I2
1
= xm ·Km, (12)

where Km is the correction factor of the skin effect on
excitation reactance with end effect neglected

Km =
kδ cosh(kge)

2 · sinh(kge)
. (13)

When the slip is not 0, in the T-type equivalent cir-
cuit, the following relationship is satisfied [21]:

−Ė1 =
S23

m1I1

Q3 =
m1|−Ė1|2

xms
S2 = S23− jQ3 = P2 + jQ2

İ∗2 = S2
m1(−Ė1)

 , (14)

where P2 and Q2 are the active power and reactive power
in the secondary, respectively, and İ∗2 is the conjugate
current of the secondary branch reduced to the primary.

The secondary resistance and leakage reactance con-
sidering inhomogeneous air gap magnetic field in the
vertical direction can be calculated by

R2 =
P2

m1
∣∣İ∗2 ∣∣2 =

r2

s
·K f , (15)

x2 =
Q2

m1
∣∣İ∗2 ∣∣2 =

xmkδ

2
D1M+D2N

M2 +N2 , (16)

where K f is the correction factor of the secondary resis-
tance without end effect. The secondary leakage reac-
tance x2 can be expressed by the excitation reactance
without end effect

K f =
sG · 1

2 kδ (C2D1−C1D2)

M2 +N2 , (17)

M =C1−D1 tanh(kge)
N =C2−D2 tanh(kge)

}
, (18)

where the constants C1, C2, D1, and D2 are the func-
tions of slip frequency, and motor parameters, such as
secondary thickness 2d, mechanical air gap width g, pole
pitch τ , etc.
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Fig. 6. Correction factors for skin effect. 

 

The calculation results show that these two correction factors (Km and Kf) are determined by the parameters of 

the LPDLIM, e.g., the electromagnetic air gap width, and independent of slip frequency. With the secondary 

thickness of 3 mm, these two factors versus the width of the electromagnetic air gap ge are shown in Figure 6. They 

both increase the secondary resistance and excitation reactance although their trends are different. 

 

B. Improved Equivalent Circuit 

Based on the traditional equivalent circuit in Figure 4, the derived correction factors Km and Kf are used to 

modify the excitation reactance and secondary resistance, respectively, and the secondary leakage reactance is 

connected in series with the modified secondary resistance in the secondary branch circuit; an improved equivalent 

circuit (EC-LTS) for LPDLIM as shown in Figure 7 is obtained. Similarly, if the traditional transverse edge effect 

factors Cr and Cx in Figure 7 are replaced with the Cer and Cex, respectively, another T-type equivalent circuit (EC-

LTeS) can be obtained to solve the performance of the LPDLIM. 
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Fig. 7. Improved equivalent circuit with longitudinal end effect, transverse edge effect, inhomogeneous air gap 

magnetic field in vertical direction, and secondary leakage reactance (EC-LTS). 

 

In the improved equivalent circuit, the end effect in the longitudinal direction, the edge effect in the transverse 

direction, and the inhomogeneous air gap magnetic field in the vertical direction are considered. The mechanical 

power of LPDLIM with all effects considered is expressed as follows [24]: 

   2
1 1 LTS1 ReMP s m I Z   

 
, (19) 
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The calculation results show that these two correc-
tion factors (Km and K f ) are determined by the param-
eters of the LPDLIM, e.g., the electromagnetic air gap
width, and independent of slip frequency. With the sec-
ondary thickness of 3 mm, these two factors versus the
width of the electromagnetic air gap ge are shown in Fig-
ure 6. They both increase the secondary resistance and
excitation reactance although their trends are different.

B. Improved equivalent circuit
Based on the traditional equivalent circuit in Fig-

ure 4, the derived correction factors Km and K f are used
to modify the excitation reactance and secondary resis-
tance, respectively, and the secondary leakage reactance
is connected in series with the modified secondary resis-
tance in the secondary branch circuit; an improved equiv-
alent circuit (EC-LTS) for LPDLIM as shown in Figure 7
is obtained. Similarly, if the traditional transverse edge
effect factors Cr and Cx in Figure 7 are replaced with the
Cer and Cex, respectively, another T-type equivalent cir-
cuit (EC-LTeS) can be obtained to solve the performance
of the LPDLIM.
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In the improved equivalent circuit, the end effect in the longitudinal direction, the edge effect in the transverse 

direction, and the inhomogeneous air gap magnetic field in the vertical direction are considered. The mechanical 

power of LPDLIM with all effects considered is expressed as follows [24]: 
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Fig. 7. Improved equivalent circuit with longitudinal end
effect, transverse edge effect, inhomogeneous air gap
magnetic field in vertical direction, and secondary leak-
age reactance (EC-LTS).
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In the improved equivalent circuit, the end effect in
the longitudinal direction, the edge effect in the trans-
verse direction, and the inhomogeneous air gap mag-
netic field in the vertical direction are considered. The
mechanical power of LPDLIM with all effects consid-
ered is expressed as follows [24]:

PM = (1− s) ·Re
[
m1 İ2

1 ZLTS
]
, (19)

ZLTS =

(
K f KrCr

r′2
s + jx2

)
·KmKxCx · jxm

K f KrCr
r′2
s + jx2 +KmKxCx · jxm

. (20)

IV. COMPARATIVE STUDY ON IMPROVED
AND TRADITIONAL EQUIVALENT

CIRCUIT
A. Circuit parameters

The excitation reactance and secondary resistance
without any end effect, as shown in eqn (1), are only
functions of the parameters of the motor, while they are
also functions of the slip frequency after considering the
longitudinal end effect, transverse edge effect, and verti-
cal magnetic field distribution

R2LT = KrCr · r2
XmLT = KxCx · xm

}
, (21)

R2LTS = KrCrK f · r2
XmLTS = KxCxKm · xm

}
, (22)

where the one with “LT” in the subscript is the equiva-
lent impedance including longitudinal end and transverse
edge effects, and the impedance with “LTS” in the sub-
script also takes into account the inhomogeneous mag-
netic field vertically.

Figure 8 (a) shows the calculation curves for the rec-
tified excitation inductance and secondary resistance ver-
sus the slip frequency. The longitudinal end and trans-
verse edge effects reduce the excitation inductance and
increase the secondary resistance in the equivalent cir-
cuit, and the skin effect increases both the excitation
inductance and secondary resistance.

The parameter with “LTe” and “LTeS” in the sub-
script represents the equivalent resistance or excitation
inductance calculated by using the equivalent primary
width 2ae. The new transverse edge effect factors mainly
reduce the secondary resistance, while the excitation
inductance remains unchanged, which is compared with
the corresponding impedance calculated by the actual
primary width 2a.

The secondary leakage inductance with respect to
the secondary thickness 2d and air gap width 2g is
given in Figure 8 (b). The secondary leakage inductance
increases with the increase of mechanical air gap and
secondary thickness. For the DLIM with large mechani-
cal air gap, the secondary leakage reactance may not be
ignored in the equivalent circuit.

A. Circuit Parameters  

The excitation reactance and secondary resistance without any end effect, as shown in eqn (1), are only 

functions of the parameters of the motor, while they are also functions of the slip frequency after considering the 

longitudinal end effect, transverse edge effect, and vertical magnetic field distribution 

 
2LT 2

LT

r r

m x x m

R K C r

X K C x

  


  
, (19) 

 
2LTS 2

LTS

r r f

m x x m m

R K C K r

X K C K x

  


  
, (20) 

where the one with “LT” in the subscript is the equivalent impedance including longitudinal end and transverse edge 

effects, and the impedance with “LTS” in the subscript also takes into account the inhomogeneous magnetic field 

vertically.  

Figure 8 (a) shows the calculation curves for the rectified excitation inductance and secondary resistance versus 

the slip frequency. The longitudinal end and transverse edge effects reduce the excitation inductance and increase 

the secondary resistance in the equivalent circuit, and the skin effect increases both the excitation inductance and 

secondary resistance.  

The parameter with “LTe” and “LTeS” in the subscript represents the equivalent resistance or excitation 

inductance calculated by using the equivalent primary width 2ae. The new transverse edge effect factors mainly 

reduce the secondary resistance, while the excitation inductance remains unchanged, which is compared with the 

corresponding impedance calculated by the actual primary width 2a. 
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Fig. 8. (a) Modified excitation inductance and secondary resistance under different slip frequencies. (b) Secondary 

leakage inductance with different secondary thickness 2d and air gap width 2g. 

 

The secondary leakage inductance with respect to the secondary thickness 2d and air gap width 2g is given in 

Figure 8 (b). The secondary leakage inductance increases with the increase of mechanical air gap and secondary 

thickness. For the DLIM with large mechanical air gap, the secondary leakage reactance may not be ignored in the 

equivalent circuit. 

 

Fig. 8. (a) Modified excitation inductance and sec-
ondary resistance under different slip frequencies. (b)
Secondary leakage inductance with different secondary
thickness 2d and air gap width 2g.

B. End effect and skin effect force
It has been proved that the longitudinal end effect

can produce a certain braking force or thrust in the
motoring region by the thrust analytical calculation [22].
If the correction factors of the longitudinal end effect
and the transverse edge effect in Figure 4 are 1, the nor-
mal traveling wave thrust without any end effects can
be calculated. When the transverse edge effect factors
are 1, the thrust with longitudinal end effect can be cal-
culated. The longitudinal end effect force varies with
slip frequency in the whole operation region, as shown
in Figure 9 (a), in which the secondary thickness is 3
mm and the mechanical air gap width changes from
9 to 27 mm.

In the motoring region (0−60 Hz), the longitudi-
nal end effect force is the braking force, and the force
reaches the peak and then decreases with an increase of
the slip frequency; in the generating region (−60 to 0
Hz), the longitudinal end effect force becomes a kind
of thrust; when it enters the negative braking region
(60−120 Hz), the force is mainly a braking force, and
the descending slope is smoother. When the slip fre-
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quency is 0 Hz, there is no end longitudinal effect, and
the longitudinal end effect force is 0 N.

The transverse edge effect force can be calculated by
a similar method. The transverse edge effect force and
longitudinal end effect force have similar distribution
characteristics. It is shown as braking force in motor-
ing region and thrust force in generating region. The
force reaches the peak rapidly and then decreases with
an increase of the slip frequency, in the region of high
slip frequency, the force changes gently. The new trans-
verse edge effect factors reduce the transverse edge effect
force in most slip frequency range, compared with the
traditional ones.

The force produced by the inhomogeneous distribu-
tion of the vertical air gap magnetic field, i.e., the skin
effect force, is basically opposite to the longitudinal end
effect force in the whole slip frequency range. That is, in
the generating region, the skin effect force is the braking
force, and in the motoring region, it is the thrust force.
At high slip frequency, for the motor with large air gap,
it is the braking force that increases approximately lin-
early with the slip frequency. The new transverse end
effect coefficient has little effect on the skin effect force
basically.

The maximum values of longitudinal end effect
force, transverse end effect force, and skin effect force
decrease with the increase of air gap, which is due to the
decrease of magnetic flux density at the secondary sur-
face with the increase of air gap width.

The frequency characteristics of total force (i.e.,
the sum of longitudinal end effect force, transverse end
effect force, and skin effect force) generated by various
effects are shown in Figure 9 (d). For the LPDLIM with
small air gap, e.g., the air gap width is 9 mm, the resul-
tant force at low slip frequency is the braking force in the
motoring region and is the thrust force in the generating
region. When the slip frequency is higher than 40 Hz, the
resultant force increases the output thrust of the motor
based on the normal traveling wave thrust. For the large
air gap LPDLIM, the resultant force gradually increases
to the maximum and then decreases with the increase of
slip frequency under both the motoring and generating
conditions. With the increase of the air gap width, the
slope of resultant force curve decreases in the low slip
frequency range. The new transverse edge effect coef-
ficients reduce the resultant force in the motoring and
generating regions.

Although the maximum resultant forces of various
effects are similar in different air gaps, it should be noted
that the normal traveling wave thrust without various
effects increases sharply with the decrease of air gap.
Therefore, for the large air gap LPDLIM, the resultant
forces of various effects play a very important role in the
total electromagnetic thrust.
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Fig. 9. Forces versus slip frequency with different mechanical air gap width 2g. (a) Longitudinal end effect force. (b) 

Transverse edge effect force. (c) Skin effect force. (d) Resultant of force produced by various effects. 

 

The force produced by the inhomogeneous distribution of the vertical air gap magnetic field, i.e., the skin effect 

force, is basically opposite to the longitudinal end effect force in the whole slip frequency range. That is, in the 

generating region, the skin effect force is the braking force, and in the motoring region, it is the thrust force. At high 

slip frequency, for the motor with large air gap, it is the braking force that increases approximately linearly with the 

slip frequency. The new transverse end effect coefficient has little effect on the skin effect force basically.  

The maximum values of longitudinal end effect force, transverse end effect force, and skin effect force decrease 

with the increase of air gap, which is due to the decrease of magnetic flux density at the secondary surface with the 

increase of air gap width. 

Fig. 9. Forces versus slip frequency with different
mechanical air gap width 2g. (a) Longitudinal end effect
force. (b) Transverse edge effect force. (c) Skin effect
force. (d) Resultant of force produced by various effects.
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The frequency characteristics of total force (i.e., the sum of longitudinal end effect force, transverse end effect 

force, and skin effect force) generated by various effects are shown in Figure 9 (d). For the LPDLIM with small air 

gap, e.g., the air gap width is 9 mm, the resultant force at low slip frequency is the braking force in the motoring 

region and is the thrust force in the generating region. When the slip frequency is higher than 40 Hz, the resultant 

force increases the output thrust of the motor based on the normal traveling wave thrust. For the large air gap 

LPDLIM, the resultant force gradually increases to the maximum and then decreases with the increase of slip 

frequency under both the motoring and generating conditions. With the increase of the air gap width, the slope of 

resultant force curve decreases in the low slip frequency range. The new transverse edge effect coefficients reduce 

the resultant force in the motoring and generating regions.  

Although the maximum resultant forces of various effects are similar in different air gaps, it should be noted 

that the normal traveling wave thrust without various effects increases sharply with the decrease of air gap. 

Therefore, for the large air gap LPDLIM, the resultant forces of various effects play a very important role in the total 

electromagnetic thrust. 

 

C. Thrust Characteristics 

The electromagnetic thrust calculated by FEM 3D model (Figure 10) is used to verify the improved equivalent 

circuit model, and the simulation results are also used to compare with that of the traditional equivalent circuit with 

longitudinal end effect and transverse edge effect.  
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Fig. 10. 3D FEM of the LPDLIM. 

 

The 3D FEM model of the LPDLIM is performed using ANSYS 18.0, and the motor parameters used in the 

simulation model are listed in Table 1. The frequency of the power supply is 60 Hz, the current is 6.85 A, and the 

mechanical air gap widths are 9, 15, and 27 mm, respectively. 

The thrust characteristic curves calculated by various equivalent circuit models are shown in Figure 11, and the 

3D FEM simulation results are also shown in the figure. In the operation region of both motoring and generating 

regions, the force calculated by improved equivalent circuits are in good agreement with the 3D simulation results, 

while the calculation results of traditional equivalent circuit are obviously different from the simulation ones. 

Although there are slight differences between the characteristic curves calculated by the equivalent circuit model 

EC-LTeS (with new transverse edge effect coefficients Cer and Cex) and EC-LTS (with transverse edge effect 

coefficients of Cr and Cx), the results of 3D simulation are closer to those of the equivalent circuit model EC-LTeS.  

 In the negative braking region, there is little difference between the results of the two equivalent circuits. The 

results of 3-D calculation seem to be closer to those of the equivalent circuit model EC-LT. 

 

 

 

 

 

Fig. 10. 3D FEM of the LPDLIM.

C. Thrust characteristics
The electromagnetic thrust calculated by FEM 3D

model (Figure 10) is used to verify the improved equiv-
alent circuit model, and the simulation results are also
used to compare with that of the traditional equivalent
circuit with longitudinal end effect and transverse edge
effect.

The 3D FEM model of the LPDLIM is performed
using ANSYS 18.0, and the motor parameters used in the
simulation model are listed in Table 1. The frequency of
the power supply is 60 Hz, the current is 6.85 A, and the
mechanical air gap widths are 9, 15, and 27 mm, respec-
tively.

The thrust characteristic curves calculated by vari-
ous equivalent circuit models are shown in Figure 11,
and the 3D FEM simulation results are also shown in
the figure. In the operation region of both motoring
and generating regions, the force calculated by improved
equivalent circuits are in good agreement with the 3D
simulation results, while the calculation results of tra-
ditional equivalent circuit are obviously different from
the simulation ones. Although there are slight differ-
ences between the characteristic curves calculated by the
equivalent circuit model EC-LTeS (with new transverse
edge effect coefficients Cer and Cex) and EC-LTS (with
transverse edge effect coefficients of Cr and Cx), the
results of 3D simulation are closer to those of the equiv-
alent circuit model EC-LTeS.

In the negative braking region, there is little differ-
ence between the results of the two equivalent circuits.
The results of 3-D calculation seem to be closer to those
of the equivalent circuit model EC-LT.

The thrust calculation errors are presented in Fig-
ure 12. In the negative braking region, the calculation
errors of the equivalent circuit model EC-LTS are smaller
than that of EC-LTeS, but they are almost the same as the
traditional equivalent circuit models.

In the motoring and generating operation regions,
the traditional equivalent circuit models (EC-LT and EC-
LTe) have large errors, even more than 15%. Although
the new transverse end effect coefficient circuit model
EC-LTe can reduce the error to a certain extent, the calcu-
lation errors are still more than 10%. When the mechan-
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Fig. 11. Thrust characteristics of different mechanical air gap widths 2g solved by equivalent circuit model of (a) 

EC-LTS and EC-LTeS and (b) EC-LT and EC-LTe. 

 

The thrust calculation errors are presented in Figure 12. In the negative braking region, the calculation errors of 

the equivalent circuit model EC-LTS are smaller than that of EC-LTeS, but they are almost the same as the 

traditional equivalent circuit models. 
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Fig. 12. Calculation error with various equivalent circuit models and operating regions. 

 

In the motoring and generating operation regions, the traditional equivalent circuit models (EC-LT and EC-LTe) 

have large errors, even more than 15%. Although the new transverse end effect coefficient circuit model EC-LTe 

can reduce the error to a certain extent, the calculation errors are still more than 10%. When the mechanical air gap 

of the LPDLIM is small, e.g., 2g = 9 mm, the calculation error of the equivalent circuit model EC-LTS and EC-

LTeS are almost the same, but for the large air gap motor, the errors of the EC-LTeS model are significantly reduced. 

This is because the electromagnetic air gap becomes larger, and the air gap magnetic field extends further in the 

lateral direction. 
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Fig. 11. Thrust characteristics of different mechanical air gap widths 2g solved by equivalent circuit model of (a) 

EC-LTS and EC-LTeS and (b) EC-LT and EC-LTe. 

 

The thrust calculation errors are presented in Figure 12. In the negative braking region, the calculation errors of 

the equivalent circuit model EC-LTS are smaller than that of EC-LTeS, but they are almost the same as the 

traditional equivalent circuit models. 
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Fig. 12. Calculation error with various equivalent circuit models and operating regions. 
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can reduce the error to a certain extent, the calculation errors are still more than 10%. When the mechanical air gap 

of the LPDLIM is small, e.g., 2g = 9 mm, the calculation error of the equivalent circuit model EC-LTS and EC-

LTeS are almost the same, but for the large air gap motor, the errors of the EC-LTeS model are significantly reduced. 
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lateral direction. 

 

V. CONCLUSION 
 

Fig. 12. Calculation error with various equivalent circuit
models and operating regions.

ical air gap of the LPDLIM is small, e.g., 2g = 9 mm, the
calculation error of the equivalent circuit model EC-LTS
and EC-LTeS are almost the same, but for the large air
gap motor, the errors of the EC-LTeS model are sig-
nificantly reduced. This is because the electromagnetic
air gap becomes larger, and the air gap magnetic field
extends further in the lateral direction.
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V. CONCLUSION
The quasi-2D field model of the motor is estab-

lished, and the secondary leakage reactance is solved, an
improved equivalent circuit model for LPDLIM with the
inhomogeneous distribution of air gap flux density ver-
tically considered based on conventional equivalent cir-
cuits is proposed. By comparing the calculation results
of the FEM 3D with those of the traditional and the
improved equivalent circuits, conclusions include the
following.

1. When skin effect is considered to the equivalent cir-
cuit of LPDLIM, the secondary resistance and exci-
tation reactance can be corrected by two skin effect
factors, respectively, and the factors are indepen-
dent of the slip frequency.

2. The results show that the skin effect forces increase
with the decrease of mechanical air gap. They are
mainly thrust in the motoring region and braking
force in the power generating region. While the
slip characteristics of skin effect force and end/edge
effect force are basically opposite, the resultant
force of various effects of large air gap motor are
mainly opposite to the thrust force of normal travel-
ing wave.

3. The thrust characteristic curves calculated showed
the improved equivalent circuit has better consis-
tency with the simulation results and has smaller
calculation error, in both the motoring and gener-
ating regions, compared with that of the traditional
equivalent circuit. While in the negative braking
region, the thrust calculated by the two equivalent
circuits have almost the same errors.
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