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Analysis of Moving Bodies with a Direct Finite Difference Time Domain
Method

Mohammad Marvasti and Halim Boutayeb

Department of Electrical Engineering
University of Quebec in Outaouais, Gatineau, Canada, J8X 3X7

halim.boutayeb@uqo.ca

Abstract – This paper proposes an original and thor-
ough analysis of the behavior of electromagnetic waves
in the presence of moving bodies by using the finite dif-
ference time domain (FDTD) method. Movements are
implemented by changing positions of the objects at each
time step, through the classical FDTD time loop. This
technique is suitable for non-relativistic speeds, thus for
most encountered problems in antennas and propagation
domain. The numerical aspects that need to be consid-
ered are studied. Then, different bodies in motion are
examined: plane wave source with matching resistors,
observation point, inclined partially reflecting surface
(PRS), line source, and metallic cylinder illuminated by
a plane wave. The results are compared with those of
special relativity which are considered as the references.
Some aspects of special relativity are present in the direct
FDTD approach, such as the independence of the veloc-
ity of electromagnetic wave propagation with the speed
of the source and Lorentz local time (with a different
physical interpretation). It is shown that the amplitude
of the electric field for a moving plane wave source does
not increase with the speed of motion, if the impedance
of the source is small. Moreover, for a moving scattering
metallic wire, one can observe a phenomenon similar to
shock waves.

Index Terms – Doppler effect, electromagnetic theory,
FDTD method, numerical analysis.

I. INTRODUCTION

The main laws of electromagnetism are contained in
Maxwell’s equations. The finite difference time domain
(FDTD) method is a rigorous and powerful tool for mod-
eling electromagnetic devices. FDTD solves Maxwell’s
equations directly without any physical approximation,
and the maximum problem size is limited only by the
extent of the computing power available. The FDTD
method is based on the discretization of Maxwell’s equa-
tions in time and space domains. Invented in 1966 [1],
it is applied for the first time in 1975 to study the

effect of electromagnetic radiation on human eyes [2].
A microstrip patch antenna is analyzed in time domain
in 1989, by using FDTD [3]. In 1990, the FDTD tech-
nique is used for the first time for microwave circuits [4].
In 1991, an algorithm is proposed to obtain the electro-
magnetic radiation in far field from near field results, in
FDTD code [5]. Today, the FDTD method is used in a
wide range of applications from DC to optics.

The problem of the interaction of electromagnetic
waves with moving bodies has been an important subject
of interest for a long time, due to its wide application in
many domains such as radio sciences, optics, and astro-
physics. Numerous investigations have been carried out
in this area, which is interesting from a practical and the-
oretical point of view.

In the microwave domain, the study of electromag-
netic problems with moving media is useful in many
applications such as radar systems for the detection of
vital signs [6, 7] or time-varying waveguides [8]. Time
varying waveguides have been proposed for design-
ing new RF devices such as magnet-less circulators or
harmonic-free mixers [9-13].

In [14], the authors present a method based on
the concept of propagators for analyzing the reflection
and transmission of obliquely incident electromagnetic
waves by a moving slab. The proposed propagators map
the total field at any point inside the slab to the fields on
the left-hand side boundary of the slab. In [15], Voigt-
Lorentz transformations are used to obtain formulas for
the intensity of the reflected and transmitted waves when
electromagnetic radiation is incident on a moving dielec-
tric slab. In [16], the reflection and transmission of a
plane wave, with its electric vector polarized in the plane
of incidence by a moving dielectric slab, are investigated
theoretically. Two cases of movement are considered:
the dielectric slab moves parallel to the interface, or the
dielectric slab, moves perpendicular to the interface. In
[17], the problem of the propagation of modes along a
moving dielectric interface is considered, using a mov-
ing dielectric slab or a moving dielectric circular cylin-
der. In [18], the reflection of electromagnetic waves from
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a moving dielectric half-space is investigated for parallel
and perpendicular motions of a dielectric medium. The
paper [19] deals with the scattering of electromagnetic
waves from a moving dielectric cylinder illuminated by
a plane wave, by using the three-dimensional finite ele-
ment method (FEM).

The FDTD method has been used by several authors
for analyzing electromagnetic problems with moving
bodies [20-29]. In [22-29], the authors propose a tech-
nique based on the integration Voigt-Lorentz transforma-
tions in FDTD. The main challenges of such an approach
are to implement a relative time in a full-wave simula-
tor and to consider complex problems with, for example,
multiple bodies moving at different speeds.

In this paper, continuing our previous work [30],
we assess the effectiveness of a direct FDTD approach
where the implementation of movements is done by
changing the positions of bodies at each cycle of the
FDTD time loop. With this “brute-force” approach, time
is implicitly absolute, and Voigt-Lorentz transformations
are not implemented. This technique is suitable for non-
relativistic electromagnetic problems with moving bod-
ies, thus for most encountered electromagnetic problems.

The numerical aspects that need to be considered in
the proposed approach are studied in detail. Then, differ-
ent problems are investigated: moving plane wave source
with matching resistors, moving observation point, mov-
ing inclined partially reflecting surface (PRS), moving
line source, and moving metallic cylinder illuminated
by a plane wave. The results, in terms of Doppler fre-
quency shift and changes in amplitude of the electric
field, are compared with those of special relativity, which
are considered as the references. Some aspects of spe-
cial relativity are present in the direct FDTD approach,
such as the independence of the velocity of electromag-
netic wave propagation with the speed of the source and
Lorentz local time (with a different physical interpreta-
tion). Some of the obtained results agree with special
relativity. Other ones are different, but the differences
are negligible for non-relativistic speeds. The results
obtained with our analysis give new physical insights
into the propagation of waves with moving bodies. In
particular, it is shown that the amplitude of the electric
field for a moving plane wave source does not increase
with the speed of motion, if the impedance of the source
is small. Moreover, for a moving scattering metallic wire,
one can observe a phenomenon similar to shock waves.
In the literature, electromagnetic shock waves were ana-
lyzed in different contexts, such as gyromagnetic media
and non-linear transmission lines [31-33].

The remainder of the paper is organized as follows.
Section II presents numerical aspects that need to be
taken into account. Section III shows the study of the
frequency shift and amplitude variation of the electric

field in time and frequency domains for a moving plane
wave source. A moving observation point is considered
in Section IV. Section V deals with the illumination by a
plane wave of a moving partially reflecting surface (PRS)
with different angles of inclination of the PRS. Problems
with moving line source and moving metallic wire are
considered in Section VI. Concluding remarks are given
in Section VII.

II. ANALYSIS OF THE NUMERICAL
ASPECTS

A. Type of excitation

For better analysis and detection of the frequency
variation due to the Doppler effect, we consider as
the exciting source a windowed sine signal Ei(t) =

Π( f0
N t)sin(2π f0t), presenting a modulated sinusoid

Ei( f ) = N
f0

Sinc( f - f0
N f0

) spectrum, where f0 is the fre-
quency of excitation and N is the number of periods
of sine function considered for simulation. This excita-
tion provides a sharp frequency spectrum and makes fre-
quency identification accurate and simple.

B. Dispersion and stability

For simplicity, in the paper, we consider the same
space mesh in all axes, δx = δy = δz. Due to numerical
dispersion, the phase velocity of the wave changes with
the angle in the computational volume [34]. This effect
decreases by reducing the size of the space mesh. For
example with δx =

λ
40 the maximum of velocity change

is about 0.05% [34].
The dispersion equation and the stability criterion

are the same as those calculated without motion, for the
problems considered in this paper (moving source, mov-
ing observer, and moving scatterers). Different disper-
sion equations and stability criteria would be required
if the field is moved, but this problem is not considered
here. The FDTD dispersion equation for a plane wave
propagating in the x-axis can be written

ω =
2
δt

arcsin
(

cδt

δx
sin
(

kδx

2

))
, (1)

where ω is pulsation frequency, δt is time step, c is
the speed of light in vacuum, and k is the propaga-
tion constant. Figure 1 shows the dispersion diagram for
different values of space mesh. In next subsection, the
propriety of the dispersion diagram is used to make unde-
sirable waves having high frequencies propagate with
lower speed than desirable waves, for better differenti-
ation.

C. Effect of discontinuous motion and its mitigation

Let us consider a plane wave source parallel to zoy
plane and moving in x direction. The plane wave source
is constituted of z-polarized electric current sources. Due
to the discretization in the classical FDTD numerical
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Fig. 1. Numerical dispersion for different values of δx.

method, the source location doesn’t change continu-
ously because it doesn’t move inside a cell. Instead, in
the FDTD code, for a specific value of source motion
speed v, the position of the source is fixed for nδt with
n =

⌊
δx
vδt

⌋
. �.� stands for floor function. δt and δx are

the time step and space mesh. Then, after this time, the
source moves one cell in the desired direction. Figure 2
illustrates the discontinuous movement of the source in
FDTD, the ideal continuous motion, and an approximate
model for the discontinuous movement. Without motion,
the time-domain signal received from a plane wave can
be written

E(t) = exp(- j(kx+ωt)). (2)
As shown Fig. 2, the position of the source can be

approximated by using a sine function
xp(t) = x0 + vt +asin(ωdt), (3)

where a= δx
2 and ωd =

2π
δt

⌊
δx
vδt

⌋ . Because of the additional

term asin(ωdt), the time-domain signal received for the
moving plane wave source can be written

E ′′(t) = E ′(t)exp(- j(kasin(ωdt))), (4)
where E ′(t) is the signal received by observer if the

Fig. 2. Discontinuous movement of plane wave source.

source moves continuously. We can expand (4) by using
the Fourier series

E ′′(t) = E ′(t)
∞

∑
n=-∞

cn exp( jnωdt), (5)

cn =
ωd

2π

∫ π
ωd

- π
ωd

e- j(kasin(ωdt))e- jnωdt dt. (6)

With a change of variable t ′ = ωdt, the coefficients
cn can be written

cn =
1

2π

∫ π

−π
e- j(kasin(t ′))e- jnt ′ dt ′. (7)

By using the definition of the Bessel function of the
first kind, equation (5) can be expressed as

E ′′(t) = E ′(t)
∞

∑
n=-∞

Jn(ka)exp( jnωdt). (8)

This shows that the received signal contains E ′(t) and
other waves that are made from the modulation of E ′(t)
with center frequencies of nωd, n = 1,2, ....

The FDTD simulations confirm our analysis, as
shown in Fig. 3 (a), where the windowed sine signal is
the expected signal for continuous motion, and the high
frequency modulated signal is due to the discontinuous

(a) Using a plane of current sources

(b) Using two layers of current sources

Fig. 3. Observed signal in time domain for a moving
plane wave source in FDTD. Using two layers for the
plane wave source can mitigate the undesirable effects
due to discontinuous motion.
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motion effect. In this figure, we were able to separate
undesirable signals from the expected signal by using the
FDTD dispersion equation such that the waves at higher
frequencies propagate with less speed.

We propose now a technique to mitigate the undesir-
able effects. By using a second layer of current sources
to make the plane wave source, we can show that the dis-
continuous motion adds the term asin(ωdt)+asin(ωdt+
π) = asin(ωdt) - asin(ωdt) = 0. Thus, this method can
suppress the undesirable effects. FDTD simulations, as
shown in Fig. 3 (b), confirm that by using two layers
of current sources, the undesirable effects are mitigated.
The same phenomena have been observed by using a
moving PRS, whose thickness needs to be at least one
cell in order to mitigate the undesirable effects.

D. Space mesh and time step

Because of the discontinuous motion in FDTD, as
illustrated in Fig. 2, the space mesh needs to be suffi-
ciently small to detect the smallest velocity considered
in a problem. The pulsation frequency ωd needs to be
larger than the maximum pulsation frequency consid-
ered, ωmax. Based on empirical analysis,

ωd > 2ωmax. (9)
After simplification, we can show that the following

condition is required:

δx < 0.5
v

fmax
, (10)

where fmax is the maximum frequency considered. From
this equation, if the speed v is decreased, δx must
be decreased. The time step needs also to be reduced
because of the classical stability criterion δt <

δx
c
√

3
.

III. MOVING PLANE WAVE SOURCE
A. Structure and definitions of the analyzed parame-
ters

A plane wave source that is moving in +x̂ direction
toward the observer with speed v, is considered, as shown
in Fig. 4. Mur’s absorbing boundary conditions (ABCs)
[35] are used in boundaries parallel to zoy plane. Perfect

Fig. 4. Plane wave source moving toward the observer.

magnetic conductors (PMCs) and perfect electric con-
ductors (PECs) are used in other boundaries to model an
infinite structure.

E ′
z and Ez, are the electric field components in z-axis

observed by the observation point for a moving source
and for a source at rest, respectively. f ′ is the frequency
of observed signals when the source is moving, and f is
the frequency when the source is at rest. A′

f and A′
t are

the amplitudes of observed signals in the frequency and
time domains, respectively, when the source is moving.
A f and At are the same amplitudes when the source is at
rest.

B. Model of the plane wave source

Figure 5 presents the model of a realistic plane wave
source in FDTD. It is made of z-polarized electric current
sources and resistors with resistance R. A similar model
has been used in [36, 37] for analyzing a Fabry-Perot
cavity excited from its inside.

z

y

i
R

i i
R

i

i
R

i i
R

i

i
R

i

i
R

i

Fig. 5. Model of a plane wave source used in FDTD.

C. Speed of wave propagation independent of the
speed of the source

By using two observation points, one can measure
the speed of propagation of the plane wave for differ-
ent values of the speed of the plane wave source. It is
confirmed that the speed of wave propagation in FDTD
does not change when the source is moving. This shows
that the direct FDTD method is in agreement with the
following postulate from the special theory of relativ-
ity: “light is always propagated with a definite velocity c
which is independent of the state of motion of the emit-
ting body”[38].

D. Doppler frequency shift and amplitude variation
of electric field in frequency domain

An ideal source with low output impedance (R
is small) is considered. Figure 6 (a) shows the signal
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(a)

(b)

Fig. 6. Simulated results for an ideal plane wave source
moving with speed v toward the observer: (a) Observed
signal in the frequency domain for different values of v

c ,
(b) Doppler frequency shift and amplitude variation of
the observed electric field in frequency domain versus v

c .

observed in the frequency domain at different normal-
ized speeds of motion v

c . From these curves, the changes
of the main frequency and of the amplitude at the main
frequency due to motion are measured, as shown in
Fig. 6 (b), and the curve-fitted results can be written as

f ′

f
=

A f

A′
f
=

1
1- v

c
. (11)

In special relativity, the Doppler effect formula for
the moving source is given by f ′

f = γ-1 1
1- v

c
, where γ =

1√
1-( v

c )
2 . A technique will be proposed later in order to

take into account the relativistic effects.

E. Effect of the impedance of a plane wave source in
motion

The amplitude of the signal in time domain does
not change with the motion of the source if the output
impedance of the source is small, as shown in Fig. 7 (a).

A high-impedance source can be modeled by using
current sources without the resistors. For this case,
Fig. 7 (b) shows that the amplitude of the signal in
time domain increases with the speed of the source.
The simulated results fit with the closed-form expression
A′

t
At

= 1
1- v

c
.

(a)

(b)

Fig. 7. Simulated signal in time domain for plane wave
source moving with speed v toward observer, for differ-
ent values of v

c : (a) Ideal plane wave source, (b) Plane
wave source without resistors.

Based on the analysis presented in this subsection,
it is suggested that previous studies on electromagnetism
with moving objects should be revisited. For example,
Heaviside derived from Maxwell’s equations the electric
field of a moving charge, and he found that the ampli-
tude of this electric field grows without bounds with v

c
[39]. At Heaviside’s time, this effect has been used as
an argument against the possibility for a charge (or any
object) to move at a speed greater than the speed of light.
However, if the charge has a low output impedance, the
amplitude of its electric field should not increase with the
motion, as it has been shown in the present work.

F. Technique for implementing relativistic Doppler
effect for moving source

The relativistic Doppler effect for the moving source
can be obtained in the direct FDTD method, if the signal
of the moving source is modified before its introduction
in the FDTD time loop. This can be done by using the
formula

Ez,source modi f (t) = Ez,source(γ−1t). (12)
It is worth mentioning that, with the proposed approach,
it is possible to consider multiple sources moving at dif-
ferent relativistic speeds.

IV. MOVING OBSERVATION POINT
A. Structure and definitions of the parameters

Let us consider an observation point moving in -x
direction (toward the source) with the speed v as shown
in Fig. 8.
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Fig. 8. Observation point moving toward a plane wave
source, in normal or oblique direction.

The observer measures E ′
z and Ez, the electric

field component in z-axis for moving observer and for
observer at rest, respectively. We call f ′ the frequency
of observed waves when the observation point is moving
and f the frequency when the observer is at rest. A′

f and
A′

t are the amplitudes of observed waves in the frequency
and time domains, respectively, when observer is mov-
ing. A f and At are the same amplitudes when observer is
at rest.

B. Time domain signal and Lorentz local time

Figure 9 shows the signal received by the observer in
FDTD, in the time domain. One can note that the ampli-
tude of the signal does not change with the motion, i.e,
A′

t
At

= 1. We also observe that

E ′
z(t) = Ez

(
t(1+

v
c
)
)
. (13)

For example, for t = 0.34ns and v/c = 0.6, we have
E ′

z(0.34)=Ez(0.34(1+0.6))=Ez(0.544). This has been
verified for different values of t and for different values
of v/c. Equation (13) can be explained by the fact that
if we replace x with x-vt in the phase of a plane wave
kx-ωt, we obtain k(x-vt) - ωt = kx-ωt(1+ kv/ω) = kx-
ωt(1+v/c), since k/ω = 1/c for a plane wave propagat-
ing in free space.

The parameter t(1±v/c) of (13) has an analogy with
Lorentz “local” time t ′ = t ± xv/c2. Indeed t(1± v/c) =
t ± tv/c = t ± xv/c2. The last calculation is obtained by
replacing the second t with x/c.

The time parameter t ′ in Lorentz transformation is
given by t ′ = γ(t ± xv/c2) [38]. In special relativity, this
parameter t ′, which is often written t ′ = γt(1±v/c), rep-
resents the true time for an observer in a moving frame.
In the direct FDTD program, the term γ is missing, and
the parameter t(1± v/c) represents the Doppler effect in
time domain. Thus, Lorentz local time is present in the
direct FDTD method but with a different physical inter-
pretation.

Fig. 9. Simulated signal in time domain for observation
point moving in normal direction toward -x with speed v,
for different values of v

c .

C. Doppler frequency shift and amplitude of the elec-
tric field in frequency domain

Figure 10 shows the signal received by the observer
in FDTD, in frequency domain. As shown in Fig. 11, the
center frequency and the amplitude in frequency domain
vary according to

f ′

f
=

A f

A′
f
= 1+

v
c
. (14)

In special relativity, the Doppler effect formula for
the moving observer is given by f ′

f = γ(1+ v
c ). Based on

the time domain results in the previous subsection, the
change of amplitude in frequency domain can be under-
stood by the relation F (g(|a|t))= 1

|a|G ( f
|a| ), where F (.)

stands for Fourier transform operator, G ( f ) is Fourier
transform function of a signal g(t), and a is a constant.
In our case a = 1+ v

c .
From Fig. 10, it is interesting to note that∫ |E ′
z( f )|d f =

∫ |Ez( f )|d f = Constant for any
value of v

c .
For motion in +x direction (observer moving away

from the source), in (14), one should replace v with -v
(these cases were validated numerically).

Fig. 10. Simulated signal in frequency domain for obser-
vation point moving with speed v toward -x in normal
direction, for different values of v

c .
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Fig. 11. Simulated Doppler frequency shift and ampli-
tude of the electric field in frequency domain for obser-
vation point moving with speed v toward -x in normal
direction or at 45◦, versus v

c .

D. Motion in oblique direction

We consider now that the observer is moving
obliquely with the angle θ toward the source. The results
are presented in Fig. 11. The changes of the frequency
and of amplitude in frequency domain agree now with

f ′

f
=

A f

A′
f
= 1+

v
c

cosθ . (15)

According to special relativity, we should have f ′
f =

γ(1+ v
c cosθ). Again, the missing γ factor can be omitted

for non-relativistic speeds.

E. Technique for implementing relativistic Doppler
effects for moving observer

The relativistic Doppler effect for the moving
observer can be obtained in the direct FDTD method,
if the observed signal is modified (post-processing), by
using the following formula:

Ez,obs modi f (t) = Ez,obs(γt). (16)

V. MOVING PARTIALLY REFLECTING
SURFACE

A. Straight PRS

A PRS that is parallel to the plane wave source
is moving in -x direction (toward the source), with the
speed v. The observation point is between the source
and the PRS, as shown in Fig. 12. FDTD simulations
(Fig. 13) show that frequency can be written

f ′

f
=

1+ v
c

1- v
c
. (17)

(17) can be understood as the combination of two
Doppler effects: the frequency shift due to an observer
(the PRS) moving toward the source (numerator part)

Fig. 12. Straight PRS moving toward a plane wave
source.

Fig. 13. Simulated Doppler frequency shift for straight
PRS moving in -x direction (toward the source),
versus v

c .

and the frequency shift due to a source (the PRS acts
as a source after diffracting the received field) moving
toward the observer (denominator part). This formula is
well known by radar engineers.

It is interesting to note that special relativity predicts
the same formula (17) for a moving plane reflector with
normal incidence. Thus, the direct FDTD method could
be used for some problems at relativistic speeds.

B. Inclined PRS

The PRS is now inclined with the angle θPRS, and
it is moving in -x direction (toward the source), with the
speed v (Fig. 14). First, it is worth noting that a wave
propagating at an angle θ in a frame moving with the
speed v will be seen in the stationary frame as propagat-
ing at the angle αB, as given by Bradley’s aberration for-
mula [40] (this formula has been validated with FDTD)

αB = arctan
(

sin(θ)
cos(θ)+ v

c

)
. (18)

For inclined PRS, a graphical method can be used
to derive the Doppler effect formula, as illustrated in
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Fig. 14. Inclined PRS moving toward a plane wave
source.

Fig. 15. Graphical method for deriving the frequency of
reflected wave for a moving inclined PRS.

Fig. 15. From this figure, we obtain
f ′

f
=

sin(θPRS)

sin(α1-θPRS)
, (19)

where α1 is the angle of the reflected wave, and it can be
written

α1 = 2arctan
(

tan(θPRS)

1+ v
c

)
. (20)

For a PRS moving in +x direction (away from the
source), the same formula (19) can be obtained, except
that α1 should be replaced by

α2 = π −2arctan
(

tan(θPRS)

1− v
c

)
. (21)

Good agreements are obtained between full-wave simu-
lations and the proposed analytical formulas, as shown in
Fig. 16. Numerical and analytical solutions for α1 and α2
are shown in Fig. 17, where we have also plotted αB (for
θ = 90◦) for comparison. Figure 18 shows how the dif-
ferent angles are measured accurately, with a numerical
protractor.

Equation (19) is novel and simple to apply.
The relativistic formula, which is given by
f ′
f =

1+2 v
c cos(θPRS)+( v

c )
2

1-( v
c )

2 , differs from the direct FDTD
only for θPRS �= 0◦ and relativistic speeds.

Fig. 16. Simulated Doppler frequency shift for inclined
PRS moving toward the source, for θPRS = 45◦ and 25◦,
versus v

c .

Fig. 17. Simulated reflection angles for inclined PRS
moving with speed v toward ±x directions, with θPRS =
45◦. Bradley’s aberration angle αB is also plotted for
comparison.

14.60°

PRS moving toward source (v/c=0.3)

75.31°

Fig. 18. Illustration of the method used to measure the
angle of reflected wave in FDTD simulations for a mov-
ing inclined PRS, with a numerical protractor. In this
example, the PRS moves toward the source in -x direc-
tion with v

c = 0.3 and θPRS = 45◦. The measured angle
gives α1 which is plotted versus v/c in Fig. 17. One
region part of the computational volume is shown, for
better visualization.
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Fig. 19. Electric field distribution for a line source mov-
ing toward -x direction with v

c = 0.4.

VI. MOVING LINE SOURCE AND
METALLIC WIRE ILLUMINATED BY A

PLANE WAVE
A. Moving line source

We consider a line source made of current sources
and which generates a cylindrical wave when it is at rest.
Figure 19 shows the electric field distribution at a time
instant when the line source is in motion. By measur-
ing the different wavelengths (i.e, distances between con-
secutive maxima) at the different directions, we obtain
results for the Doppler effect that agree with the analysis
of the plane wave source, as shown in Fig. 19.

B. Moving metallic wire illuminated by a plane wave

A metallic wire is moving in -x direction with speed
v, and it is illuminated by a plane wave propagating in
+x direction, with speed c. Figure 20 shows the electric
field distribution at a time instant. Based on the analy-
sis of the wavelengths, the Doppler effect is indicated at
different directions in Fig. 20. These results confirm the
previous analysis on the plane reflector.

In Fig. 20, we can observe the presence of addi-
tional waves, which are highlighted in the back of the
moving metallic wire in a region with triangular shape.
Based on simulations not shown here, the time step and
the cell size have no effect on these additional waves.
We conclude that they are not due to numerical effects,
but they are inherent to Maxwell’s equations. They can
be associated with shock waves, due to their similari-
ties with these types of waves. These waves can also be
observed if the metallic wire moves in a direction perpen-
dicular to the plane wave, as shown in Fig. 21. It should
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Fig. 20. Electric field distribution for a metallic wire
moving toward a plane wave source in -x direction with
v
c = 0.3. The plane wave is propagating in +x direction
with speed c.
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Fig. 21. Electric field distribution for a metallic wire
moving in +y direction with v

c = 0.3, and a plane wave
propagating in +x direction with speed c.

be noted that electromagnetic shock waves have been
already observed in the literature but with other contexts,
such as gyromagnetic media and non-linear transmission
lines [31-33].
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VII. CONCLUSION

In this paper, we propose a non-relativistic finite dif-
ference time domain method, and we assess the effec-
tiveness of this technique by analyzing electromagnetic
problems with different bodies in motion: plane wave
source, line source, observer, partially reflecting surface
and metallic wire. In the proposed direct FDTD method,
movements are implemented by changing positions of
the objects at different time instants, through the clas-
sical FDTD time loop.

First, the numerical aspects are analyzed thoroughly.
Then, several analytical formulas for the Doppler fre-
quency shifts, amplitudes of electric field and angles
of reflection are derived, validated with full-wave sim-
ulations and compared with relativistic formulas (refer-
ence formulas). These results show that the direct FDTD
method is suitable for non-relativistic speeds.

Furthermore, some aspects of special relativity are
present in the direct FDTD approach, such as the inde-
pendence of the velocity of electromagnetic wave prop-
agation with the speed of the source and Lorentz local
time (with a different physical interpretation). The results
obtained with our analysis give new physical insights
into the propagation of waves with moving bodies. For
instance, it is shown that the amplitude of the electric
field for a moving plane wave source does not increase
with the speed of motion, if the impedance of the source
is small. Moreover, electromagnetic shock waves can be
observed in FDTD simulations of a metallic wire illumi-
nated by a plane wave.

The proposed technique has the advantage of being
simple to implement, and it can be used to con-
sider, for non-relativistic speeds, multiple objects mov-
ing at different speeds, accelerating objects, or rotating
objects.
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Abstract – Learning from examples is the golden rule in
the construction of behavioral models using neural net-
works (NN). When NN are trained to simulate physi-
cal equations, the tight enforcement of such laws is not
guaranteed by the training process. In addition, there
can be situations in which providing enough examples
for a reliable training can be difficult, if not impossible.
To alleviate these drawbacks of NN, recently a class of
NN incorporating physical behavior has been proposed.
Such NN are called “physics-informed neural networks”
(PINN). In this contribution, their application to direct
electromagnetic (EM) problems will be presented, and
a formulation able to minimize an integral error will be
introduced.

Index Terms – Direct and inverse electromagnetic prob-
lems, neural networks, physics informed neural net-
works.

I. INTRODUCTION

Machine learning or neural network (NN)
approaches are frequently adopted to create models
of physical relationships, starting from a set of input-
output examples: we can refer, for instance, to the
computation of the magnetic field created by known
sources in a set of measurement points (e.g., currents
in assigned coils); this is usually referred to as for-
ward problem. Data-driven approaches are applicable
also for solving inverse problems (loosely speaking,
recovering the source originating the observed field)
[1–3], although their nature, usually ill-posed or ill-
conditioned, requires dedicated countermeasures. As a
matter of fact, data-driven approaches usually converge,
under suitable but quite relaxed hypotheses, to some
solution tightly related to the selection of examples and
of the training paradigm. On the other hand, in the case

of NN mimicking the behavior of physical systems, it is
expected not only that the model is able to generalize its
response to cases not included in the learning dataset but
also that the underlying equations are fully respected.
A second relevant issue related to the use of NN to
simulate physical phenomena is the difficulty in creating
datasets populated enough to grant reliable training.
This is particularly relevant in cases where the data
must be gathered from experiments, or from demanding
simulations.

Recently, the concept of “physics-informed” learn-
ing started to be considered as a powerful aid to the con-
struction of data-driven models converging to solutions
with known properties [3]. The underlying concept is to
try using the governing equations of the physical system
as a priori knowledge, able to regularize the learning pro-
cess, driving it towards acceptable solutions. Such a pri-
ori knowledge also helps in reducing the need for large
datasets for the learning and testing of NN.

As a matter of fact, in several areas of physics
including EM, physics-informed neural networks
(PINNs) [4], with their compelling ability of learn-
ing solutions of partial differential equations (PDEs)
without the need for providing examples, have gained
popularity. However, first contributions to the use of
neural networks for EM field analyses date back to the
beginning of the 2000s. For instance, in [5] a finite
element neural network (FENN) that embeds finite
element models into a neural network format for solving
Poisson’s equation was proposed. More recently, other
relevant works [6, 7] dealing with electrostatic problems,
made use of convolutional neural networks (CNNs). In
particular, [6] highlighted the flexibility of CNNs in the
case of complex distributions of excitation sources and
dielectric constants. Since the introduction of PINNs,
most applications in EM have involved optics [8–12];
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more specifically, in [8] Maxwell’s equations were
solved in the frequency domain with several model
simplifications. The architecture was similar to the one
of a generative adversarial network (GAN): the first
part is reminiscent of a generator since it maps the
space distribution of permittivity to the electric field
distribution. The second part, i.e., the discriminator,
evaluates how physically sound the generator’s outputs
are. This enables, after training, the creation of a real-
time field solver. This idea was re-introduced in [9] and
put in a more general framework. In turn, [12] predicted
the time evolution field in transient electrodynamics
making use of an encoder-recurrent-decoder architec-
ture. PINNs have also been used in magnetostatics and
magneto-quasi-statics [13–16].

It can be noted that in most works (e.g., [2, 4,
10–14]), PINNs do not take system parameters (i.e.,
geometries, field sources, material properties) as an input
and therefore they must be retrained, eventually tak-
ing advantage of transfer learning whenever the system
parameters in the model must be changed. However, a
few exceptions are reported in [8], [9], [15] where, once
trained, PINNs could provide the solution of a class of
direct field problems. This has been achieved by con-
volutional layers adopted in a GAN-like framework as
in [8, 9]. More recently PINNs using dense layers and
taking system parameters as input have been introduced
[15], while in [16] an energy-based error function was
used for training a PINN for the solution of magneto-
static problems.

Summing up, three mainstream methods could be
categorized:

− Data-driven networks: Starting from the available
observations, this approach generates a (nonlinear)
model not only able to reproduce the observed data
but also to generalize on data not included in train-
ing datasets [17]. As an example, [18] proposes
a PDE-Net to identify the governing PDE models
by data learning, able to approximate the unknown
nonlinear responses.

− Physics-constrained networks: Within this further
approach, physics constraints are introduced to
strengthen the prediction ability of the NN, espe-
cially in the small data regime. Following the sem-
inal paper [4], in [19] a physics-informed extreme
learning machine (PIELM) to solve PDEs in com-
plex domains was presented.

− Algorithm optimization based on NN: More
recently, the NN approach has been used to opti-
mize the performance of classical numerical meth-
ods. In [20], for instance, a NN has been utilized for
accelerating the numerical resolution of PDEs; this

way, a substantial gain in computational efficiency
over standard numerical methods was achieved.

In this contribution, a brief description of possible
schemes to introduce partial differential equations in the
structure of NN is first presented; this basically trans-
forms a NN into a PINN, capable of self learning and not
needing any pre-calculated training set. Then a simple
electromagnetic problem is presented to show the effec-
tiveness of PINN in the resolution of (direct) EM field
problems. Finally, a perspective on PINN based on inte-
gral rather than pointwise error functional is presented.

II. PHYSICS INFORMED NEURAL
NETWORKS

A. Local residual approach

To clarify ideas, let us consider a simple non-
dynamical problem in EM field computation, described
by Poisson equation, with suitable boundary condi-
tions: ⎧⎨⎩∇2ϕ (x, t)= f (x, t) ∀x∈Ω

ϕ=ϕ∗ on ∂ΩD
∂nϕ=ψ∗ on ∂ΩN

. (1)

In (1), the time t is a simple parameter, but the
PINN approach is general enough to treat also dynam-
ical cases. ∇2 represents the Laplacian of the unknown
(scalar) function ϕ (x), Ω is the spatial definition domain,
∂ΩD and ∂ΩN are the Dirichlet and Neumann parts of
the boundary, respectively.

A NN model of (1) receives as input the coordinates
x of a point within Ω and yields as output the value of
the approximated solution ϕ̂ (x, pNN), where pNN repre-
sents the vector of weights and biases describing the NN.
A possible approach to consider the a priori information
about (1) is to define a representation error E, including
a term related to the “residual” of the equation, and a
second term related to boundary conditions:

E(pNN)= Ebnd (pNN)+Eeq (pNN) , (2)
where

Ebnd (pNN) = ‖ϕ̃ (x, pNN)−ϕ∗(x)‖x∈∂ΩD

+‖∂nϕ̃ (x, pNN)−ψ∗(x)‖x∈∂ΩN

, (3)

and
Eeq =

∥∥∇2ϕ̃ (x, pNN)− f (x)
∥∥

x∈Ω , (4)
where ϕ∗ and ψ∗ are the assigned conditions on the
Dirichlet and Neumann parts of the boundary, respec-
tively, while x represents the array of sampling points
coordinate where error is evaluated; we note that the term
Eeq can be computed using the automated differentiation
(AD) approach described in [4, 21]. When eq.(4) is eval-
uated using a L2 norm, it is often referred to as energy-
like error.

Figure 1 shows a general view of the training pro-
cess of a PINN inspired by (1)-(4).
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Fig. 1. General architecture of a PINN for solving a PDE.
EIC represents the error due to initial conditions in the
case of dynamical problems, x = (x1,x2) for the sake of
simplicity.

B. Integral error approach

PINNs solving problems similar to (1) are usually
trained based on the local residual of the governing equa-
tions [1, 2], and derivatives are typically evaluated by
means of AD. Unfortunately, this approach could suf-
fer from poor regularity. Domain decomposition repre-
sents a potential workaround [2], but only up to a certain
degree. In this contribution, the authors propose an addi-
tional strategy, based on the minimization of an integral
error instead of local quantities, much like the Rayleigh-
Ritz method [22].

We start from the weighted residual form of (1):∫∫∫
Ω

(
k∇2ϕ − f

)
λdΩ = 0 ∀λ ∈ H0, (5)

where k is the material constant (permeability μ in the
case of magnetostatics and permittivity ε in the case
of electrostatics), and H0 is a suitable Sobolev space,
defined according to the boundary conditions. The solu-
tion will be defined in Hg, the space of functions with
correct boundary values on ∂ΩD (which will be explic-
itly enforced at training time). Using standard calculus,
eq.(5) can be reformulated as [22]:∫∫
∂ΩN

k
∂ϕ
∂n

λdΣ−
∫∫∫

Ω

(∇ϕk∇λ )dΩ+
∫∫∫

Ω

( f λ )dΩ = 0.

(6)
Equation (6) can be discretized following a Galerkin

approach, in which the weighting functions are selected
as coincident with the elements of the representation
basis for the unknown function. More in detail the
approximate solution is defined as

ϕ̃ = ∑
i=1,2,N out

pNNiλi, (7)

where pNNi are the coefficients of the expansion, usually
named nodal potentials Φi in FEM-like expressions, λ j
is the jth weighting function, and Nout is the number of
output neurons. With this in mind, equations (6) and (7)
lead to the following discretization.

∫∫∫
Ω

[(
∑

i=1,2,Nout
pNNi∇λi

)
k∇λ j

]
dΩ

=
∫∫∫

Ω

( f λk)dΩ−
∫∫
∂ΩN

kgλ jdΣ

∀λ j ∈ H0.

(8)

Note that for the sake of simplicity in (8) we have
highlighted just the dependence on output layer weights,
but the argument of the functions λi does contain all
the weights (and activation functions) of the hidden and
input layers.

It is now necessary to turn (8) into an error func-
tion for the PINN training, with the aim of obtaining, at
the end of the training step, a network able to provide
a reliable approximation ϕ̂ (x, pNN) also for points not
included in the training data. In view of this, a possible
approach inspired by the Ritz formulation is to generate
a training dataset from Npnt points in Ω (and as well as
on the boundaries ∂ΩD and ∂ΩN) and compute integrals
as discrete summations. Accordingly, the left-hand side
term in (8) modifies as

∫∫∫
Ω

[(
∑

i=1, Nout
pNN−i∇λi

)
k∇λ j

]
dΩ

= ∑
n=1, Npnt

(
wn ∑

i=1, Nout
pNN−i∇λi (xn)k∇λ j (xn)

)
.

(9)
We note that this approach corresponds to looking

for the stationary points of the energy functional already
defined in (4), the only difference, in this straightfor-
ward formulation, being that the training takes place only
when all points have been processed (batch learning).

III. TEST CASES
A. Overall description

In this section, two test cases are shown. The first
one presents the solution of a Poisson equation in a 1D
domain. This simple problem serves as first validation
relative to the use of PINNs for the solution of partial
differential equations. It must be highlighted that in this
implementation, the PINN does not need a training data-
set: starting from a random guess solution, obtained by
a random initialization of weights and biases, in a set of
internal points (and on the boundary), the PINN evalu-
ates the approximate solution ϕ̂ , and at each epoch the
physics-based error function (4) leads to an adjustment
of the weights/biases. After the training is over, the PINN
is capable of evaluating the function ϕ in points not nec-
essarily coincident with the original set. This process can
be referred to as self-training because no input-output
pattern is externally supplied; furthermore the possibility
of freely selecting the evaluation points makes the PINN
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similar to a meshless method. In the following sections,
the word “grid” is used to indicate the set of points x . It
is implicit that with this process a PINN trains itself on
a specific set of points (grid); for this reason a change in
the geometry necessarily leads to a new PINN, as it is for
a new model in standard numerical methods.

A more complex 2D problem is then considered: this
second example shows the accuracy of the method and its
potential for the solution of general problems in presence
of Neumann/Dirichlet boundary conditions. This prob-
lem is solved using the local residual approach; in addi-
tion, the quantities object of the integral error approach
are also shown together with a perspective overview.

B. 1D problem

To show the performance of the PINN approach to
electromagnetic analysis, we first considered a simple
one-dimensional problem ruled by the Poisson’s equa-
tion subject to Dirichlet boundary conditions. In particu-
lar, the problem to be solved is defined in Ω = [0,1] and
described in equation (769){

∂ 2ϕ
∂x2 =−10 in Ω
ϕ(0) = 0,ϕ(1) = 1

. (10)

Following the methodological approach (1)-(4), a
shallow NN composed of one input layer fed with
sampling point coordinates, and one hidden layer with
4 neurons, was synthesized. Sigmoidal functions were
selected as the activation function; stochastic gradient
descent was the minimization algorithm, with random
initialization of weights and biases and learning rate
5×10−3. Nsamp = 21 sampling points were considered
to compute E on the grid discretizing the domain; in par-
ticular, the use of sigmoidal activation functions made it
possible to analytically evaluate the second-order deriva-
tive in the Laplace operator. In Fig. 2 the training his-

Fig. 2. Error function history during training (1D prob-
lem).

tory of the network is shown in terms of error function
against epochs, while in Fig. 3 the solution predicted by
the trained PINN is represented.

After several experiments, an excellent agreement
between predicted solution and exact solution was
observed.

Fig. 3. Solution of the 1D problem. Arbitrary units are
used for visualization.

C. 2D problem, local residual approach

As a less trivial test case, the following 2D problem
has been considered:⎧⎪⎨⎪⎩

∂ 2ϕ(x,y)
∂x2 + ∂ 2ϕ(x,y)

∂y2 = 0 in Ω
ϕ = 0,∂ΩD0
ϕ = 1,∂ΩDV

. (11)

The domain Ω is described in Fig. 4, in which L =
1 m. Also in this case, a shallow NN with sigmoidal acti-
vation functions has been used. The details of the net-
work are shown in Table 1.

Table 1: Neural network description
Input dimension 2

Output dimension 1
Number of hidden layers 5

Number of neurons in each hidden layer 15
Total number of parameters 1021

The hyper-parameters above described have been
determined by using a 5-fold cross validation with the
number of hidden layers varying from 1 to 7 and with
the number of neurons in each hidden layer from 2 to 20.
Due to the final number of parameters, the PINN can be
classified as a deep network for regression purpose.

Stochastic gradient descent was the minimization
algorithm, with random initialization of weights and
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biases and a learning rate equal to 5 ·10−3. Nsamp = 300
sampling points were considered to compute the error
function on the grid discretizing the domain. In par-
ticular, the adopted grid is composed by a set of 300
equally spaced point, in both the x1 and x2 directions,
with Δx1 = Δx2 = L/20, as shown in Fig. 5.

Fig. 4. Graphical description of the 2D test case. ∂ΩN
is the section of boundary where Neumann conditions
hold, ∂ΩD0 and ∂ΩDV the sections where vanishing and
non-vanishing Dirichlet conditions hold, respectively.

Fig. 5. Representation of the grid used to train the PINN
or the 2D example.

In case the local residual approach (2)-(4) is fol-
lowed, the solution obtained after training the PINN is
depicted in Fig. 6, while Fig. 7 shows the field evaluated
by AD.

The error function training history is shown in
Fig. 8. The accuracy of the solution has been prop-
erly verified, comparing the obtained potential with the
results obtained by a finite element method model imple-
mented on Comsol Multiphysics [23]. For the sake of
conciseness, a point-to-point comparison is not shown

Fig. 6. Potential map obtained by the use of the PINN.

Fig. 7. Field as evaluated by the PINN and AD.

Fig. 8. Error function history during training (2D prob-
lem).

here, but an integral like comparison (between the ener-
gies calculated by both methods) is shown in the next
section.

D. 2D problem, integral error approach

As an intermediate step between the local residual
approach and the integral error approach, the behavior
of the global energy as a function of the training epoch
has been evaluated (Fig. 9). In this case, the “energy” is
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calculated by using the point values of ∇ϕ̂ (obtained by
AD), integrated on the relevant support (< 1 in case of a
grid point belonging to ∂Ω). This shows that, in the con-
sidered case, the integral formulation leads to the same
result, yet being able to treat prospectively also the case
of internal discontinuities in the material properties like
magnetic permeability. The graph shows that the energy

WPINN = μ

(
∑

i=1,2,N out
pNNi∇λi

)2

, (12)

(with μ being the magnetic permeability) reaches a value
of WPINN= 1.68 μJ at the end of the training phase;
the total energy independently obtained by means of the
benchmark FEM is WFEM= 1.61 μJ, showing again the
good agreement between the PINN and the FEM analy-
sis. It is noteworthy that, in case the integral approach is
performed on delta-like expansion functions, the evalua-
tion of the integral approach leads to the same point-wise
evaluation as shown in Fig. 5 at the same time, eq. (12)
can substitute eq. (4) in the definition of an integral error
approach, which would take the meaning of an energy-
based approach.

Fig. 9. Energy during training (2D problem).

IV. CONCLUSIONS AND OUTLOOK

In this paper, the use of PINN for the resolution of
EM problems has been considered. Both local and inte-
gral errors, the latter being related to the value of the
energy in the domain object of analysis, have been pro-
posed as error functions for the NN training. In the con-
sidered examples, both approaches converged during the
training phase.

The examples are aimed at showing the effective-
ness of energy-based training; in particular, the lat-
ter is able to easily deal also with problems entailing
discontinuities in the distribution of material properties.
Moreover, when using a weighted residual formulation
rather than the Ritz one, a different choice of the base

functions and weight functions would be possible; this
way, most numerical methods based on weighted resid-
ual could be revisited in terms of PINN.
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Abstract – This paper presents the implementation of the
parallel hybrid implicit-explicit finite-difference time-
domain (HIE-FDTD) method using the Message Passing
Interface (MPI) library. The method proves to be very
effective in simulating large-scale three-dimensional
electromagnetic problems with fine structures in one
direction. For the decomposition of the computational
volume in the HIE-FDTD method, an MPI Cartesian
2D topology is implemented, allowing arbitrary divi-
sion of the volume in two directions. Derived data types
provided in the MPI library are employed to optimize
inter-process communication. High accuracy and effi-
ciency are subsequently demonstrated through a numer-
ical example of a frequency-selected surface (FSS). It
shows that the proposed method is very suitable for par-
allel computing, and the parallel efficiency maintains
above 80% for different numbers of processes.

Index Terms – Electromagnetic scattering, finite-
difference time-domain (FDTD), HIE-FDTD, parallel
computing, thin layers.

I. INTRODUCTION

The finite-difference time-domain (FDTD) method
is widely used due to its explicit leapfrog iterative
scheme in the simulation of electromagnetic problems
[1, 2]. Additionally, its regular data structures make it a
top choice for parallelizing using domain-decomposition
techniques to accelerate the solution of large-scale elec-
tromagnetic problems [3].

Two methods are widely used to achieve parallel
computing of the FDTD method, using multi-core cen-
tral processing units (CPUs) or using graphical process-
ing units (GPUs). However, GPUs require additional
hardware costs compared to multi-core CPUs, as they are
separate hardware devices that are initialized and exe-
cuted by a program running on a CPU. Besides that, it
is hard to simulate the large-scale electromagnetic prob-
lems using a single GPU for its smaller memory size than
CPU. Therefore, An MPI-based three dimensional paral-
lel FDTD algorithm has been developed in [3].

Thin layers in electromagnetic devices are typi-
cally essential due to their significant impact on device
performance, making the electromagnetic simulation of
such structures valuable. However, in the FDTD method,
which is constrained by the Courant-Friedrichs-Lewy
(CFL) condition, the maximum time step size depends
on the minimum mesh size in the computational volume,
leading to inefficiencies in handling problems with fine
structures.

Several unconditional stability FDTD methods,
such as the alternating-direction implicit (ADI) FDTD
method [4], Crank-Nicolson (CN) FDTD method [5]
and the locally-one-dimensional (LOD) FDTD method
[6], which introduce the implicit updating equations in
the conventional FDTD method, have been proposed in
order to eliminate the CFL bound. It should be noted
that although the ADI-FDTD method is unconditionally
stable, it has second-order truncation error terms that
can reduce its accuracy [7]. The CN-FDTD and LOD-
FDTD methods have high accuracy, but they both need
to solve the large matrix which decreases the efficiency
greatly. Furthermore, when applied to large-scale prob-
lems, issues such as augmented data traffic present chal-
lenges to the parallel implementation of the ADI-FDTD,
CN-FDTD, and LOD-FDTD methods.

For some electromagnetic problems, such as the
analysis of the degradation of shielding effectiveness
with thin slots or frequency selective surfaces with thin
layers, fine structures are present only in one direction
[8]. Fine grids should be applied solely in the direction
of the fine structure rather than in all three directions. In
order to improve the efficiency of electromagnetic sim-
ulation for these structures, the HIE-FDTD method was
proposed to eliminate the limitations of the fine grids on
the time step size [9]. Apart from that, the error exists
in semi-implicit processing rather than implicit process-
ing, making HIE-FDTD more accurate than the ADI-
FDTD method [10]. The computational volume in the
HIE-FDTD cannot be directly divided in the direction
of the fine structures as it is necessary for tridiagonal
matrix equations solving, but it can be divided in both
other directions. Due to its ability to directly divide the
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computational domain into subdomains, HIE-FDTD is
more suitable for parallelizing than the ADI-FDTD, CN-
FDTD, and LOD-FDTD methods.

This paper describes the implementation of a par-
allel HIE-FDTD method based on the MPI library,
which offers clear standardization benefits, especially
in distributed storage communication environments. The
computation volume can be decomposed using process
topologies along the x- and z-directions. MPI commu-
nication functions and derived data types are used for
transmitting field values between processes.

This paper is structured as follows. In Section II, the
theory of the HIE-FDTD method is introduced. Section
III demonstrates the implementation of the parallel HIE-
FDTD method. Section IV presents a numerical example
that confirms the high accuracy and efficiency of the pro-
posed method. The conclusion is given in Section V.

II. THEORY OF THE HIE-FDTD METHOD

Assuming fine structures exist in the y-direction, the
explicit equations for Eyand Hy components in the HIE-
FDTD method are as follows:

En+1
y (i, j+1/2,k)

=CA(i, j+1/2,k)En
y (i, j+1/2,k)

+CB(i, j+1/2,k)/Δz
[

Hn
x (i, j+1/2,k+1/2)

−Hn
x (i, j+1/2,k−1/2)

]
−CB(i, j+1/2,k)/Δx

[
Hn

z (i+1/2, j+1/2,k)
−Hn

z (i−1/2, j+1/2,k)

]
,

(1)

Hn+1
y (i+1/2, j,k+1/2)

=CP(i+1/2, j,k+1/2)Hn
y (i+1/2, j,k+1/2)

−CQ(i+1/2, j,k+1/2)/Δz[
En+1

x (i+1/2, j,k+1)−En+1
x (i+1/2, j,k)

]
+CQ(i+1/2, j,k+1/2)/Δx[
En+1

z (i+1, j,k+1/2)−En+1
z (i, j,k+1/2)

]
,

(2)
where

CA(i, j+1/2,k)

=
ε(i, j+1/2,k)/Δt −σ(i, j+1/2,k)/2
ε(i, j+1/2,k)/Δt +σ(i, j+1/2,k)/2

,

CB(i, j+1/2,k)

=
1

ε(i, j+1/2,k)/Δt +σ(i, j+1/2,k)/2
,

CP(i+1/2, j,k+1/2)

=
μ(i+1/2, j,k+1/2)

Δt − σm(i+1/2, j,k+1/2)
2

μ(i+1/2, j,k+1/2)
Δt + σm(i+1/2, j,k+1/2)

2

,

CQ(i+1/2, j,k+1/2)

=
1

μ(i+1/2, j,k+1/2)
Δt + σm(i+1/2, j,k+1/2)

2

,
(3)

where Δt is the size of the time step. ε , σ , μ , and σm
are the electrical permittivity, electric conductivity, mag-
netic permeability, and the equivalent magnetic loss of
the media, respectively. n is the index of the time step.
i, j, and k are the indices of spatial increments along the
x-, y-, and z-directions.

The semi-implicit processing of the HIE-FDTD
method can be found as follows:

En+1
x (i+1/2, j,k)

=CA(i+1/2, j,k)En
x (i+1/2, j,k)

−CB(i+1/2, j,k)/Δz[
Hn

y (i+1/2, j,k+1/2)
−Hn

y (i+1/2, j,k−1/2)

]
+CB(i+1/2, j,k)/2Δy⎡⎢⎢⎣

Hn+1
z (i+1/2, j+1/2,k)

−Hn+1
z (i+1/2, j−1/2,k)

+Hn
z (i+1/2, j+1/2,k)

−Hn
z (i+1/2, j−1/2,k)

⎤⎥⎥⎦ ,
(4)

En+1
z (i, j,k+1/2)
=CA(i, j,k+1/2)En

z (i, j,k+1/2)
+CB(i, j,k+1/2)/Δx[

Hn
y (i+1/2, j,k+1/2)

−Hn
y (i−1/2, j,k+1/2)

]
−CB(i, j,k+1/2)/2Δy⎡⎢⎢⎣

Hn+1
x (i, j+1/2,k+1/2)

−Hn+1
x (i, j−1/2,k+1/2)

+Hn
x (i, j+1/2,k+1/2)

−Hn
x (i, j−1/2,k+1/2)

⎤⎥⎥⎦ ,
(5)

Hn+1
z (i+1/2, j+1/2,k)
=CP(i+1/2, j+1/2,k)Hn

z (i+1/2, j+1/2,k)
−CQ(i+1/2, j+1/2,k)/Δz[
En+1

y (i+1, j+1/2,k)−En+1
y (i, j+1/2,k)

]
+CQ(i+1/2, j+1/2,k)/2Δy[
En+1

x (i+1/2, j+1,k)−En+1
x (i+1/2, j,k)

+En
x (i+1/2, j+1,k)−En

x (i+1/2, j,k)] ,

(6)

Hn+1
x (i, j+1/2,k+1/2)
=CP(i, j+1/2,k+1/2)Hn

x (i, j+1/2,k+1/2)
+CQ(i, j+1/2,k+1/2)/Δz[
En+1

y (i, j+1/2,k+1)−En+1
y (i, j+1/2,k)

]
−CQ(i, j+1/2,k+1/2)/2Δy[
En+1

z (i, , j+1,k+1/2)−En+1
z (i, j,k+1/2)

+En
z (i, j+1,k+1/2)−En

z (i, j,k+1/2)
]
.

(7)
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The formulations of the HIE-FDTD method are
shown above with the field components arranged simi-
larly to the FDTD method. According to (4), updating of
Ex component requires Hz component at the same step.
Thus, Ex component cannot be updated explicitly. Sub-
stituting (6) into (4) gives us the equation of Ex compo-
nent that is given by

aiEn+1
x (i+1/2, j−1,k)+biEn+1

x (i+1/2, j,k)

+ ciEn+1
x (i+1/2, j+1,k) = di

(8)

where

ai =−CB(i+1/2, j,k)CQ(i+1/2, j−1/2,k)
4Δy2 ,

bi = 1+
CB(i+1/2, j,k)CQ(i+1/2, j+1/2,k)

4Δy2 ,

+
CB(i+1/2, j,k)CQ(i+1/2, j−1/2,k)

4Δy2

ci =−CB(i+1/2, j,k)CQ(i+1/2, j+1/2,k)
4Δy2 ,

di = [CA(i+1/2, j,k)+ai + ci]En
x (i+1/2, j,k)

−aiEn
x (i+1/2, j−1,k)− cn

i (i+1/2, j+1,k)
−CB(i+1/2, j,k)/Δz[
Hn

y (i+1/2, j,k+1/2)−Hn
y (i+1/2, j,k−1/2)

]
+CB(i+1/2, j,k)/2Δy{
[CP(i+1/2, j+1/2,k)+1]Hn

z (i+1/2, j+1/2,k)
− [CP(i+1/2, j−1/2,k)+1]Hn

z (i+1/2, j−1/2,k)

− CQ(i+1/2, j+1/2,k)
Δz

[
En+1

y (i+1, j+1/2,k)
−En+1

y (i, j+1/2,k)

]
+

CQ(i+1/2, j−1/2,k)
Δz

[
En+1

y (i+1, j−1/2,k)
−En+1

y (i, j−1/2,k)

]}
.

(9)
Substituting (7) into (5) gives us the equation of Ez

component that is given by

akEn+1
z (i, j−1,k+1/2)+bkEn+1

z (i, j,k+1/2)

+ ckEn+1
x (i, j+1,k+1/2) = dk

(10)

where

ak =−CB(i, j,k+1/2) ·CQ(i, j−1/2,k+1/2)
4Δy2 ,

bk = 1+
CB(i, j,k+1/2) ·CQ(i, j+1/2,k+1/2)

4Δy2

+
CB(i, j,k+1/2) ·CQ(i, j−1/2,k+1/2)

4Δy2 ,

ck =−CB(i, j,k+1/2) ·CQ(i, j+1/2,k+1/2)
4Δy2 ,

dk = [CA(i, j,k+1/2)+ak + ck]En
z (i, j,k+1/2)

−akEn
z (i, j−1,k+1/2)− ckEn

z (i, j+1,k+1/2)
+CB(i, j,k+1/2)/Δx[
Hn

y (i+1/2, j,k+1/2)−Hn
y (i−1/2, j,k+1/2)

]
−CB(i, j,k+1/2)/2Δy

{[CP(i, j+1/2,k+1/2)+1]Hn
x (i, j+1/2,k+1/2)

− [CP(i, j−1/2,k+1/2)+1]Hn
x (i, j−1/2,k+1/2)

+
CQ(i+1/2, j+1/2,k)

Δx

[
En+1

y (i+1, j+1/2,k)
−En+1

y (i, j+1/2,k)

]
−CQ(i+1/2, j−1/2,k)

Δx

[
En+1

y (i+1, j−1/2,k)
−En+1

y (i, j−1/2,k)

]}
.

(11)
Thus, the process of updating field components

entails the explicit update of Ey and Hy by using equa-
tions (1) and (2) first, followed by the implicit update of
Ex and Ez via tridiagonal matrix equations (8) and (10).
Finally, explicit updating is made to obtain the Hz and Hx
components by using equations (6) and (7).

The time step size in the HIE-FDTD method can be
calculated as follows [9]:

Δt ≤ 1
/

c
√

1
/

Δx2 +1
/

Δz2, (12)

where c = 1/
√εμ is the speed of light in the medium,

and Δx, Δz are the minimum cell in the x- and z-
directions.

It indicates that the stability condition for the HIE-
FDTD method is not restricted by the cells in the fine
structures, unlike the FDTD method. Therefore, if a
model only has fine structures in one direction, using the
HIE-FDTD method increases efficiency due to the much
larger time step size than that of the FDTD method.

III. PARALLELISM WITH THE MPI
LIBRARY

The first step of the parallel FDTD method is the
computational volume division. The computational vol-
ume can be decomposed directly along three directions
in the parallel FDTD method, but this is impossible in the
parallel HIE-FDTD method, because it needs to solve the
tridiagonal matrix equations in the direction of fine struc-
tures. As such, the proposed method in this paper divides
the computational volume in the x- and z-directions,
excluding the y-direction where the fine structures exist.

The computational volume is divided using a Carte-
sian topology in the MPI library. The procedure for
creating a two-dimensional Cartesian topology of the
three-dimensional problem space using the MPI library
is described in [3]. Figure 1 shows the division of
the computational volume into nine subspaces, each of
which corresponds to a process located by its Cartesian
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coordinates. The MPI function MPI Cart shift deter-
mines the ID numbers of processes surrounding a pro-
cess, once the Cartesian topology has been created.
These ID numbers are then used for implementing com-
munications.

Fig. 1. The division of the computational volume using a
two-dimensional Cartesian topology (x-z plane).

Both the HIE-FDTD method and the FDTD method
must solve the boundary condition problem. Therefore,
it is important to determine the necessary components to
transmit after the equal distribution of the problem.

For the FDTD method, updating field components
at (i, j,k) is dependent on the surrounding field compo-
nents. To provide an example, as shown by Fig. 2, the
iteration of Ex component at

(
i+1

/
2, j,k

)
requires Hz

at
(
i+1

/
2, j+1

/
2,k

)
, (i + 1

/
2, j − 1

/
2,k) and Hy at(

i+1
/

2, j−1
/

2,k
)
,
(
i+1

/
2, j+1

/
2,k

)
.

Fig. 2. The iteration of Ex component at (i+1/2, j,k)
using the conventional FDTD method and the surround-
ing field components.

Figure 3 shows that only the components encapsu-
lated by the blue dotted contour designated to PROC4

Fig. 3. The send-receive communications in PROC4
using the parallel FDTD method.

are assigned in the parallel FDTD method. So, to
update Ex component in PROC4, Hy component from
PROC3 is required. As there is no division along the
y-direction, there is no need to transmit Hz component.
Similarly, updating Ez component requires Hy compo-
nent in PROC1, and updating Ey component requires
both Hz and Hx components in PROC1 and PROC3. It
should be noted that PROC4 fulfils the role of both an
emitter and an addressee process, and therefore, must
send the components to the surrounding processes. The
send-receive communications of PROC4 are illustrated
in Fig. 3.

Figure 4 shows the iteration of Ex at (i+1/2, j,k)
using the HIE-FDTD method. Ey at (i+1, j+1/2,k)
and (i+1, j−1/2,k) are also essential, besides Hy and
Hz components that are required in the FDTD method.
Therefore, when implementing the parallel HIE-FDTD

Fig. 4. The iteration of Ex component at (i+1/2, j,k)
using HIE-FDTD method and the surrounding field com-
ponents.
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method, it is important to note that updating Ex com-
ponent requires Ey belonging to PROC7, with Hy com-
ponent belonging to PROC3. To update Ez, it is neces-
sary to receive Ey component belonging to PROC5, with
Hy component from PROC1.

Figure 5 (a) shows the complete communications
between PROC4 and other processes in the parallel HIE-
FDTD method. Figure 5 (b) shows that the parallel HIE-
FDTD method requires the communication of Ey compo-
nent in the x- and z-directions when performing Ex and
Ez iterations. It is the difference between it and the par-
allel FDTD method.

(a)

(b)

Fig. 5. The communications between PROC4 and its
neighboring processes using the parallel HIE-FDTD
method: (a) Overall view and (b) the communication of
Eycomponent in the x- and z-directions.

Assuming that the size of the field components array
is sizex × sizey × sizez, which needs to be augmented
for the reception of the components from neighboring
processes as follows,
Ai (sizex,sizey,sizez)→ Ai (sizex+1,sizey,sizez+1) ,
where A = [E,H] and i = [x,y,z].

The details of the derived data types implementa-
tion, transmission, and reception of field components are
documented in [3]. The procedure for the parallel HIE-
FDTD method is provided here:

1) MPI initialization
2) Read parameters used in simulation

3) Create a two-dimensional Cartesian topology (no
division along the y-direction)

4) Create the derived data types for communications
5) Start updating field components
Update Ey component
Communicate Ey component for updating of Ex and

Ezcomponents
Update Ex and Ez components
Communicate Ex and Ez components
Update the H-field components
Communicate the H-field components
6) End.

IV. NUMERICAL RESULTS

To verify the accuracy and efficiency of the imple-
mentation of the proposed parallel HIE-FDTD method
based on the MPI library, a numerical example of a FSS
is simulated. Figure 6 (a) shows the structure of the FSS.

(a)

(b)

(c)

Fig. 6. The structure of the FSS: (a) overall view of the
FSS, (b) the size of the narrow cross slot unit, and (c) the
size of the wide cross slot unit.
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Its length in both x- and z-directions is 720 mm. The sur-
face comprises two different cross-slot units, as shown in
Figs. 6 (b) and (c).

The narrow cross slot has a width of 6 mm and a
length of 42 mm, and the wide cross slot has a width
of 15 mm and a length of 48 mm. The thickness of the
FSS is 0.235 mm, of which metal is 0.035 mm thick and
the substrate is 0.2 mm thick. The εr of the substrate is
4.5 and σ is 0.004 S/m. The thickness of the metal is
the fine structure of the FSS which greatly confines the
computational efficiency. A plane wave polarized along
the x-direction is incident perpendicular to the FSS.
The excitation source is a modulated Gaussian pulse
with a frequency range from 2.5 GHz to 4 GHz. The
time dependence of the excitation function is given as
follows:

Ex (t) = cos(2π · f re · t)exp
(
−4π

(
(t − t0)

/
τ
)2
)
,

(13)
where f re = 3.125 GHz, τ = 2.67 ns, and t0 = 0.9τ =
2.4 ns.

One observation point is located at 120 mm behind
the center of the surface. We use the serial FDTD, the
serial HIE-FDTD method, and the parallel HIE-FDTD
method to compute the electric field at the observation
point and the transmission coefficient of the FSS. The
minimum grids in the x- and z-directions are 1 mm. In
the y-direction, the minimum grid is 0.035 mm. The
total number of grids is 396×35×396. According to the
time stability condition, the time step size in the FDTD
method is

Δt f = 1
/

c
√

1
/

Δx2 +1
/

Δy2 +1
/

Δz2 =0.0583 ps,
while in the HIE-FDTD method, the time step is

Δt = 1
/

c
√

1
/

Δx2 +1
/

Δz2 =2.36 ps, which is
40.48 times larger than that in the FDTD method. The
simulation history is 8 ns, which can ensure the complete
convergence of time-domain signals. It corresponds to
323,842 time steps in the FDTD method and 8000 time
steps in the HIE-FDTD method. The simulation is imple-
mented on Intel(R) Xeon(R) Gold 6248R with 3.00 GHz
CPU and 1 TB memory.

Figure 7 shows the value of Ex component at the
observation point calculated by using the parallel HIE-
FDTD method, the serial HIE-FDTD method, and the
serial FDTD method. Figure 8 presents the calculated
transmission coefficient of the FSS. From these figures,
it is obvious that the calculated results of the parallel
HIE-FDTD agree very well with those of the serial HIE-
FDTD method and the serial FDTD method, whether
in the time domain or frequency domain. The transmis-
sion coefficient of the FFS exceeds 0.9 within the range
from 2.9 GHz to 3.65 GHz. Figures 7 and 8 validate the
high computational accuracy of the parallel HIE-FDTD
method.

Fig. 7. The value of the Ex components at the observa-
tion point calculated by using the proposed parallel HIE-
FDTD method, the serial HIE-FDTD method, and the
serial FDTD method.

Fig. 8. The result of the transmission coefficient of
the FSS calculated by using the proposed parallel HIE
method, the serial HIE-FDTD method, and the serial
FDTD method.

Table 1 displays the computation time of the serial
FDTD method, the serial HIE-FDTD method, and the
parallel HIE-FDTD method with 32 processes. We also
introduce the speedup factors Sp (k) with the following
definition:

Sp(k) =
p×Run time with p cores

Run time with k cores
, (14)

where p is the reference number of processors and k is
the number of processors used in calculation. S1 (k)of the
proposed method is showed in Fig. 9.

The results demonstrate that the simulation speed of
the serial HIE-FDTD method is 29.3 times faster than
the serial FDTD, which is due to the larger time step in
the HIE-FDTD method. Moreover, the simulation speed
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Table 1: The time step size, total time steps, and comput-
ing time of different methods

Method Δt(ps) Total Steps Computing
Time (h)

FDTD 0.0583 323,842 901.40
HIE-FDTD 2.36 8000 30.77

P-HIE-FDTD 2.36 8000 1.18

Fig. 9. S1 (k) obtained for a space size of 396×35×396
in case of the proposed parallel HIE-FDTD method.

of the proposed parallel HIE-FDTD method with 32
processes is 25 times faster than the serial HIE-FDTD
method. The parallel efficiency of the proposed method
reaches 81.2 %. It can conclude that the proposed paral-
lel HIE-FDTD method considerably reduces the runtime
over the serial FDTD and the serial HIE-FDTD, while
the accuracy of the proposed method is still maintained.

The parallel efficiency of the proposed method is
defined as δ = T1

/
Tnn. Here, T1 represents the comput-

ing time of the HIE-FDTD method with a single pro-
cess; n is the number of the processes and Tn is the com-
puting time of the HIE-FDTD method with n processes.
Table 2 presents the computing time and the parallel effi-

Table 2: Comparison of computation efficiency

Number of
Processes

Number of
Subdomains

Computing
Time (s)

Parallel
Efficiency

δ
1 1×1×1 6652.02 100%
2 2×1×1 3496.58 95.1%
4 2×1×2 1812.13 91.8%
8 4×1×2 952.54 87.3%
12 4×1×3 687.61 80.6%
25 5×1×5 318.16 83.6%
30 6×1×5 268.99 82.4%
32 8×1×4 256.00 81.2%

ciency of the proposed parallel HIE-FDTD method. It
can be observed that the efficiency maintains above 80%
for different numbers of processes, which proves that this
method is very suitable for parallel computing.

V. CONCLUSION

This paper describes a parallel HIE-FDTD method
implemented through the MPI library. Parallel comput-
ing is realized by creating a two-dimensional topology
that divides the computational volume along two
directions. The differences of the field components
transmitted between the parallel HIE-FDTD method and
parallel FDTD method are discussed. The function for
communication and derived data types provided by the
MPI library are employed to transmit HIE-FDTD field
components. The numerical example indicates the high
computational accuracy and excellent parallel efficiency
of the proposed method. It shows that the parallel effi-
ciency maintains above 80% for different numbers of
processes, which proves that this method is very suitable
for parallel computing.
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Abstract – This paper presents an approach for the design
of wire antennas based on fractal interpolation func-
tions (FIFs). The interpolation points and the contrac-
tion factors of the FIFs are chosen as free parameters
to modify the antenna geometry. The proposed struc-
tures’ gain and radiation pattern can be optimized using
FIF parameters. Producible prefractal antennas obtained
in the intermediate iterations of fractal generation have
compact sizes compared to classical counterparts. The
error in prefractal geometry and the original fractal is
bounded, and can be determined in terms of the finest
producible detail’s dimensions. The emerging structures
have multiband behavior due to their self-similar and
symmetric nature. To illustrate the approach, we have
provided finite element based simulations for several pre-
fractal antennas. |S11|, the gain, the radiation efficiency,
the radiation patterns, and feed point impedances for the
demonstrated antennas are calculated numerically. The
results indicate that produced antennas can be used in
applications that require limited mechanical size, multi-
ple operating bands, and controlled radiation patterns.

Index Terms – Fractal antenna, fractal interpolation
functions, iterated function systems.

I. INTRODUCTION

Recent developments in wireless communications
systems require more compact, wider bandwidth, multi-
band, and low-cost antennas. Fractal antennas can
fulfill these requirements due to scale invariance, self-
similarity, and space-filling properties of the fractals [1].
These properties enable the miniaturization of antenna
structures [2–5]. The fractal structures can be designed
to increase the effective physical length of the anten-
nas to achieve multiband behavior in a limited space [6–
8]. Basic fractal geometries such as Koch and Hilbert
curves, and Sierpinski carpet have been studied for their
radiation characteristics in the literature widely [9–15].
Comprehensive and up-to-date reviews can be found in
[16, 17].

However, the studies rarely relate the mathemati-
cal properties of fractals to the antenna radiation char-
acteristics. One approach is to optimize the antenna
geometry over the fractal dimension using genetic algo-
rithms [18, 19] directly. The authors present the rela-
tion between the resonant frequencies and the fractal
dimension of the parameterized Koch curves in [20]. In
general, the studies in the literature focus on predefined
well-known fractal templates such as variants of the infa-
mous Koch curve or the Sierpinski carpet. On the other
hand, restricting the geometry a priori limits the practical
applications.

As a novel approach, we present fractal wire antenna
geometries based on the FIFs. In contrast to the literature,
we don’t assume a predefined topology in this study, and
the designer is in full control of the antenna’s shape by
setting a few interpolation points and contraction factors.
The interpolation points and the contraction factors of
the FIFs can be used to optimize the antennas for a spe-
cific purpose. Then, we investigate the effects of fractal
parameters on antenna radiation properties, namely the
resonant frequencies, the bandwidth, the radiation pat-
terns, gain, and input impedance.

Fractal interpolation is a technique used to construct
continuous functions whose graphs are fractals based on
iterated function systems (IFS) [21, 22]. Following the
pioneering research, FIFs have been applied in geometric
design, signal processing, and wavelet theory in the con-
text of engineering, physics, and chemistry [23, 24]. FIFs
provide non-smooth alternatives to traditional smooth
interpolation techniques and are more suitable for irreg-
ular curves that display self-similarity.

Fractal interpolation is an iterative procedure, and
each iteration can be considered a prefractal. The vari-
ous antennas can be constructed associated with each of
the prefractals. The skeleton of the antenna geometry can
be determined by the given interpolation points. Addi-
tionally, the FIFs have free parameters that can be used
to manipulate the geometry to alter the fractal dimension
and the symmetry of the structure. The antenna can be
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optimized by changing the interpolation points and the
free parameters. Therefore, it can be constructed with-
out a predefined fractal template in order to optimize the
antenna performance. Note that several structures such as
the Koch curve can also be obtained by specific choice of
FIF parameters.

To demonstrate the proposed approach, we gener-
ated a simple curved wire dipole antenna using FIFs
based on affine transformations. The parameters of affine
transformations consist of contraction factors on the hor-
izontal axis and scaling factors on the vertical axis, which
simply controls the antenna geometry.

The scattering parameter |S11|, the input impedance,
the gain, and the bandwidth of the constructed structure
are calculated via extensive numerical simulations.

We have observed that even the simple structure
can show multiband behavior for prefractals obtained
at each iteration. Using the proposed procedure, the
designer has flexibility in the determination of the
skeletal structure of the antenna first. Afterwards, the
vertical scaling parameters that are particularly sig-
nificant on fractal properties can be used to opti-
mize the antenna for a specific application. By means
of this flexibility, the technique can be extended to
design effective antennas confined in a limited space
especially.

II. FRACTAL INTERPOLATION

Let the set of interpolation points, {[xi,yi]
T ∈ R

2 :
i = 0,1,2, ...,N} where x0 < x1 < · · · < xN be given,
and the continuous function h : [x0,xN ] �→ R that satis-
fies h(xi) = yi, be the interpolation function.

We can construct an IFS from a set of contractive
shear transformations wi : R2 → R

2, i = 1,2, . . . ,N, of
the form

wi

([
x
y

])
=

[
αi 0
βi γi

][
x
y

]
+

[
ui
vi

]
, (1)

such that its attractor is the graph of continuous function
h. Clearly, 0 ≤ |αi|, |γi|< 1, ∀i. The contraction factor of
wi is than σi = max{|αi|, |γi|}, and the contraction factor
of the IFS is σ = maxi σi.

Following the steps in [23] and choosing γi’s as free
parameters, one can construct wi’s in such a way that the
line segment between [x0,y0]

T and [xN ,yN ]
T is mapped

to the line segment between [xi−1,yi−1]
T and [xi,yi]

T .
Therefore, the parameters must be chosen to satisfy

αi =
xi − xi−1

xN − x0
, ui =

xNxi−1 − x0xi

xN − x0
,

βi =
yi − yi−1

xN − x0
− γi

yN − y0

xN − x0
, (2)

vi =
xNyi−1 − x0yi

xN − x0
− γi

xNy0 − x0yN

xN − x0
.

Denoting F as the space of continuous functions
h : [x0,xN ]→R such that h(x0) = y0 and h(xN) = yN with

a metric d(h,g) = max{|h(x)−g(x)|, h,g ∈ F}, lets us
define a transformation T : F → F that satisfies

(T h)(x) = βil−1
i (x)+ γih(l−1

i (x))+ vi, (3)
li(x) = αix+ui i = 1,2, . . . ,N,

for x ∈ [xi−1,xi]. T is a contraction in the metric space
F with contraction factor σT = max{|γi|} and has a
unique fixed point h∗, i.e. (T h∗)(x) = h∗(x),∀x ∈ [x0,xN ]
[22]. For any h[0] ∈ F , the sequence of functions for
k = 1,2, . . .

h[k](x) = (T h[k−1])(x) ∀x ∈ [x0,xN ], (4)
converges to h∗, i.e.,

lim
k→∞

h[k](x) = h∗(x), ∀x ∈ [x0,xN ] . (5)

Furthermore, the points on the attractor of the IFS is
determined by the function h∗ since
(T h)(αix+ui) = βix+ γih(x)+ vi, ∀x ∈ [xi−1,xi]. (6)

We consider each set {[x,h[k](x)]T ∈ R
2,∀x ∈

[x0,xN ]} associated with h[k] as a prefractal and a candi-
date antenna. Given the transformations wi, and h[0](x)≡
0, we can construct the geometry of the antenna using
(3) and the random iteration algorithm for IFS [22]. The
convergence rate to final attractor depends on the con-
traction factor σT . Given 0< ε � 1, the convergence can
be assumed if

d(h[k],h[k−1])≤ σ k−1
T d(T h[0],h[0])

= σ k−1
T max

x∈[x0,xN ]

{∣∣∣∣βi
x−ui

αi
+ vi

∣∣∣∣}N

i=1
≤ ε, (7)

is satisfied. Clearly, σT depends on the number of inter-
polation points and chosen γi; hence the designer has two
means of controlling how fast the convergence to h∗ is.
ε can be chosen according to the finest detail that can
be manufactured in practice, and the necessary number
of iterations, k, in (3) determined accordingly. We also
have

d(h∗,h[k])≤ σT

1−σT
d(h[k−1],h[k]), (8)

in order to measure how close the prefractal associated
with h[k] is to the fractal associated with h∗.

Note that the selection γi’s has a significant impact
on the overall topology of the FIF, as depicted in Fig. 1.

The fractal dimension, D, of the final attractor of the
associated IFS satisfies

D = 1+

⎧⎨⎩
log(∑N

i=1 |γi|)
log(N) ,

N
∑

i=1
|γi|> 1

0, otherwise.
(9)

Hence 1 ≤ D < 2 if the interpolation points are
spaced equally. Clearly, we have absolute control of the
fractal’s dimension and the complexity [22].

If γi = γ = 0, ∀i, h∗ corresponds to the linear inter-
polator. Besides, the small contraction factor (σT →
0) yields 1D fractals without much detail, and associ-
ated prefractals are not of much interest. The choice of
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Fig. 1. FIF’s corresponding to prefractals for the parameters in Table 1. The red dots indicate interpolation points. The
fractal dimensions for γi = γ ≤ 0.25, γ = 0.4, and γ = 0.8 are D = 1, D ≈ 1.34, and D ≈ 1.84 for the graph of h∗(x)
respectively.

Table 1: The parameters of FIF wire prefractal antennas for γ = 0.2 and 0.4 in Fig. 1
Parameter Value Description

N 5 Number of interpolation points[
zi
yi

]
, i = 1,2, ...,5

[
0.5
0

]
+

[
0 5 10 15 20
0 10 0 −10 0

]
Interpolation points (mm), yi =
h[k](zi)

αi, i = 1,2,3,4 0.25 z-scaling factor

βi, i = 1,2,3,4
yi − yi−1

20
y-scaling factor

ui, i = 1,2,3,4 zi−1 z-translation
vi, i = 1,2,3,4 yi−1 y-translation

r0 0.005 Radius of the antenna wire (mm)
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∑N
i=1 |γi|> 1 results in fractals with self similar and sym-

metric structures with fine details. On the other hand,
|γi| → 1 implies ∑N

i=1 |γi| → N and as a result D → 2.
The attractor associated with the underlying IFS has finer
details in this case. However, the details of the associ-
ated prefractals may not be suitable for manufacturing
for large k.

The parameter ε in (7) can be chosen with respect to
the finest producible detail. Hence, k can be determined
automatically. Then the error estimate between the pre-
fractal at kth iteration and the attractor can be estimated
by (8). Although the fractal structures are more interest-
ing in terms of radiation properties as D → 2, the prac-
tical realization can be cumbersome for a given accu-
racy due to large number of required iterations, yielding
extremely fine details.

The main advantage of using FIF as the basis for the
structure of the antenna is its flexibility. The designer can
optimize the structure by a few number of points on the
structure ({xi,h(xi)}N

i=1) and altering the free parameters
({γi}N

i=1) for desired radiation properties.

III. ILLUSTRATIVE EXAMPLE

To illustrate the approach, we present FIF perfectly
conducting thin wire prefractal antennas oriented along
z-axis embedded in yz-plane as a proof of concept.

The simulations were carried out using Ansoft High
Frequency Structural Simulator (HFSS)™, on an Intel
Xeon based workstation with 32 physical cores and 256
Gb of memory.

The antennas have been fed through a gap of 1 mm
located at the origin with a 50 Ω lumped port. The com-

(a) (b)

Fig. 2. HFSS 3D model for γ = 0.4, k = 10. (b) Corresponding mesh. yz-plane is set to be a perfect electric symmetry
boundary to for a smaller FEM model. The other outer surfaces of the mesh region is set to be radiation boundaries.

mon parameters for the design are listed in Fig. 1. The
prefractal curves that form the antennas are obtained by
running iterations in (4) with Julia programming lan-
guage [25]. The generated curves are imported to HFSS
for further processing. A circle of radius r0 = 5 μm has
been extruded along the imported path to create the 3D
model. The 3D model is simplified to exclude irrele-
vant details with respect to operating wave length. The
3D models are simulated using finite element method
(FEM). The mesh used in FEM has been fine-tuned with
adaptive meshing. Only half z ≥ 0 plane is considered
with an electric symmetry boundary at xy-plane (Fig. 2
(a)). The largest FEM model had 852,603 mixed order
tetrahedral elements for the case with γ = 0.4 and k = 10
(Fig. 2 (b)).

The resonant frequencies, 10 dB bandwidths, peak
gains, and feed point impedances are listed in Table 2.
The radiation efficiencies have been confirmed to be
unity in all cases listed, as the antennas have been
assumed to be perfect electric conductors. The frequency
sweep analysis in the range of 0.8GHz ≤ f ≤ 8GHz is
shown in Fig. 3. Note that the case with k = 1 corre-
sponds to linear interpolation over the set {xi,h(xi)}N

i=1,
and its shape is independent of the contraction factors
{γi}i=1N . It is a simple bend wire dipole antenna. The
decrease in the first mode’s frequency and the emergence
of several other modes is apparent with respect to the ref-
erence bend wire dipole.

When the contraction factor is close to 0, the pre-
fractals in each iteration converge to a simple wire
antenna with slight decrease in the resonant frequencies
for increasing k (Table 2). This is expected since the



861 ACES JOURNAL, Vol. 38, No. 11, November 2023

Table 2: The properties of the simulated FIF wire prefractal antennas
γ k Frequency[GHz] Bandwidth [MHz] Gain Impedance [Ω]

- 1 1.807 126 0.47 67.2− j2.0
5.277 146 1.36 53.3− j0.0

0.2
3 1.653 108 0.40 64.4− j1.4

4.838 115 1.27 45.5− j0.1

10
1.602 90 0.38 64.2− j0.5
4.636 94 1.01 46.6− j0.1

0.4

3

1.088 56 0.2 57.4− j0.8
3.043 37 0.42 34.4− j0.1
4.832 49 2.09 78.9− j0.4
6.484 47 2.09 83.5+ j0.1

10

0.866 42 0.13 55.2− j0.9
2.468 28 0.29 35.4+ j0.3
3.824 39 1.40 62.3− j2.8
5.058 45 1.90 46.8− j1.2
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Fig. 3. |S11| versus the frequency f for varying k and γ . ( )and ( ) indicates the prefractal and the reference bend
wire antenna corresponding to k = 1 case, respectively.

physical length of the antenna increases with successive
iterations of FIF as well. More interesting results are
observed when γ = 0.4. Several new bands of operation
with excellent matching emerge as k increases. Besides,
the deviation in resonant frequencies is more pronounced

compared to γ = 0.2. For larger contraction factors, the
antenna is still confined to the same space compactly,
although it is electrically longer.

The normalized radiation patterns for γ = 0.4 are
presented in Fig. 4. The multi-directional radiations



KALENDER, ZORAL, GÜNEL: FRACTAL INTERPOLATION FUNCTION BASED THIN WIRE ANTENNAS 862

Mode k = 1 k = 3 k = 10

1

0◦

30◦

60◦

90◦

120◦

150◦

180◦
150◦

120◦

90◦

60◦

30◦

0

0.2

0.4

0.6

0.8

1

θ θ
0◦

30◦

60◦

90◦

120◦

150◦

180◦
150◦

120◦

90◦

60◦

30◦

0

0.2

0.4

0.6

0.8

1

θ θ
0◦

30◦

60◦

90◦

120◦

150◦

180◦
150◦

120◦

90◦

60◦

30◦

0

0.2

0.4

0.6

0.8

1

θ θ

f = 1.807GHz f = 1.653GHz f = 0.866GHz

2

0◦

30◦

60◦

90◦

120◦

150◦

180◦
150◦

120◦

90◦

60◦

30◦

0

0.2

0.4

0.6

0.8

1

θ θ
0◦

30◦

60◦

90◦

120◦

150◦

180◦
150◦

120◦

90◦

60◦

30◦

0

0.2

0.4

0.6

0.8

1

θ θ
0◦

30◦

60◦

90◦

120◦

150◦

180◦
150◦

120◦

90◦

60◦

30◦

0

0.2

0.4

0.6

0.8

1

θ θ

f = 5.277GHz f = 3.043GHz f = 2.468GHz

3 –

0◦

30◦

60◦

90◦

120◦

150◦

180◦
150◦

120◦

90◦

60◦

30◦

0

0.2

0.4

0.6

0.8

1

θ θ
0◦

30◦

60◦

90◦

120◦

150◦

180◦
150◦

120◦

90◦

60◦

30◦

0

0.2

0.4

0.6

0.8

1

θ θ

f = 4.820GHz f = 3.824GHz

4 –

0◦

30◦

60◦

90◦

120◦

150◦

180◦
150◦

120◦

90◦

60◦

30◦

0

0.2

0.4

0.6

0.8

1

θ θ
0◦

30◦

60◦

90◦

120◦

150◦

180◦
150◦

120◦

90◦

60◦

30◦

0

0.2

0.4

0.6

0.8

1

θ θ

f = 6.484GHz f = 5.058GHz

Fig. 4. The H-plane ( : φ = 0◦), and E-plane ( : φ = 90◦) normalized radiation patterns for the first four modes
in frequency range 0.8GHz ≤ f ≤ 8GHz with γ = 0.4.
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patterns emerge for various operating frequencies. Note
that although the antenna’s orientation was kept fixed
along z-axis, the radiation patterns are almost perpendic-
ular in mode 1 ( f = 0.866 GHz) and mode 4 ( f = 5.058
GHz) for k = 10 and γ = 0.4. The fractal structure allows
such possibilities, which would not be available in clas-
sical wire antennas.

IV. CONCLUSION

In this article, we propose an approach based on
FIFs to design fractal wire antennas. In this approach
the geometry need not be predetermined, but can be
altered flexibly, in contrast to the fractal antenna stud-
ies in the literature. The geometry of the antenna can
be controlled by the free parameters, i.e., the interpola-
tion points and the contraction factors of the FIF. There-
fore, the antenna’s radiation properties can be controlled
directly. The FIF parameters can be adjusted to optimize
the performance for the desired antenna properties in
terms of gain, radiation pattern, and matching. Further-
more, the optimization can be carried out for multiple
bands of operation under spatial constraints.

One of the advantages of the proposed approach is
the possibility to bound errors between the prefactals
obtained in the intermediate iterations of fractal gen-
eration and ideal fractals. This is particularly impor-
tant because it is impossible to manufacture the infinite
details of the ideal fractal. We can determine the required
number of iterations a priori for a given manufacturing
tolerance based on the constructiveness of the underlying
transformations leading to FIF for given antenna perfor-
mance measures.

The fractal nature of the designed geometries allows
the apparent electrical length of the antenna to be larger
than the equivalent dipole fitted to the same limited
space. In other words, the antenna size can be miniatur-
ized relative to classical structures while operating at low
frequencies. Additionally, the self-similarity of the gen-
erated fractals results in multiband behavior. These prop-
erties render proposed antennas suitable for mobile and
wearable wireless applications that require long-range
communication especially.
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Emine Yeşim Zoral graduated
from Dokuz Eylül University, Izmir,
Turkiye, in 1990. She received the
Ph.D. from the Illinois Inst. of Tech.,
Chicago, USA, in 1999, in electri-
cal and electronics eng. She has been
working as a professor at the Depart-
ment of Electrical and Electronics

Eng. at Dokuz Eylül University since 2000. Her main
research interests are perturbation techniques in elec-
tromagnetic theory, microwave circuits, dielectric res-
onators, and antennas.
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Abstract – In this paper, a fast Cross Coupling iterative
Approach (CCIA) is proposed for studying the compos-
ite scattering of the layered rough surfaces with buried
target, which uses forward backward method (FBM) to
solve the electric field integral equations (EFIE) of the
layered rough surface and bi-conjugate gradient method
(BI-CG) to solve the EFIE of the target, and the interac-
tion between the rough surface and the target is achieved
by updating the excitation term. The algorithm is applied
to calculate the composite scattering coefficients of the
rough surface with a buried target, the results match with
those of the traditional numerical algorithm MOM while
the error can be reduced to 10−3 by 6 iterations, and
the convergence speed and calculation accuracy meet the
requirements. The composite scattering coefficients and
Angular Correlation Function (ACF) amplitudes of lay-
ered rough surface and dielectric targets with different
conditions are calculated, and the effects of various fac-
tors such as target size and burial depth on the composite
scattering characteristics are discussed. It is found that
the buried targets will have a great influence on the scat-
tering characteristics, weakening or neglecting the cou-
pling between them will lead to larger errors. Moreover,
the results show that ACF can suppress scattering from
rough surfaces well, making the scattering characteris-
tics of the target more obvious, which is important for
detecting underground targets.

Index Terms – Cross Coupling iterative Approach
(CCIA), Electric Field Integral Equations (EFIE), Angu-
lar Correlation Function (ACF), composite scattering
characteristics.

I. INTRODUCTION

The study of electromagnetic characteristics [1–5]
of targets and environment has a very important role in
the field of remote sensing information processing and
target identification: in the field of remote sensing infor-
mation processing [6–9], it is necessary to analyze and
study the electromagnetic characteristics of remote sens-

ing environment and targets, and to design and manufac-
ture sensors to match them in order to obtain the best tar-
get remote sensing information. Radar is one of the most
commonly used sensors for target remote sensing, which
uses electromagnetic signals to sense targets and has the
ability to work around the clock. Therefore, analyzing
and acquiring target and environment features, and estab-
lishing a database of target and environment features are
very important for remote sensing information process-
ing. On the other hand, target and environment feature
extraction and identification [10–13] is the basic tech-
nology to realize battlefield precision perception, preci-
sion strike and missile attack and defense confrontation,
so target feature signal extraction and identification tech-
nology is the advanced stage of target and environment
feature research, target and environment electromagnetic
scattering feature analysis is the basis of target identifi-
cation, and the model-based target identification method
depends largely on the target and environment electro-
magnetic scattering feature modeling accuracy. There are
usually two methods to obtain environmental and tar-
get characteristics: real measurements and simulations.
Although the results of real measurements are highly
reliable, the cost of real measurements is high and it is
difficult to obtain complete scattering characteristics data
due to many practical conditions. With the rapid develop-
ment of computer technology, it is becoming easier and
easier to realize 3D reconstruction of complex targets
and high accuracy of electromagnetic calculation prob-
lems by using its powerful computing power.

Zou [14] introduced the single integral equation-
Kirchhoff approximation (SIE-KA) hybrid method with
a multilevel fast multipole algorithm (MLFMA) to
accelerate the computation to solve complex scattering
problems in coastal environments containing conduc-
tor and dielectric targets, and presented many practi-
cal ideas in remote sensing. Liang [15] established a
composite scattering model based on the propagation-
inside-layer expansion + generalized forward-backward
method (EPILE+GFBM), studied the coupling mecha-
nism between sea surface-missile-ship, and discussed the
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effects of different states of the target (such as attitude,
position, and rotation angle) on the composite scatter-
ing characteristics. The results of the study are instruc-
tive for target detection, identification, and imaging in
the marine environment. Zou [16] established a natu-
ral valley model, simulated the cavity structure of the
valley, and proposed the SBR-EEC method to solve the
compound scattering problem existing in ultra-low alti-
tude targets in the valley. It is found that the cavity in
the valley has a great influence on the composite scat-
tering, which will affect the detection and identification
accuracy of targets in the environment. Based on the
traditional FBAM and GO/PO hybrid methods, Li [17]
proposed an acceleration algorithm that can effectively
reduce the occlusion judgment. Experiments prove that
the algorithm is effective for SAR imaging of ships in the
marine environment, and the electromagnetic scattering
characteristics of multi-ship targets in the marine envi-
ronment are studied based on the algorithm. Wang [18]
proposed an algorithmic model for composite scattering
of environment with target, derived the integral equations
for each computational domain in the complex model,
solved them one by one using a hybrid method of CFIE
and EFIE, and accelerated the matrix computation using
the multilevel fast multipole algorithm (MLFMA) in the
computation process.

In this paper, we focus on the composite scattering
problem of layered rough surface with target. Firstly, in
order to solve the problem of low computational effi-
ciency of traditional algorithms, the CCIA algorithm is
proposed, which uses FBM to solve the EFIE of the
layered rough surface and BI-CG to solve the EFIE of
the target, and the interaction between the rough sur-
face and the target is achieved by updating the excitation
term. And the effectiveness of the proposed algorithm is
demonstrated by computational examples. Then the cou-
pling effect between the rough surface and the target is
studied by this algorithm, and their composite scattering
coefficients are calculated, it is found that the coupling
effect has a great influence on the composite scattering.
Finally, the ACF of the composite environment is investi-
gated, and the results show that the ACF is greatly influ-
enced by the target size, and the ACF can well suppress
the scattering from rough surfaces, which is important
for detecting subsurface targets.

II. COMPOSITE SCATTERING
CALCULATION MODEL

A. Coupled boundary integral equations of layered
rough surface and dielectric target

A typical spherical medium target is located in zone
II, the second layer of the medium, as shown in Fig. 1.
Zone O denotes free space, usually air; Zone I denotes
rough surface 1 and Zone II denotes rough surface 2,
which usually have different dielectric constants.

inc

i
s

dp

1S

2S

x̂

ẑ

Zone 
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Zone  

0

1
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Fig. 1. Graphics of dielectric target and rough surfaces.

When the size of the target is infinitely small (which
can be considered as no target), the boundary integral
equation of the stratified rough surface is:

1
2

ψ0(r) = ψ inc(r)

+
∫

f1(x)

[
ψ0(r)n̂1 ·∇g0

(
r,r′

)−g0
(
r,r′

)
n̂1 ·∇ψ0(r)

]
ds, (1)

1
2

ψ1(r) =
∫

f2(x)

[
ψ1(r)n̂2 ·∇g1

(
r,r′

)−g1
(
r,r′

)
n̂2 ·∇ψ1(r)

]
ds−

∫
f1(x)

[
ψ1(r)n̂1 ·∇g1

(
r,r′

)−g1
(
r,r′

)
n̂1 ·∇ψ1(r)

]
ds, (2)

1
2

ψ1(r) =
∫

f2(x)

[
ψ1(r)n̂2 ·∇g1

(
r,r′

)−g1
(
r,r′

)
n̂2 ·∇ψ1(r)

]
ds.

(3)
In the above equation, n̂i is the normal vector in zone

i with the direction vertically upward, r represents the
field point, r′ represents the source point, gi(r,r′)is the
Green’s function in zone i, and there is

r = xx̂+ zẑ, (4)
r′ = x′x̂+ z′ẑ, (5)

gi(r,r′) =
i
4

H(1)
0 (ki

∣∣r− r′
∣∣). (6)

The target surface is denoted by fc and the rough
surface is denoted by fi(x)(i = 2,3 denotes the upper
and lower rough surfaces, respectively). ψ inc denotes the
incident wave and ψi is the total field in the i region.

And when there is a non-negligible target (sphere)
on the stratified rough surface, Eq. (2) can be rewritten as
1
2

ψ1(r) =
∫

f2(x)

[
ψ1(r)n̂2 ·∇g1

(
r,r′

)−g1
(
r,r′

)
n̂2 ·∇ψ1(r)

]
ds

−
∫

f1(x)

[
ψ1(r)n̂1 ·∇g1

(
r,r′

)−g1
(
r,r′

)
n̂1 ·∇ψ1(r)

]
ds

+
∫
f0

[
ψ1(r)n̂op ·∇g1

(
r,r′

)−g1
(
r,r′

)
n̂op ·∇ψ1(r)

]
ds.

(7)
where n̂op is the normal vector of the target surface with
the direction perpendicular to the target surface outward,
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and this partial integral in Eq. (7) represents the target’s
contribution to the total field.

The scattered field within the target is:
1
2

ψ3(r) =−
∫

f0

[ψ3(r)n̂op ·∇g3(r,r′)−g3(r,r′)n̂op ·∇ψ3(r)]ds.

(8)
Then we obtained the surface integral equations for

the stratified rough surface and the medium target. Their
boundary conditions under TM and TE waves are as fol-
lows, respectively. TE:

ψi(r) = ψi+1(r)
∂ψi(r)

∂ni
=

μi

μi+1

∂ψi+1(r)
∂ni+1

, (9)

TM:

ψi(r) = ψi+1(r)
∂ψi(r)

∂ni
=

εi

ε0

∂ψi+1(r)
∂ni+1

. (10)

Using the basis function to discrete the above set of
equations, let the length of the rough surface is L, the
discrete density is Δx, and the total discrete number is
N; the dielectric target surface discrete density is Δx0,
and the total discrete number is M. The following matrix
equation can be obtained:

A(0,1,1)U1 +B(0,1,1)ψ1 = ψ inc, (11)

ρ1A(1,2,1)U1 +B(1,2,1)ψ1 +A(1,2,2)U1 +B(1,2,2)ψ1,

+C ·U0 +D ·ψ0 = 0, (12)

ρ1A(1,2,1)U1 +B(1,2,1)ψ1 +A(1,2,2)U1 +B(1,2,2)ψ1,

+E ·U0 +F ·ψ0 = 0, (13)

ρ2A(2,2,2)U1 +B(2,2,2)ψ1 = 0, (14)
G ·U1 +H ·ψ1 + I ·U2 + J ·ψ2 +K ·U0 +L ·ψ0 = 0,

(15)

ρ3P ·U0 +Q ·U0 = 0. (16)
Where the expressions of the matrix elements

A(a,b,c)
mn , B(a,b,c)

mn are

A(a,b,c)
m =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
w(a,c) iΔx

4 H(1)
0

(
ka | rm,b − rn,c

)
Δlm,b

(for(b = c,m �= n) or b �= c)

w(a,c) iΔx
4

[
1+ i2

π ln
(

eγ kaΔxΔlm,b
4e

)]
(for(b = c,m = n))

, (17)

B(a,b,c)
mn =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

−w(a,c) ikaΔx
4

H(1)
1 (ka|rm,b−rn,c|)
‖rm,b−rn,c‖ ×

( f ′c (xn)(xn − xm)− ( fc (xn)− fb (xm)))
(for(b = c,m �= n) or b �= c)
1
2 −w(a,c) f ′′b (xm)

4π
Δx

1+ f ′b(xm)
2

(for(b = c,m = n))

.

(18)
Where when a = c, w(a,c) = 1; when a�=c, w(a,c) =

−1. And ρl = μl/μl−1 for TE wave, ρl = εl/εl−1 for
TE wave, Ui(x) =

∂ψi(r)
∂n′

√
1+(∂Sl/∂x)2

∣∣∣
r∈Si

, ψi(x) =

ψi(r)|r∈Si
. The three superscripts in the upper right cor-

ner of the matrix elements represent: the first num-
ber indicates the region, the second number indicates

the rough surface where the field point is located, and
the third number indicates the rough surface where the
source point is located. The specific meaning of each
parameter can be found in the literature (19), which is
not repeated here considering the length of the article.

Solving the above matrix equations yields compos-
ite electromagnetic scattering results for rough surfaces
and targets, and it should be noted that computational
accuracy and computational time should be consid-
ered when solving. However, since the MoM numeri-
cal method [20-22] is based on strict Maxwell equations
and boundary conditions, it includes various interac-
tions between electromagnetic waves and rough surfaces
(especially multiple scattering between cells on rough
surfaces), and is theoretically an accurate solution
method that has been widely used in scattering calcula-
tions. However, numerical simulations of scattering from
rough surfaces often need to consider taking a suffi-
ciently long rough surface for the calculation, especially
under the conditions of low grazing angle incidence and
moderate rough surface, where a large unknown quantity
is generated after the dissection, making the conventional
MoM a great challenge. For this reason, relevant fast
algorithms must be used to accelerate the calculation.

B. Cross coupling iterative approach (CCIA)

Therefore, in order to solve this problem and
improve the practicality of the algorithm, Cross Coupling
iterative Approach (CCIA) is proposed in this paper,
which overcomes the limitations of the traditional MoM
by considering both the computational accuracy and the
computational speed in solving the composite scattering
of the layered rough surface and the medium target. The
basic principle is that while considering the interaction
between the layered rough surface and the dielectric tar-
get, the surface integral equation of the layered rough
surface is solved by FBM and the surface integral equa-
tion of the target is solved by Bi-CG, and then the set of
equations is solved by iteration. the computational vol-
ume and memory required by the CCIA method is only
O(N2), which greatly improves the computational effi-
ciency.

Rectifying Eqs. (11-16), the following matrix equa-
tion can be obtained:⎡⎢⎢⎣

A(0,1,1) B(0,1,1) 0 0
ρ1A(1,1,1) B(1,1,1) A(1,1,2) B(1,1,2)

ρ1A(1,2,1) B(1,2,1) A(1,2,2) B(1,2,2)

0 0 ρ2A(2,2,2) B(2,2,2)

⎤⎥⎥⎦ ·
⎡⎢⎣U1

ψ1
U2
ψ2

⎤⎥⎦=

⎡⎢⎢⎣
ψ inc

ψ1
Tar

ψ2
Tar
0

⎤⎥⎥⎦ ,
(19)[

K L
ρ3P Q

][
U0
ψ0

]
=

[
ψsur

0

]
. (20)

Where
ψ I

Tar =−CI ·U0 −DI ·ψ0, (21)

ψ2
Tar =−E ·U0 −F ·ψ0, (22)
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ψSur =−F(1) ·U1 −H(1) ·ψ1 − I(2) ·U2 − J(2) ·ψ2. (23)
In the above equations, the surface current distribu-

tions of the stratified rough surface and the target can
be obtained by solving the matrix Eqs. (19) and (20),
respectively. ψ i

Tar denotes the scattering effect of the tar-
get on the rough surface, superscript i=1 denotes the
upper rough surface, superscript i=2 denotes the lower
rough surface; ψSur denotes the scattering effect of the
layered rough surface on the target. Thus, the rough sur-
face and the target do not exist in isolation, they are not
only irradiated by the incident waves, but also influence
each other.

During the iteration, the excitation term on the right-
hand side of the matrix Eqs. (19-20) are continuously
updated and Eqs. (19-20) become:

Z0 · I(i)0 =

⎡⎢⎢⎣
A(0,1,1) B(0,1,1) 0 0

ρ1A(1,1,1) B(1,1,1) A(1,1,2) B(1,1,2)

ρ1A(1,2,1) B(1,2,1) A(1,2,2) B(1,2,2)

0 0 ρ2A(2,2,2) B(2,2,2)

⎤⎥⎥⎦

·

⎡⎢⎢⎢⎣
U (i)

1

ψ(i)
1

U (i)
2

ψ(i)
2

⎤⎥⎥⎥⎦=

⎡⎢⎢⎣
ψ inc

ψ1
Tar(i)

ψ2
Tar(i)
0

⎤⎥⎥⎦=V (i)
0

, (24)

Z1 · I(i)1 =

[
K L

ρ3P Q

][
U (i)

0

ψ(i)
0

]
=

[
ψsur(i)

0

]
. (25)

Where the upper corner marker i denotes the number
of iteration steps, I(i)0 denotes the current distribution on

the rough surface, I(i)1 denotes the current distribution on
the target surface, ψ1

Tar(i) denotes the target excitation on
the upper rough surface, ψ2

Tar(i) denotes the target exci-
tation on the lower rough surface, and ψsur(i) denotes
the target excitation on the layered rough surface.

Then, each matrix is decomposed into three parts,
namely the upper matrix U, the lower matrix D and the
diagonal matrix L, and the forward backward method
(FBM) method is used to solve Eq.(24), and the equa-
tions for the forward current are:
AL,(0,1,1)U f

1 +BL,(0,1,1)ψ f
1 = ψ inc −ψTar −AD,(0,1,1)

(U f
1 +Ub

1 )−BD,(0,1,1)(ψ f
1 +ψb

1 ), (26)

ρ1AL,(1,1,1)U f
1 +BL,(1,1,1)ψ f

1 +AL,(1,1,2)U f
2 +BL,(1,1,2)ψ f

2

= ψ1
Tar −ρ1AD,(1,1,1)(U f

1 +Ub
1 )−BD,(1,1,1)(ψ f

1 +ψb
1 )

−AD,(1,1,2)(U f
2 +Ub

2 )−BD,(1,1,2)(ψ f
2 +ψb

2 ), (27)

ρ1AL,(1,2,1)U f
1 +BL,(1,2,1)ψ f

1 +AL,(1,2,2)U f
2 +BL,(1,2,2)ψ f

2

= ψ2
Tar −ρ1AD,(1,2,1)(U f

1 +Ub
1 )−BD,(1,2,1)(ψ f

1 +ψb
1 )

−AD,(1,2,2)(U f
2 +Ub

2 )−BD,(1,2,2)(ψ f
2 +ψb

2 ), (28)

ρ2AL,(2,2,2)U f
1 +BL,(2,2,2)ψ f

1

=−ρ2AD,(2,2,2)(U f
2 +Ub

2 )−BD,(2,2,2)(ψ f
2 +ψb

2 ).
(29)

Where Ul = Ul
f +Ul

b, ψl = ψl
f + ψl

b, f and b
denote the forward and backward components obtained
after decomposition of the unknown components,
respectively.

The initial values of the iteration are Ub,(0)
1 = 0,

ψb,(0)
1 = 0, Ub,(0)

2 = 0, ψb,(0)
2 = 0, the initial values are

substituted into Eq. (24) to update the solution to obtain
U1, ψ1, U2 and ψ2. Then U1, ψ1, U2, ψ2 are substituted
into Eq. (25) to obtain U0, and the updated ψ1

Tar and
ψ2

Tar are calculated and then substituted into Eq. (24).
Repeat this iterative process until the specified conver-
gence accuracy is reached. Eq. (24) can be solved by
the FBM method, while Eq. (25) needs to be solved by
the bi-conjugate gradient method (Bi-CG). The iteration
error of step i is:

τ(i) =

∣∣∣∣∣Z1 · [I(i)1 − I(i−1)
1 ]

V (i)
1

∣∣∣∣∣ . (30)

The calculation achieves multiple scattering calcula-
tions of the layered rough surface and the target by con-
tinuously updating the excitation terms of the two equa-
tions until the iterative error meets the specified conver-
gence accuracy.

C. Conical incident wave

In order to apply the numerical algorithm, the area
calculated by the rough surface is bounded in a certain
range. For the two-dimensional scattering problem, in
order to limit the rough surface to L, i.e., |x| ≤ L

/
2, the

surface current is artificially specified to be zero when
|x| > L

/
2. In this way, the surface current has a sudden

change at x=±L
/

2, and if a plane wave is used, this will
cause artificial reflections at both endpoints.

In order to solve this problem, one of the methods is
to set the edge as a periodic boundary, but this method
has a certain approximation, and the error is not easy
to determine, so it is generally not desirable; the second
method is to select the incident wave as a conical wave,
that is, the incident wave has Gaussian characteristics,
when close to the boundary, the incident wave tends to
zero, so as to avoid the abrupt change of the surface cur-
rent. Using the widely used Thorsos conical wave, which
can well satisfy the Helmholtz fluctuation equation, the
one-dimensional conical wave is [23]

ψ inc(r) = exp[ik(xsinθi − zcosθi) · (1+w(r))]

· exp[− (x+ z tanθi)
2

g2 ], (31)

where θi is the angle of incidence (labeled in Fig. 1) and
g is the beamwidth factor, which determines the width of
the window function.

Figure 2 represents the distribution of the amplitude
of the incident wave on the surface.
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Fig. 2. Amplitude distribution of one-dimensional coni-
cal incident waves.

In Eq. (31), the wave vector of the incident wave is
ki = k (x̂sinθi − ẑcosθi) , (32)

w(x,z) =
1

(kgcosθi)2 [2
(x+ z tanθi)

2

g2 −1]. (33)

The width g is an important physical quantity that
determines the incident width of the incident wave and
the length of the rough surface. The larger the value of
g, the greater the incident width of the incident wave and
the greater the length of the rough surface. The larger
the value of g, the more the numerical calculation can
reflect the average scattering characteristics of the rough
surface, and the more accurate the numerical calculation
is, but it needs to consume more storage and calculation
time. Therefore, the choice of g should consider both
the accuracy of the calculation results and the calcula-
tion efficiency: the conical width g is determined by the
incident angle, while the rough surface length L is deter-
mined by g. The expression is

g ≥ 6

(cosθi)
1.5 L = 4g. (34)

III. ALGORITHM VALIDATION

In this subsection, the parameters of the rough sur-
face and the target are: h1 = 0.13λ , L1 = 40λ , l1 = 1.0λ ,
εr1 = 4.0 + 0.01i, d = 6.0λ , h2 = 0.08λ , L2 = 40λ ,
l2 = 1.0λ , εr2 = 7.0, θi = 20o, g = L/6, d p = 3.0λ ,
R = 1.0λ , εc = 2.25. Where hi is the root mean square
height of the rough surface, Li is the length of the rough
surface, li is the correlation length, εri is the dielectric
constant of the rough surface, where i=1 represents the
upper rough surface and i=2 represents the lower rough
surface, εc is the dielectric constant of the target, d p is
the burial depth of the target, R is the radius of the sphere,
and d is the thickness of the rough surface.

This subsection focuses on verifying the effective-
ness of the CCIA algorithm proposed in this paper in
terms of both computational efficiency and computa-
tional accuracy.

The MOM numerical algorithm is a solution method
with high accuracy, and although it is relatively slow, it
is undoubtedly suitable and more convincing as a valida-
tion algorithm due to its accurate calculation. In this sub-
section, both the algorithm of this paper and the MOM
method are used to calculate the composite bistatic scat-
tering coefficients for the layered rough surface and the
dielectric target, and the calculation results are shown in
Fig. 3.

Figure 3 (a) shows the calculation results of TE
waves, and Fig. 3 (b) shows the calculation results of TM
waves. From these two figures, it can be seen that the cal-
culation curves of CCIA and MOM almost overlap for
both TE incident wave and TM incident wave, indicat-

(a) TE incident wave

(b) TM incident wave

Fig. 3. Comparison of calculation results of different
methods.
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ing that their calculation results are extremely close, thus
verifying the correctness of the method.

Table 1: Comparison of time consumed
Method Time Consumption (sec)
CCIA 357
MoM 2109

Table 1 shows the time consumed for two differ-
ent methods. It is evident that CCIA requires only 357
seconds of computation time, while MoM takes 2109
seconds. The CCIA method greatly reduces the compu-
tational time and significantly improves computational
efficiency.

Figure 4 shows the variation of the iteration error
τ(i) with the number of iteration steps i during the cal-
culation. When CCIA is used to calculate the compos-
ite scattering of rough surfaces and targets, the iteration
error in both cases can be reduced to 10−3 after 6 itera-
tions, and the convergence speed is relatively fast, which
can meet the calculation requirements. It indicates that
the algorithm improves the computational speed while
ensuring the computational accuracy, which is consistent
with the expectation.

0 2 4 6 8 10 12 14
1E-7

1E-6

1E-5

1E-4

1E-3

0.01

0.1

1

 TM
 TE

(i)

i
Fig. 4. Iterative error curve.

IV. CALCULATION RESULTS AND
ANALYSIS

A. Effect of target on compound scattering

In this subsection, the parameters of the rough sur-
face and the target are: h1 = 0.13λ , L1 = 40λ , l1 =
0.16λ , εr1 = 4.0+ 0.01i, d = 6.0λ , h2 = 0.08λ , L2 =
40λ , l2 = 0.16λ , εr2 = 7.0, θi = 20◦, g = L/6, d p =
3.0λ , R = 1.0λ , εc = 2.25.

In the study, the radii of the spheres are set as R =
1.0λ and R = 2.0λ , respectively, and other parameters
are kept constant to study the effects of different sizes of

spheres on the composite scattering, and the results are
shown in Fig. 5. Observing Fig. 5, it can be found that
the scattering coefficient increases significantly after the
introduction of the medium target relative to the rough
surface without a target, which is caused by the mutual
coupling effect between the target and the rough surface,
and as the target volume increases, the distance between
the target and the upper and lower rough surfaces short-
ens, the mutual coupling effect becomes stronger, and the
scattering coefficient shows an enhanced trend, and the
influence on the scattering characteristics of the layered
rough surface becomes more and more obvious. There-
fore, when studying the problems related to the target
and the environment, the coupling effect between them
must be taken into account.

(a) TE incident wave

(b) TM incident wave

Fig. 5. Effect of target on compound scattering.

B. Effect of target depth on compound scattering

The target depths are set as d p = 1.0λ , d p = 2.0λ ,
d p = 3.0λ , respectively, and the effects of different
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target depths on the target-environment scattering char-
acteristics are investigated. Figure 6 shows that the com-
posite scattering is almost unaffected by the target depth.
While keeping the target volume constant, the target
depth increases, its coupling with the upper rough sur-
face decreases, and the coupling with the lower rough
surface increases, so no big difference appears in gen-
eral. In contrast, this variation is more pronounced at TM
wave incidence.

(a) TE incident wave

(b) TM incident wave

Fig. 6. Effect of target on compound scattering.

C. The effect of coupling on compound scattering

In this subsection, the coupling effects of the upper
and lower rough surfaces and the rough surface-target
coupling are mainly discussed. First, the scattering char-
acteristics of a monolayered rough surface with dielectric
constant εr1 = 4.0+0.01i are investigated, and the scat-
tering coefficients are calculated for no rough surface-
rough surface coupling and no rough surface-target cou-
pling; then, keeping other parameters constant, a second

layer of rough surface with dielectric constant εr2 =
4.0+ 0.01i is set at depth d = 6.0λ , and the scattering
coefficients are calculated for only the rough surface-
rough surface coupling action. Keeping the parameters
unchanged, a dielectric target is next introduced in the
upper rough surface with target depth d p = 3.0λ , R =
1.0λ , and dielectric constant εc = 4. The scattering coef-
ficient is calculated again when multiple coupling exists.
The scattering characteristic curves of the above three
cases are shown in Fig. 7.

Fig. 7. The effect of coupling on compound scattering.

Figure 7 illustrates that the scattering coefficient of
the layered rough surface increases significantly (com-
pared to the single-layer rough surface) due to the cou-
pling between the layers. This indicates that the coupling
between the upper and lower layers is also an important
component of the layered rough surface. The scattering
coefficient continues to increase after the target is buried
in the rough surface. It can be seen that the second mag-
nitude is significantly stronger than the first one, indicat-
ing a strong coupling effect between the rough surface
and the target. When studying electromagnetic scattering
in complex environments, ignoring this coupling effect
will lead to large errors.

D. ACF (Angular Correlation Function) characteris-
tics for composite environments

The study of ACF is also an important part of
the study of scattering in a composite environment. Its
expression is [24]

Γ(θs1,θi1,θs2,θi2)

= 〈ψs(θs1,θi1) ·ψ∗
s (θs2,θi2)〉/

√
W1W2

=
1
Nr

Nr

∑
q=1

ψs(θs1,θi1,q) ·ψ∗
s (θs2,θi2,q)/

√
W1W2. (35)
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Where

W1 =

√
π
2

gcosθi1(1− 1+2tan2 θi1

2k2
0g2 cos2 θi1

), (36)

W2 =

√
π
2

gcosθi2(1− 1+2tan2 θi2

2k2
0g2 cos2 θi2

). (37)

Finally, the ACFs of the layered rough surface and
the buried target layered rough surface were calculated
and plotted in Fig. 8. Figure 8 illustrates that when there
is no target, the ACF amplitude of the rough surface is
relatively small (less than 0.05). After the target is buried
in the rough surface, the scattering at this time consists
of both the rough surface and the target, and the ACF
amplitude increases significantly and is positively cor-
related with the size of the target. While changing the
burial depth of the target with the same size of the target,
the ACF amplitude gradually decreases with the increase
of the target depth, which is due to the increase of the
target depth and the decrease of his interaction with the

10 20 30
0.00

0.03

0.06

0.09

0.12

0.15

 
 R = 1.0 
 R = 2.0 

|A
C

F|

 /( o )

(a) TM incident wave

5 10 15 20 25 30 35
0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

 /( o )

 
 dp = 1.0 
 dp = 1.5
 dp = 2.0 

|A
C

F|

(b) TM incident wave

Fig. 8. ACF characteristics for different conditions.

rough surface. The graphical results show that the tar-
get size is an important factor affecting the ACF, and the
ACF can well suppress the scattering from the rough sur-
face and make the scattering characteristics of the target
more significant, which is important for the detection of
subsurface targets.

V. CONCLUSION

This paper focuses on the composite scattering char-
acteristics of layered rough surfaces and buried targets.
Firstly, the CCIA algorithm model is established, the
EEIF of the rough surface with the target are calcu-
lated by FBM and BI-CG respectively, and the coupling
effect is realized by continuously updating the excitation
term. By comparing the results with those of MOM, it
is proved that the computational accuracy and computa-
tional speed of CCIA meet the requirements of practical
calculations. Then the compound scattering coefficients
of the rough surface with the target are calculated by this
algorithm, it is found that the coupling effect between
them has a great influence on the compound scattering
and is positively correlated with the size of the target. It
is also found that the burial depth of the target has lit-
tle effect on the composite scattering characteristics due
to the coupling effect between the target with the upper-
lower rough surfaces. Finally, its ACF is studied, it is
found that the target size is an important factor affecting
the ACF, and the ACF can well suppress the scattering
from the rough surface and make the scattering charac-
teristics of the target more significant, which is important
for detecting subsurface targets.
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Abstract – The chassis based on the VPX bus standard
structure has been widely applied to the fields of vehi-
cle, missile, radar, etc. In this paper, we analyze the elec-
tromagnetic environment effect on VPX chassis via the
CST software, and investigate the electromagnetic cou-
pling characteristics of VPX chassis under 20 v/m plane
wave radiation according to the RS103 test defined in the
MIL-STD-461G standard. By simulation, we analyze the
electromagnetic coupling paths of the VPX chassis, find
the key positions of the electromagnetic protection such
as the air intake, air outlet, trapdoor, and panel gaps, and
we propose the electromagnetic protective measures for
the weak parts of the VPX chassis. The electromagnetic
shielding effectiveness before and after protection design
is evaluated. Finally, the simulation results are verified
by the experiments. It has guiding significance for the
electromagnetic protection design of VPX chassis.

Index Terms – VPX chassis, shielding effectiveness,
electromagnetic environment effect, electromagnetic
protection.

I. INTRODUCTION

In recent years, aerospace electronic technology is
developing rapidly, and its applications are becoming
increasingly extensive. With the emergence of various
types of electronic devices, the requirements for their
performance and response speed in aerospace and other
fields are becoming higher [1-4]. With the rapid devel-
opment of electronic equipment with different functions,
the structure and performance of the traditional chas-
sis cannot meet the load-bearing requirements of the
new generation of electronic equipment [5, 6]. VPX is
a new generation high-speed serial bus standard Versa
Module European (VME) proposed by the International
Trade Association (VITA) [7]. The VPX chassis based
on VITA46 standard is a new type of chassis, which has

strong shock resistance and impact resistance through
reinforcement technology [8, 9]. Its internal space design
is compact, and the position and routing planning of each
module are clear, so that it has the smallest volume as
far as possible under the premise of ensuring the normal
work of each piece of equipment, which is convenient
for installation, maintenance, handling, and replacement.
At present, the chassis and electronic equipment based
on VPX bus standard structure have been successfully
applied to the fields of vehicle, missile, aircraft, radar,
etc. [10-14]. The stability and environmental adaptabil-
ity of the VPX chassis under plane wave radiation need
to be further verified. It is a prerequisite and a neces-
sary requirement to analyze the electromagnetic environ-
mental effects of the VPX chassis and propose protective
measures in order for the chassis and its internal elec-
tronic equipment to work normally in complex electro-
magnetic environments [15-20]. However, in the exist-
ing literature, the electromagnetic environment effect of
the VPX chassis has not been well investigated, whether
with theoretical calculation or simulation methods. In
addition, the existing electromagnetic protection design
for VPX chassis was completed via experimental mea-
surements, which has greatly increased the cost of the
electromagnetic protection design.

In this paper, considering that the shape of the
VPX chassis is irregular, the electromagnetic environ-
ment effect of the VPX chassis is analyzed via the
Computer Simulation Technology (CST) software [21],
which is based on the transmission line method (TLM).
The electromagnetic coupling characteristics of VPX
chassis under 20 v/m plane wave radiation is investigated
according to the RS103 test defined in the MIL-STD-
461G standard [22]. The electric field energy density
distribution and surface current distribution of the VPX
chassis at different frequencies are obtained by CST sim-
ulations. The electromagnetic coupling paths of the VPX
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chassis are analyzed, the key positions of the electromag-
netic protection of the VPX chassis such as the air intake,
air outlet, trapdoor, and panel gaps are determined, and
the protective measures for the weak parts are proposed.
The electromagnetic shielding effectiveness before and
after protection design is evaluated, and the simulation
results are verified by the experiments.

II. PERFORMANCE METRICS OF
ELECTROMAGNETIC COUPLING

CHARACTERISTICS
A. Energy density of electric field intensity

The energy density of an electric field is the
energy of the electric field per unit volume, which is
expressed as

w = k ·E2, (1)
where E is the electric field intensity and k is a half of
the permittivity.

In the CST electromagnetic simulation software, the
electric field energy density monitor can be set to moni-
tor the electric field energy density at different frequency
points under plane wave radiation. The larger the electric
field energy density is, the greater the amount of electro-
magnetic coupling is. Therefore, the electric field energy
density can be used as an important performance metric
to analyze the electromagnetic coupling path of a shield-
ing enclosure [23-26].

B. Shielding effectiveness

Generally, shielding effectiveness is used to evaluate
the shielding performance of a shield body, denoted as

SEE = 20 lg
E1

E2
. (2)

E1 refers to the electric field intensity at the position
of interest inside the shield body under the radiation of
plane wave, and E2 refers to the electric field intensity
at the location of interest without the shield body under
plane wave radiation.

III. SIMULATION SETTINGS

According to the standard of RS103 electric field
radiation sensitivity in MIL-STD-461G, the CST elec-
tromagnetic simulation software is used to numerically
model and analog the test conditions. According to the
simulation requirements, basic settings are first carried
out in the CST studio suite, including the operating fre-
quency band selection, and excitation source settings.

A. VPX chassis model

The units of physical quantities are set as dimen-
sions (mm), frequency (GHz), temperature (Kelvin), and
time (ns). We set the chassis material as PEC (ideal
conductor), the background material as normal, and the
boundary condition as open. A typical VPX chassis
model 1:1 is imported into CST microwave studio. The
VPX chassis model is shown in Fig. 1.

Fig. 1. The VPX chassis model.

B. Frequency range and excitation signal

In the experiment of RS103 electric field radiation
sensitivity in MIL-STD-461G, the frequency range and
corresponding applications are given in Table 1.

We analyze the electromagnetic environment effect
and shielding effectiveness of the VPX chassis via the
CST simulation. Assume a plane wave with a frequency
domain value of 20 v/m to radiate the VPX chassis. The
type of excitation signal is impulse, whose approximate
expression is

f (t) =
dA

π(t − c)
sin(

(BH −BL)(t − c)
2

)e j (BH+BL)(t−c)
2 ,

(3)
where d is the amplitude coefficient, A is the frequency
domain value, BH and BL are the maximum and min-
imum angular frequencies, respectively, and c is the

Table 1: Applicable frequency range
No. Frequency Range Applications

1 10 kHz-2 MHz Army aircraft applicable,
other options

2 2 MHz-30 MHz For army ships, army
aircraft and navy, the

others shall be selected by
the purchaser

3 30 MHz-100 MHz All applicable
4 100 MHz-1 GHz All applicable
5 1 GHz-18 GHz All applicable
6 18 GHz-40 GHz Selected by the purchaser
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(a)

(b)

Fig. 2. Excitation signal: (a) Time domain and (b) fre-
quency domain.

time offset. The excitation signal in time and frequency
domains is shown in Fig. 2.

In the CST simulation, the external high-frequency
electromagnetic environment is simulated. Assume that

(a)

(b)

Fig. 3. Polarization modes of excitation source: (a) Ver-
tical polarization and (b) horizontal polarization.

the excitation source is linear polarization mode. The
vertical and horizontal polarizations are respectively set
to examine the coupling characteristics of the chassis for
different polarization modes, as shown in Fig. 3.

C. Electric field probes

From the preliminary analysis of the chassis struc-
ture, it is found that the key positions of the chassis vul-
nerable to electromagnetic interference are the air intake,
air outlet, trapdoor, and panel gaps. Thus, the electric
field probes are set at these three key positions to monitor
the electric field intensity, as shown in Fig. 4.

Fig. 4. Electric field probes.

IV. ELECTROMAGNETIC COUPLING PATH
ANALYSIS OF VPX CHASSIS

The electric field intensity monitor and electric field
energy density monitor at different frequency points are
set with the CST simulation software, and the frequency
points are selected as 1 GHz, 3 GHz, 5 GHz, 7 GHz, 9
GHz, 11 GHz, 13 GHz, 15 GHz, 17 GHz, 18 GHz under
plane wave radiation. The electric field energy density
distribution and surface current distribution of the air
intake, air outlet, trapdoor, and panel gaps of the VPX
chassis are obtained, as shown in Figs. 5-10, from which
we can analyze the electromagnetic coupling paths of the
VPX chassis.

It can be seen from Figs. 5-10 that, the electromag-
netic coupling paths of the front panel of the VPX chassis
come from the air intake and the panel gap. The maxi-
mum coupling values of the air intake appear at 7 GHz,
9 GHz, and 11 GHz, and the panel gap at 1 GHz, 3
GHz, and 5 GHz. The electromagnetic coupling paths
of the back panel of the VPX chassis come from the
air outlet, trapdoor, and panel gap. The maximum cou-
pling values of the air outlet and trapdoor appear at 7
GHz, 9 GHz, and 11 GHz, and the panel gap at 1 GHz, 3
GHz, and 5 GHz. The VPX fan chassis needs to dissipate
heat through the air intake and air outlet, where there is
a large amount of electromagnetic coupling and a great
impact on the electromagnetic shielding performance of
the VPX chassis.
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1GHz 3GHz

5GHz 7GHz

9GHz 11GHz

13GHz 15GHz

17GHz 18GHz

Fig. 5. Electric field energy distribution of the air intake.

1GHz 3GHz

5GHz 7GHz

9GHz 11GHz

13GHz 15GHz

17GHz 18GHz

Fig. 6. Surface current distribution of the air intake.

1GHz 3GHz

5GHz 7GHz

9GHz 11GHz

13GHz 15GHz

17GHz 18GHz

Fig. 7. Electric field energy distribution of the air outlet
and trapdoor.

1GHz 3GHz

5GHz 7GHz

9GHz 11GHz

13GHz 15GHz

17GHz 18GHz

Fig. 8. Surface current distribution of the air outlet and
trapdoor.
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1GHz 3GHz

5GHz 7GHz

9GHz 11GHz

13GHz 15GHz

17GHz 18GHz

Fig. 9. Electric field energy distribution of the panel gaps.

1GHz 3GHz

5GHz 7GHz

9GHz 11GHz

13GHz 15GHz

17GHz 18GHz

Fig. 10. Surface current distribution of the panel gaps.

V. PROTECTION DESIGN OF AIR INTAKE,
AIR OUTLET, AND TRAPDOOR

Electric field intensities are calculated via simula-
tion by setting electric field probes in the key positions of
the VPX chassis, then the shielding effectiveness before
and after protection design is evaluated.

A. Electric field intensity of the air intake, air outlet,
and trapdoor

For the key positions such as the air intake, air outlet,
and trapdoor, the electric field intensity in the horizontal
and vertical polarization modes in the frequency domain
are calculated. The simulation result of the air intake, the
air outlet, and the trapdoor are shown in Figs. 11, 12, and
13, respectively.

It can be seen that the electric field intensity of verti-
cal polarization is higher than that of horizontal polariza-
tion in the above three key positions. For the air intake,
the maximum coupling value of 17.224 v/m is obtained
at 1.9561 GHz for vertical polarization, and 7.5602 v/m
is obtained at 7.2929 GHz for horizontal polarization.
For the air outlet, the maximum coupling is 36.162 v/m
at 1.0956 GHz for vertical polarization and 11.762 v/m
for horizontal polarization. For the trapdoor, the maxi-
mum coupling volume is 11.213 v/m at 5.2357 GHz for
vertical polarization, and 6.4445 v/m at 6.1296 GHz for

Fig. 11. Electric field intensity of the air intake.

Fig. 12. Electric field intensity of the air outlet.

Fig. 13. Electric field intensity of the trapdoor.
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horizontal polarization.

B. Shielding effectiveness of the air intake, air outlet,
and trapdoor

According to (2), we respectively calculate the
shielding effectiveness of the intake, outlet, and trapdoor
before protection design. The calculation results of the
air intake, air outlet and trapdoor are shown in Figs. 14-
16.

Fig. 14. Shielding effectiveness of the air intake.

Fig. 15. Shielding effectiveness of the air outlet.

Fig. 16. Shielding effectiveness of the trapdoor.

It can be seen from Figs. 14-16 that the shield-
ing effectiveness of the fan-type VPX chassis is greatly
affected by the coupling between the air intake and the
air outlet, so it is of great significance to design the pro-
tection of the air intake and the air outlet.

C. Evaluation of shielding effectiveness after protec-
tion design

To protect the VPX chassis, we install the metal
shielding nets at the air intake and air outlet, as shown
in Fig. 17.

Through the simulation analysis of the VPX chas-
sis after installing the metal shielding nets, the electric
field intensities at the air intake and the air outlet can

Fig. 17. Installation of metal shielding nets at the air
intake and the air outlet.

be obtained. Despite that there is no protection design at
the trapdoor, its electric field intensity has also reduced.
Vertical polarization as an example, according to (2), the
shielding effectiveness of the intake, outlet, and trap-
door after protection design is respectively calculated.
The results of the above three key positions are shown
in Figs. 18, 19, and 20, respectively.

Compared with the results before protection design,
it is revealed that through the protection design, the VPX
chassis can obtain higher shielding effectiveness in the

Fig. 18. Shielding effectiveness of the air intake after
protection design.

Fig. 19. Shielding effectiveness of the air outlet after pro-
tection design.
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Fig. 20. Shielding effectiveness of the trapdoor after pro-
tection design.

three key positions. It increases to 11.348 dB at the air
intake, 10.954 dB at the air outlet, and 11.736 dB at the
trapdoor.

VI. PROTECTION DESIGN OF PANEL GAPS

Besides the intake, outlet and trapdoor, the protec-
tion design of the panel gaps is also important for the
VPX chassis. In this case, we use absorbing sticky paper
to cover the panel gaps to reduce the electromagnetic
leakage. Assume that the probe is set in the geometric
center of the VPX chassis, as shown in Fig. 21, and the
placement of the absorbing sticky paper as shown in Fig.
22. Vertical polarization as an example, the electric field
intensity, and shielding effectiveness of the VPX chassis
before and after protection design are simulated, and the
results are shown in Figs. 23 and 24, respectively.

As seen in Figs. 23 and 24, by the protection design
of panel gaps, the electric field intensity after protection
design has much reduced, and the shielding effectiveness

Fig. 21. The probe position inside the VPX chassis.

Fig. 22. Protection of panel gaps with absorbing sticky
paper.

Fig. 23. Electric field intensity at the probe position.

Fig. 24. Shielding effectiveness at the probe position.

has greatly increased compared with that before protec-
tion design.

VII. EXPERIMENTAL VERIFICATION OF
PROTECTION DESIGN

The electromagnetic experiment for the VPX chas-
sis is performed to validate the simulation results. The
experiment scene is shown in Fig. 25. The VPX chassis
with protection design is placed in the electromagnetic

Fig. 25. The experiment scene.
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Table 2: Measurement results of the electric field inten-
sity of the VPX chassis

Operating

Frequency

Excitation

Signal

Radiated

Power

(dBm)

External

Electric

Field

Intensity of

the Chassis

(v/m)

Interior

Electric

Field

Intensity of

the Chassis

(v/m)

300 MHz -24.7

20

1.0
400 MHz -24.6 1.0
500 MHz -23.0 6.0
600 MHz -23.6 3.0
800 MHz -23.3 4.0

1000 MHz -24.4 2.0

test environment. Limited to the actual experimental
platform, the operating frequencies of electric field inten-
sity test are lower than 1 GHz. The type of excitation sig-
nal is sinc. The radiation antenna is in the vertical polar-
ization mode. The external electric field intensity of the
VPX chassis is set to 20 v/m, and the radiated power val-
ues of the source signal at different frequency points of
300 MHz, 400 MHz, 500 MHz, 600 MHz, 800 MHz, and
1000 MHz are measured, which are fixed in the subse-
quent experiment. Then, the sensor probe is placed inside
the chassis and the electric field intensities at different
operating frequencies are measured. The measurement
results of the electric field intensity of the VPX chassis
are recorded in Table 2.

For comparison, the electromagnetic simulations
with CST are performed to obtain the interior electric
field intensity of the VPX chassis under the same condi-
tions of operating frequencies and excitation signal. At
different frequency points of 300 MHz, 400 MHz, 500
MHz, 600 MHz, 800 MHz, and 1000 MHz, the simula-
tion curves of the interior electric field intensity in time-
domain are shown in Fig. 26.

The accuracy of the electromagnetic simulation
model can be calculated as

Accuracy =−20lg

∣∣Esim −Eexp
∣∣

Eexp
(dB), (4)

where Eexp indicates the experimental value of the inte-
rior electric field intensity of the VPX chassis, and Esim
indicates the simulation value of the interior electric field
intensity of the VPX chassis. With the simulation result
and experimental result, the accuracy calculation of the
simulation model under such plane wave radiation is
listed in Table 3.

Table 3 shows that the simulation result is con-
sistent with the experimental result at different operat-
ing frequencies, and the accuracies of electromagnetic
compatibility simulation model are higher than 9.90
dB, which can verify the simulation results and further

Fig. 26. Simulation results of the interior electric field
intensity of the VPX chassis.

demonstrate the feasibility and effectiveness of the pro-
tection design. To sum up, by adding protective mea-
sures on the air intake, air outlet, and trapdoor, as well
as the gaps of the VPX chassis panels, the shielded
VPX chassis has higher shielding effectiveness and can
greatly reduce the electromagnetic coupling amounts of
the important components in the VPX chassis. This is of
great significance for the devices inside the VPX chas-
sis to work normally under radiation electromagnetic
environment.

VIII. CONCLUSION

Electromagnetic compatibility should be considered
as early as possible in the product design process to
reduce the cost and cycle investment caused by later rec-
tification. In this paper, the electromagnetic environment
effects of the VPX chassis are analyzed via the CST
simulation. The electromagnetic coupling characteristics
are investigated under 20 v/m plane wave radiation. The
coupling paths and the key positions of the electromag-
netic protection in the VPX chassis are found, and the
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Table 3: Accuracy of electromagnetic simulation model
under plane wave radiation

Operating

Frequency

Interior Electric Field

Intensity of VPX Chassis

Accuracy

of

Simulation

Model (dB)

Experiment

Result (v/m)

Simulation

Result(v/m)

300 MHz 1.0 1.20 13.98
400 MHz 1.0 1.32 9.90
500 MHz 6.0 6.93 16.19
600 MHz 3.0 3.34 18.91
800 MHz 4.0 3.37 16.05

1000 MHz 2.0 2.35 15.14

electromagnetic shielding effectiveness of the VPX chas-
sis before and after protection design is evaluated. The
simulation results are verified by the experiments. It pro-
vides guidance for the design of electromagnetic protec-
tive measures, and is helpful for reducing the cost of the
actual electromagnetic protection design.
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Abstract – Generally, side slotting and directional tech-
niques can improve the performance of a conventional
Vivaldi antenna (CVA), but the optimal structure and
distribution of slots and directors may be irregular or
even complex, requiring significant manual effort, thus
limiting the design possibilities. In this paper, a genetic
algorithm (GA) is introduced to assist in designing
and optimizing a new type of balanced side slotted
Vivaldi antenna with director (SSVAD). The methods
of artificial intelligence make the process of searching
for the optimal structure of such a multi-objective and
multi-dimensional problem simpler and more diverse.
The GA-generated SSVAD antenna consists of a CVA
and 34 slots with varying lengths, as well as 5 metal
strips. It has a compact size of 38.2×49×0.8 mm3 (or
0.32λ L×0.41λ L×0.007λ L, where λ L is the lowest oper-
ating frequency of 2.48 GHz). The measured results
show that the antenna has a peak gain >0 dBi over 2.48-
10.88 GHz and >5 dBi over 4.6-10.88 GHz with S11<-
10 dB standard, and exhibits directional characteristics
at most of the operating frequencies. Since the mea-
sured results are basically consistent with the simulation
ones, the effectiveness of the designed scheme has been
proven.

Index Terms – Balanced side slotted Vivaldi antenna,
director, genetic algorithm optimization, ultra-wide
band.

I. INTRODUCTION

Due to the characteristics such as stable directional
radiation pattern, ultra-wideband, high gain, and low pro-
file, the Vivaldi antenna has aroused the researchers’
intense interest. Miniaturization and high gain are its
main design difficulties [1]. To solve these issues, a
method of side slotting has been introduced into conven-
tional Vivaldi antenna (CVA) designs [2–5]. For exam-
ple, in 2017, sparse irregular slots were etched on the
radiators of a CVA, achieving a compact design with

bandwidth of 3.9-9.15 GHz [2]; in the same year, dense
comb-shaped slits with identical spacing and length were
applied to a conventional antipodal antenna (CAVA)
design, expanding its bandwidth from 1.8-4 GHz to 1.65-
18 GHz and improving low-frequency gain as well [3];
in 2021, a new balanced side-slotted Vivaldi antenna
(SSVA) with three pairs of triangular shaped slots was
proposed, realizing a bandwidth of 3.05-12.2 GHz and
a peak gain of 8.2 dBi [4]. In 2019, a Vivaldi antenna
array was proposed for underwater communication. A
linear conical array slot structure was applied to the tra-
ditional Vivaldi antenna, achieving an impedance band-
width of over 55% with a return loss of 10 dB and a peak
gain of 10.75 dBi [5]. Obviously, the side slotting tech-
nology can effectively improve the performance of the
CVA/CAVA, but the shape features of the slots may be
very complex and may need a long time to find a suitable
one. Therefore, in order to improve design efficiency, the
slots are usually assumed to have regular features and are
uniformly distributed, which may result in the inability to
obtain the optimal structure and limit the more possibili-
ties of design.

To further improve the performance of the SSVA,
a lens or a director is loaded at the front of its radia-
tion patch, which can guide the energy distribution of the
antenna along the end-fire direction, thereby enhancing
its directivity. Specifically, the lens includes a protrud-
ing substrate [6, 7], as well as single-layer or multi-layer
phase compensation metal strips [8, 9], increasing the
size of the antenna. For example, in 2016, the substrate at
the front end of the antenna was protruded into a semicir-
cle, which reduced the phase error on the antenna aper-
ture, but increased its size by 20×70 mm2 [6]; in 2017, a
three-layer phase correcting lens (PCL) was introduced
into a CVA. Although it increased the antenna’s gain
by 1.1-6.1 dB, it also resulted in an additional size of
52×16.5 mm2 and a thickness of 15 mm [8]. In con-
trast, the director only occupies the clearance area of the
antenna, so that the antenna can remain compact.
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Generally, the director can be formed by adding
higher permittivity dielectric elements [10], metal
parasitic patches [1, 7, 9, 11], and conductor gratings
[12–14]. For example, an elliptical metal director was
loaded into SSVA, increasing its fractional bandwidth by
13% and gain by 0.2 dB in [11]; several rectangular grat-
ings were used in a SSVA, resulting in a gain improve-
ment of nearly 1 dB in [13]; some epsilon negative meta-
material cells are arranged in two flares of a CAVA in
[14], enhancing the gain of the antenna by 3 dB in the
24-30 GHz frequency range. Similar to grooving tech-
nology, the size, shape, and position distribution of the
director have an impact on the directivity of the antenna,
so they also need to be carefully designed.

In order to shorten the time for manual design,
intelligent search technologies, such as swarm intelli-
gence algorithm [15–17] and genetic algorithm (GA)
[18–19], have been applied to optimize antenna parame-
ters. For example, a frequency selective surface (FSS)-
loaded CAVA was optimized using honeybee mating
optimization (HBMO) algorithm in [15], but the struc-
ture of the antenna itself has not been optimized; in
[16], the optimal size of the slots of a notch band UWB
antenna was obtained through a particle swarm optimiza-
tion (PSO) algorithm. However, only the voltage stand-
ing wave ratio (VSWR) was tested, and its gain and co-
polarization radiation patterns were given through simu-
lation, so the algorithm’s performance has not been fully
demonstrated; in [18], the heights of the rings of a lens
antenna were optimized using GA. Compared with the
swarm intelligence algorithms, GA is more widely used
because it is less likely to fall into local optima prema-
turely, which reveals the enormous potential of GA in
complex antenna design.

In this work, considering that SMA joint weld-
ing may cause a relatively large error in the antipo-
dal antenna, as well as the research needs of the group
in flexible antennas in the future, planar Vivaldi was
selected as a reference in this design. The side slots and
director of the SSVAD are jointly optimized and gener-
ated through GA, so their shapes and scales exhibit sym-
metric and random characteristics, making it difficult to
achieve through manual design, as it requires extensive
multi-objective and multi-dimensional simulation exper-
iments. The measured results indicate that the antenna
has a compact size, a bandwidth of 125.6%, and a peak
gain of 8.47 dBi. Compared with published literatures,
the proposed antenna has the advantages of miniatur-
ization, relatively large fractional bandwidth, and high
gain. Although the structure of the antenna appears com-
plex, the GA approach make the process of search-
ing for the optimal structure of such a multi-objective
and multi-dimensional problem simpler and more
diverse.

This manuscript is arranged as following. First, the
design and optimization methods of the antenna are
described in Section II. Then, the GA-generated SSVAD
was fabricated and tested in Section III, and the measured
results were compared with the simulation ones, all of
which were presented. Finally, a conclusion is made in
Section IV.

II. METHODS FOR ANTENNA DESIGN AND
OPTIMIZATION

A. Basic structure of the CVA

The proposed antenna is designed based on a tra-
ditional structure, as shown in Fig. 1. It is printed on
a FR4 substrate with relative dielectric constant (εr) of
4.4, loss tangent of 0.025, and thickness (t) of 0.8 mm.
The length (Lt) and width (W t) of the substrate are 49
mm and 38.2 mm, respectively. This CVA consists of a
coupler (as shown in Fig. 1 (a) and two radiating fins (as
shown in Fig. 1 (b)). They are etched on two opposite
sides of the substrate.

(a)

(b)

Fig. 1. Basic structure of the Vivaldi antenna: (a) Its top
view and (b) its bottom view.

The coupler includes a microstrip feed line, a
microstrip-to-slot-line transition, and a fan-shaped stub.
They are cascaded to match the impedance between
the feeding and the tapered slot structure, thus enabling
the antenna to maintain good impedance matching over
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a wide frequency band. Their parameters are repre-
sented by L1, W1, L2, W2, L3, W3, Rg1. The width of
the microstrip feed line that matches the characteristic
impedance of 50 ohms can be calculated through follow-
ing formulas [20]:

Z0 =
120pi√

εe
[w1

t +1.393+0.667ln(w1
t +1.444)

] , (1)

with

εe =
εr +1

2
+

εr −1
2
√

1+(12t/w1)
, (2)

where t is the thickness of FR4 substrate and W1 is the
width of the microstrip feeder .

The fins have exponential curves and a circular res-
onant cavity (with a radius of R) slotted at their intersec-
tion. The exponential curves of the fins are given as

y(x) =C exp(kx), (3)
where x and y represent the coordinates of the curve. The
constant C and opening rate k are given by:

C =Ws/2 and k = ln(Wt/Ws)/L4, (4)
where L4, Wt, and Ws are the length, width, and throat
width of the aperture respectively. The distance between
the aperture and the top of the circular cavity is L5. Radi-
ation occurs along the exponential curves. The circular
cavity serves as an open circuit to minimize the reflec-
tions from the microstrip line to the microstrip-to-slot-
line transition [12].

The regions A, B, and C shown in Fig. 1 (b) were
selected for optimization. Specifically, side slotting tech-
nique is applied to the A and B regions, while the con-
ductor gratings as the director have been introduced into
the C region. The slots in region B are symmetrical and
identical to A.

B. The proposed SSVAD design and optimization

Before optimization, the specific location of the slots
and the total area they will occupy cannot be determined.
Therefore, the A/B region is initialized as 36 evenly
spaced etched slots along the X direction. Similarly, the
region C is initialized with 6 metal strips. For ease of
fabricating, each slot and strip are rectangular in shape.
The specific optimization methods based on GA are as
follows.

Considering the large number of the slots, their
widths and the distance between adjacent slots are fixed
as 0.5 mm, and only their lengths (numbered as Lcn,
n=1, 2, . . . , 36) are generated by GA. While, the direc-
tor is only composed of 6 metal strips, so both their
length (Lgn, n=1, 2, . . . , 6) and width (Wgn) can be opti-
mized. These elements are arranged in parallel and the
distance between the bottom edges of two adjacent ele-
ments is fixed as g0. To avoid overlapping and exces-
sive length of metal strips, Lgn is set to <1.2 mm and
Wgn <7 mm. In contrast, the size range limitations of Lc

require more consideration. Firstly, the resonant wave-
length λ 0 caused by a slot with a length of Lc can be
estimated as [21]

λ0 = 4Lc/
√
(1+ εr)/2. (5)

According to (5), the estimated length of the slots is
12.3-41 mm (corresponding to 3-10 GHz). Next, consid-
ering that the half width of CVA is Wt = 19.1 mm, and to
avoid damaging the current distribution of the exponen-
tial curves, the length of the slots Lc12 - Lc29 needs to be
shortened. Ultimately, they are controlled between 0 mm
and 15 mm. The determination of the range for other Lcn
is also for the same reason.

The GA and a high frequency simulation software
(HFSS) V15.1 are combined through an application pro-
gramming interface (API). The former is used to search
for the optimal parameters, while the latter attempts to
apply them in antenna simulation. In order to minimize
the reflection of the antenna within the frequency range
of 3-10 GHz and ensure a higher gain, the fitness func-
tion is defined as the average return loss of the antenna
at the sampling frequency:

Fitness =
1
n

N

∑
n=1

F( fn), (6)

with

F (fn) =

{
10,
|S11(fn)|,

|S11(fn)| ≥ 10
|S11(fn)|< 10 , (7)

and constraints:

A =
1
n

N

∑
n=1

An, (8)

where

An =

{
1,
0,

Gain( fn)≥ Gain0( f n)
Gain( f n)< Gain0( f n) . (9)

Here, N refers to the number of discrete frequen-
cies fn; |S11(fn)| refers to the return loss of the antenna at
fn, and its standard is |S11| ≥ 10 dB. The average return
loss of the antenna is calculated using formula (6). When
Fitness = 10, it indicates that the return loss of the tar-
get frequency band is larger than 10 dB; Gain(fn) and
Gain0(fn) are the peak gains of the GA generated antenna
and the CVA (as shown in Fig. 1), respectively. Litera-
ture research [9, 22] has found that adding gratings can
improve some of the high-frequency gain but has little
effect on the low-frequency gain. The frequency at which
the gain can be increased accounts for approximately 70-
80% of the total frequency. Therefore, in order to reduce
optimization time, A ≥ 0.8 is used as the standard for
determining the optimal parameter, which means that the
antenna gain of over 80% of frequencies is higher than
that of CVA.

The flowchart of GA assisted antenna design is
shown in Fig. 2. The parameters optimized using GA and
their corresponding limiting ranges are listed in Table 1.
Table 2 presents the main parameters of GA, such as
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Fig. 2. Design process of the GA-generated antenna.

Table 1: Parameters and their constraints
Region Parameter Constraint (mm)

A/B Lc1-Lc11,
Lc34-Lc36

0-3

A/B Lc12- Lc29 0-15
A/B Lc30- Lc33 0-9

C Lg1-Lg6 0-7
C Wg1-Wg6 0.5-1.2

Table 2: Main parameters of the GA
Parameter Value

Maximum iteration
number

100

Crossover rate 0.9
Mutation rate 0.05

Deadline iterations 62
Gene length 8

Population number 150

population number, crossover rate, mutation rate, and
maximum iteration number.

The optimization process is performed on a PC
with Intel Core i7 (3.4 GHz, 8-core) CPU and 32 GB
RAM. After about 18 days of calculation, the structure
of the proposed balanced GA-generated SSVAD antenna
is shown in Fig. 3. After optimization, Lc8, Lc25, and Lg6
are 0, so the number of slots and metal strips are 34 and
5, respectively. The optimized parameters are shown in
Table 3.

C. Antenna analysis

The current distribution on the radiation fins of the
CVA, balanced SSVA and the proposed SSVAD at fre-

Fig. 3. The structure of the proposed SSVAD.

Table 3: Optimized parameters of the proposed SSVAD
(unit: mm)
Symbol Value Symbol Value Symbol Value

Wt 38.2 W0 4.65 W1 1.5
W2 1 W3 0.75 W4 0.25
Lc1 1.65 Lc2 0.29 Lc3 0.99
Lc4 0.38 Lc5 1.27 Lc6 0.95
Lc7 1.3 Lc8 0 Lc9 0.63
Lc10 1.31 Lc11 1.62 Lc12 4.29
Lc13 5.14 Lc14 9.28 Lc15 7.81
Lc16 13.95 Lc17 0.98 Lc18 13.31
Lc19 9.14 Lc20 14.88 Lc21 3.92
Lc22 11.52 Lc23 13.47 Lc24 12.57
Lc25 0 Lc26 8.89 Lc27 13.72
Lc28 11.97 Lc29 0.43 Lc30 5.9
Lc31 4.18 Lc32 3.31 Lc33 1.17
Lc34 1.04 Lc35 0.72 Lc36 0.7
Ws 0.4 Lt 49 L1 12.5
L2 4.2 L3 12.25 L4 28.5
L5 6.2 h 10.5 Wg1 0.5

Wg2 0.93 Wg3 0.7 Wg4 0.65
Wg5 0.58 Wg6 0 g0 1.5
Lg1 5.39 Lg2 4.26 Lg3 5.17
Lg4 0.39 Lg5 6.61 Lg6 0
R 1.8 Θ 50◦ Rg1 8.6

quencies of 3.2, 7.2, and 9.2 GHz, is simulated and com-
pared in Fig. 4. By comparing the current intensities in
the D, E, and F regions, it can be clearly observed that
the current of the CVA shown in Fig. 4 (a) is mainly
distributed at the edges of the antenna radiation fins. In
contrast, guided by the side slotting and the director, the
surface currents of SSVA and SSVAD shown in Figs. 4
(b) and (c) diffuse toward the interior of the fins, thereby
increasing the effective radiation area; and the director
gathers the high-frequency radiation field of the antenna,
thereby increasing the directionality of the antenna at
high frequencies.
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(a)

(b)

(c)

Fig. 4. Comparison of simulated surface current distribu-
tion of (a) CVA, (b) balanced SSVA, and (c) SSVAD at
different frequencies (3.2, 7.2, and 9.2 GHz).

Figure 5 compares the simulated return loss of the
CVA, balanced SSVA, and proposed SSVAD respec-
tively. It can be seen that the operating frequency range
of CVA is 3.1-10 GHz (or a fractional bandwidth of
105%). After side slotting and loading director, S11
decreased by 6.63 dB, 6.32 dB, 12.44 dB, 11.12 dB, and
10.33 dB at 3.1 GHz, 4.51 GHz, 7.24 GHz, 9.03 GHz,
and 10.82 GHz, respectively, so its operating frequency
is expanded to 2.79-11.17 GHz (up to 122%).

The realized gains of the three antennas at 2.79-
11.17 GHz are compared in Fig. 6, which verifies that
after loading director and applying side slotting technol-
ogy, the antenna gains become higher.

Comparison of performance between the proposed
SSVAD and other antennas listed in [4, 11, 13, 15, 17, 22,
23] is presented in Table 4. Through comparison, it can
be seen that the design of artificial intelligence assisted
Vivaldi antennas is still limited. Although the structure
of the antenna appears complex, the process of design-
ing with GA approach is relatively simple. The proposed
antenna has a size of 0.32×0.4×0.007, a bandwidth of
8.4 GHz, and a peak gain of 8.47 dBi. It can be inferred

Fig. 5. Comparison of the simulated return loss for CVA,
balanced SSVA, and proposed SSVAD.

Fig. 6. Comparison of the simulated realized gains of
CVA, balanced SSVA, and proposed SSVAD.

Table 4: Specification and performance comparison
between reference antennas and the proposed antenna

Ref.

(Years)

Intelligent

Optimization

Technology

Optimization Methods Size
(
λ 3

L
) Bandwidth /

Fractional

Bandwidth

(GHz/%)

Peak

Gain

(dBi)

[4]
(2021) – Diagonal slot 0.36×0.36×0.016 3.05−12.2/120 8.2

[11]
(2021) - Rectangular strip 0.49×0.45×0.008 2.5−11/126 7.2

[13]
(2022) –

Bottle-shaped slots+
Rectangular strip 1.1×0.96×0.008 3−8/91 8.8

[15]
(2021) HBMO Multi layer FSS 0.83×0.97×0.03 5−12/82 10.1

[17]
(2021) HBMO+GA FSS 0.92×1.07×0.01

2.1−3.1;3.5−6.5
7.4−8.1;8.2−9/116 10

[22]
(2021) –

Star-shaped slot +
Artificial material lens +
Dielectric lens

0.53×0.60×0.011 4−13/105 9.2

[23]
(2021) - Rectangular slot 0.38×0.52×0.023 4.74−20/123 5.43

This
work GA

Rectangular slot+ irregular
Rectangular strip 0.32×0.41×0.007 2.48−10.88/125.6 8.47

that the proposed antenna achieves a wide impedance
bandwidth and a high gain with a relatively compact size.



891 ACES JOURNAL, Vol. 38, No. 11, November 2023

(a) (b)

Fig. 7. Photographs of the fabricated proposed antenna:
(a) Top view and (b) bottom view.

III. MEASURED RESULTS

The proposed antenna has been fabricated, and its
photographic images are shown in Fig. 7. Its return loss
is tested by the Agilent Network Analyzer (Keysight
E5071C) and compares with the simulated ones, which
are shown in Fig. 8. Measured results show that the pro-
posed antenna has a -10 dB impedance bandwidth of
2.48-10.88 GHz (>125%). Although there are some dif-
ferences between the test results and simulated results
(as ultra-wideband (UWB) antennas are very sensitive to
fabrication tolerance), the overall trend is consistent.

The measured 2-D radiation patterns in the XY-
plane and 3-D far-field radiation pattern of the proposed
antenna at frequencies of 5.2, 6.2, 7.2, 9.2, and 10.2 GHz
are shown in Figs. 9 (a), (b), (c), (d), and (e), respec-
tively. Their co-polarization to cross-polarization ratios
at 5.2 GHz, 6.2 GHz, 7.2 GHz, and 9.2 GHz are 27.8 dB,
27.51 dB, 26.2 dB, 23.2 dB, and 17.1 dB. They are all
greater than 10 dB, indicating that the polarization inter-
ference of this antenna is small.

Fig. 8. Simulated and measured return loss of the pro-
posed antenna.

(a)

(b)

(c)

(d)

Fig. 9. Continued
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(e)

Fig. 9. Simulated and measured radiation patterns of the
proposed antenna in the XY-plane and 3D far-field radi-
ation pattern: (a) 5.2 GHz, (b) 6.2 GHz, (c) 7.2 GHz, (d)
9.2GHz, and (e) 10.2 GHz.

The variation of the peak gains of the designed
antenna over 2-12 GHz is shown in Fig. 10. The max-
imum value of the test results is 8.47 dBi, which appears
at 5.2 GHz and deviates from the simulation (the peak
gain is 9.2 dBi at 9.2 GHz), which may be due to fabri-
cation tolerance.

Fig. 10. Simulated and measured realized gains of the
proposed antenna.

IV. CONCLUSION

In this paper, the GA approach is applied in gen-
erating edge slots of the SSVAD and determining the
positions and scales of the slots and director ele-
ments. The proposed antenna has a compact size of
0.32λ L×0.41λ L×0.007λ L. It can operate at 2.48-10.88
GHz. The peak gain within this frequency range is 8.47
dBi. Compared with the traditional manually designed
antennas, the proposed antenna has a more complex
structure and a better performance. The design process

of these structures can be separated from manual partici-
pation, reflecting the advantages of intelligent design. In
the future, we will continue to seek a more efficient arti-
ficial intelligence algorithm to accelerate search speed.
And, constraints such as directionality and cross polar-
ization ratio will be introduced into the fitness function.
These research approaches will be further applied to the
design of flexible antennas.
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and M. Palandökenb, “A compact triband antipo-
dal Vivaldi antenna with frequency elective sur-
face inspired director for IoT/WLAN applications,”
Wireless Networks, vol. 27, no. 5, pp. 3195-3205,
June 2021.

[18] W. Yu, L. Peng, Y. Liu, Q. Zhao, X. Jiang, and S.
Li, “An ultrawideband and high-aperture-efficiency
all-dielectric lens antenna,” IEEE Antennas and
Wireless Propagation Letters, vol. 20, no. 12, pp.
2442-2446, Dec. 2021.

[19] K. Kayalvizhi and S. Ramesh, “Design and analysis
of reactive load dipole antenna using genetic algo-
rithm optimization,” Applied Computational Elec-
tromagnetics Society (ACES) Journal, vol. 35, no.
3, pp. 279-287, Mar. 2020.

[20] D. M. Pozar, Microwave Engineering (3rd edition),
New York, John Wiley & Sons, pp. 143-144, 2005.

[21] J. Bai, S. Shi, and D. W. Prather, “Modified com-
pact antipodal Vivaldi antenna for 4–50-Ghz UWB
application,” IEEE Transactions on Microwave
Theory and Techniques, vol. 59, no. 4, pp. 1051-
1057, Apr. 2011.

[22] V. Binzlekar, A. Sharma, and S. Agarwal, “A high
gain and wide bandwidth grooved AML loaded
Vivaldi antenna design for imaging and communi-
cation applications,” Microwave and Optical Tech-
nology Letters, vol. 64, no. 7, pp. 1217-1223, Apr.
2022.

[23] P. Soothar, H. Wang, C. Xu, Y. Quan, ZA. Dayo,
M. Aamir, and B. Muneer, “A miniaturized broad-
band and high gain planar Vivaldi antenna for
future wireless communication applications,” Inter-
national Journal of Antennas and Propagation, vol.
116, no. 2, pp. 1025-1042, Aug. 2021.

Xianyan Zhang received the B.S.
degree in applied physics and the
M.S. degree in physical electron-
ics from Yunnan University, Kun-
ming, China, in 2001 and 2004,
respectively, and the Ph.D. degree in
electromagnetic field and microwave
technology from Institute of Elec-

tronics, Chinese Academy of Sciences in 2007. Her
research interests include electromagnetic computation,
antenna design, and wireless power transmission struc-
ture design.



ZHANG, HU, ZHAN: DESIGN OF A NEW BALANCED SIDE SLOTTED VIVALDI ANTENNA WITH DIRECTOR USING GENETIC ALGORITHM 894

Yuxu Hu was born in 1998
in Gao’an City, Jiangxi Province,
China. He obtained a bachelor’s
degree in engineering from the
School of Science and Technology
of East China Jiaotong University
and is currently studying at the
School of Information Engineering

of East China Jiaotong University. His main research
direction is antenna design.

Aiyun Zhan was born in Nan-
tong, Jiangsu, China in 1973. She
received B.S. degree from Southwest
Jiaotong University in 1997 and the
M.S. degree in East China Jiaotong
University in 2008. She is currently
working at rhe School of Informa-
tion Engineering, East China Jiao-

tong University. Her research interests focus on channel
coding and optical communication.



895 ACES JOURNAL, Vol. 38, No. 11, November 2023

Design of a Reconfigurable Band-notched Wideband Antenna using EBG
Structures

Xiaoyan Zhang, Ziao Li, Aiyun Zhan*, and Yan Mei

School of Information Engineering
East China Jiaotong University, Nanchang, 330013, China

xy zhang3129@ecjtu.edu.cn, lza 2017@163.com, 707290432@qq.com, 360291931@qq.com

Abstract – A compact WLAN band-notched reconfig-
urable wideband antenna using two mushroom-like elec-
tromagnetic band-gap (EBG) structures is proposed in
this paper. It is designed based on a dual wideband
microstrip feed patch antenna with operating frequency
bands of 2.2-3.7 GHz and 4.8-6 GHz. One of the EBG
cells is positioned alongside the feed line, while the
other EBG cell is laid on the back of the substrate. The
patch or ground of the two EBG units are fed with a
stronger current through a ground slot and a parasitic
stub respectively, and the connections between the EBG
structures and the antenna are controlled by loading a
PIN diode with two 56 pF DC blocking capacitors. The
advantage of this proposed design is that the antenna and
the EBG unit can be designed independently. The pro-
posed antenna has an overall size of 35×46×1.6 mm3.
When testing the S11 of the antenna, the influence of
the bias circuit on the antenna is also considered. The
measured results show that the proposed antenna can
generate two notched bands of 2.3-2.49 GHz and 5.11-
5.51 GHz of WLAN, and the realized gain in the notch
bands can be reduced to -2.65 dBi and -4.55 dBi, respec-
tively, demonstrating its anti-interference characteristics,
and can be applied in band notch broadband communica-
tion systems or anti-interference communication equip-
ments such as unmanned aerial vehicles and radars.

Index Terms – Anti-interference, electromagnetic band-
gap (EBG), PIN diodes, reconfigurable band notched
antenna, WLAN.

I. INTRODUCTION

The frequency bands of WLAN (2.4-2.4835 GHz,
5.15-5.825 GHz) are widely used in wireless commu-
nication systems. In order to prevent its interference,
some wideband antennas need to own a single or a dual
band-rejected filtering characteristic in the WLAN band.
The main approaches used by these researches can be
mainly divided into two categories [1]. The first cate-
gory is to generate radiation perturbation through etching
slots on the ground/ patches or loading parasitic stubs

[2, 3] and stepped impedance resonators [1, 4] on the
patches. The disadvantage of these methods is that they
will change the radiation pattern of the antenna itself [1].
Moreover, due to the limited area that can be cleared,
it is hard to load switch components on the patches,
making it difficult to achieve reconfigurable band notch
design. The second category is to integrate filters at the
feed port of the antennas to reject the interfering sources
[5–6]. By controlling the filters or their connections, the
notch band can be tuned. While the filters increase the
complexity of antenna design. In [7–8], the methods of
adding an open loop resonator near to a feed line were
proposed, which can generate a stopband in the signal
source through coupling resonance. Although the fre-
quency band can be adjusted by changing the on-off
state of the resonator, its coupling effect is difficult to
eliminate [9].

In recent years, electromagnetic band-gap (EBG)
technology has been introduced into the single-, dual-
, and multi-band-rejected antennas design [10–14] In
these studies, the EBGs are mainly divided into two
types: uniplanar EBG [10, 11] and high impedance elec-
tromagnetic surface (HIS) [12–15]. For example, two
spiral uniplanar EBGs are symmetrically placed on both
sides of a dual notch antenna’s feed line in [10], and
asymmetrically placed on the upper and lower sides of
the microstrip feed line in [11], resulting in two addi-
tional notch bands; simpler structures of conventional
mushroom-type HIS-EBG (CMT-HIS-EBG) [1, 12] or
edge-located vias HIS-EBG (ELV-HIS-EBG) [12–15]
were placed next to or in the middle of the antenna
feed line [14], or even on the back of the antenna (with
the patch as the ground) [15] to create the notch bands.
The principle of loading uniplanar EBG is similar to the
methods of positioning resonators next to the feed line,
so the same problem is faced when realizing notch recon-
figurability. In contrast, the essence of using HIS-EBG to
design band-notched antennas belongs to the second cat-
egory, as the HIS-EBG unit has a bandstop property, so
it can be used as a bandstop filter without affecting the
behavior of the antenna itself.
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Based on the above reasons, the design of reconfig-
urable band-notched antennas using HIS-EBG structures
has attracted research interest [16–18]. For example, in
2015, the concept of six band-notched reconfigurable
antenna using six ELV-HIS-EBG units was proposed, but
the bias circuit was not considered in this design. There-
fore, the EBG units and the switches were printed sepa-
rately in an intermediate layer and placed underneath the
transmission line of the antenna [16]; in 2016, the copper
strips of two ELV-HIS-EBGs are connected with a PIN
diode, achieving a single reconfigurable band-rejected
function, but its realized gain in the notch band at 4 GHz
is about -1.5 dBi, which is not significantly decreased
[17]; In 2020, two CMT-HIS-EBGs are surrounded by a
square copper ring and connected to the ring using a var-
actor diode. By controlling the ON/OFF state of the var-
actor diodes, the reconfigurability in the notch band of
5.3 GHz was realized. However, the gain in the rejected
band only reaches 0 dBi [18].

The patch of the HIS-EBG is connected to the
ground through punching a copper via into the substrate,
forming a complete circuit. The challenge of designing
HIS-EBG-based band-notched reconfigurable antennas
is that the PIN diodes cannot be directly loaded on the
vias to control the ON/OFF of the circuit. In addition,
the electronic components of the switches will occupy a
certain clearance area, leading to changes in the antenna
structure.

In this paper, a novel WLAN band-notched reconfig-
urable wideband monopole antenna based on two HIS-
EBG was designed, fabricated, and tested. The impact of
switches (it is composed of a PIN diode and two capac-
itors) on antenna performance is considered in testing.
The switches are not directly loaded in the EBG unit but
are loaded in its ground slot and the parasitic stubs. By
extending the parasitic stubs and the ground slots into
the areas with stronger currents, more surface waves will
be directed into the EBG unit. The proposed method can
enable the antenna and the HIS-EBG unit to be designed
independently, and can sharply decrease the gain within
the notch band, providing a new approach for the design
of band-notched reconfigurable antennas.

II. DESIGN CONFIGURATION AND
APPROACH

A. Overall design of the antenna

To verify the design scheme, a square microstrip
patch antenna is used as the basic structure. It is fabri-
cated on a FR4 substrate, with a dielectric constant of
4.4 and a loss tangent of 0.02. The prototype of the pro-
posed antenna is shown in Fig. 1. As shown in Fig. 1 (a),
the overall size of the antenna is 35×46×0.8 mm3, and
the parameters of the patch antenna are Lp = 22 mm, Wp
= 16 mm, L f = 26.4 mm, and W f =2 mm.

(a) (b)

Fig. 1. Geometry of the proposed antenna includes (a)
top view and (b) bottom view.

Two square patch mushroom-like HIS-EBG units
EBG #1 and EBG #2 are placed on the right side of
the microstrip line (see Fig. 1 (a)) and on the back of
the patch (see Fig. 1 (b)), fully utilizing the available
space of the antenna. The connections between the EBGs
and the patch antenna are controlled by two RF switches
(represented as S1 and S2). These switches are composed
of a BAR50-02V PIN diode and two Cbias = 56 pF DC
blocking capacitors. Figure 2 shows the equivalent bias
circuit for the antenna. The bias voltage is 1 V, and a Lbias
= 51 nH inductor is used to stabilize the bias current.

Fig. 2. Antenna bias circuit.

B. Antenna design by loading EBG #1

As Fig. 3 (a) shows, a microstrip-line-based method
[12] is used to study the stopband characteristics of the
EBG #1. Specifically, without considering the radiator of
the patch antenna, the EBG #1 is placed on the right side
of the microstrip line with a distance of g.

The equivalent circuit of this model is shown in
Fig. 3 (b). C0 is the fringing capacitance between the
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EBG #1 and the microstrip line, C1 and L1 are the capaci-
tance and inductance generated by the mushroom-shaped
EBG #1 itself. They are simply estimated using the for-
mula [19] for estimating periodic EBG parameters as

(a) (b)

(c)

Fig. 3. Microstrip-line-based model: (a) Configuration
diagram, (b) equivalent circuit model, (c) back view of
the circuit.

C0 =
Webg1ε0(1+εr)

π cosh−1
(

Wf +Webg1+g
g

)
, (1)

C1 = ε0εrW 2
ebg1/h, (2)

L1 = μ0h, (3)
where Webg1 is the width of the patch for the square EBG
#1 cell,εr= 4.4, is the relative dielectric constant of FR4,
and h = 0.8 mm is the thickness of the substrate. Usually,
g is much smaller than Webg1, so C0 is mainly influenced
by Webg1.

The resonant frequency(fr) of this model can be
derived as

fr = 1/2π
√

L1(C0 +C1). (4)
Obviously, once g is fixed, the approximate value of

Webg1 can be inferred from the selected band-notch fre-
quency fr. Therefore, further optimization can be carried
out based on this value. During this process, g can be
determined simultaneously.

Figure 3 (c) shows the back of the model. It can be
seen that an L-shaped slot has been etched on the ground
around the pin of EBG #1, which separates the connec-
tion between the EBG #1 and the ground, preventing
the EBG #1 from forming a complete circuit. Then, a
BAR50-02V PIN diode and two DC blocking capacitors

are embedded at the end of the slot, so the connection
state between the EBG #1 and the microstrip line can be
controlled by controlling the ON/OFF state of S1. Due
to the extended length of the L-shaped slot being much
longer than the width of the slot, it allows sufficient area
for the loading of diodes and capacitors. In addition, by
controlling the extension direction of the slot, the amount
of current fed into the EBG #1 can be controlled.

In order to observe the effect of Webg1 on the
microstrip line’s reflection, the state of S1 is set to
ON with g = 0.2 mm. According to Eq. (4), the
Webg1 corresponding to 2.45 GHz is predicted to be
approximately 8 mm. Therefore, the scanning range of
Webg1 is selected to be 4-10 mm. As shown in Fig. 4,
when Webg1 = 5 mm, the antenna can generate the
rejected frequency of 2.45 GHz. Due to the neglect
of edge effects in formulas (1) and (2), the estimated
Webg1 is larger than the actual one. Then, the state of
S1 is switched to OFF to observe whether the EBG #1
is still coupled to the microstrip line when the circuit is
open. Obviously, in this case, the impact of EBG #1 can
be ignored.

Figures 5 (a) and (b) compare the current distribu-
tion on the back of the antenna before and after etching
the L-shaped slot. It can be observed that as the current
converges toward the L-shaped slot, it does indeed serve
to guide the current.

C. Antenna design by loading EBG #2

Considering that the EBG cell needs to be coupled
with sufficient current to better achieve frequency reject-
ing, it is hard to achieve high-frequency of WLAN fil-
tering by reducing the size of the EBG # 1 further. And
it is necessary to consider the welding interval and diffi-
culty issues between the processed SMA connector and

Fig. 4. S11 changes of the patch antenna with or without
EBG #1 at different Webg1.
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(a)

(b)

Fig. 5. The current distribution on the back of the antenna
before and after etching the L-shaped slot at a resonant
frequency of 2.45 GHz: (a) before grooving and (b) after
grooving.

EBG and capacitor components. Therefore, the EBG # 2
is placed on the back of the antenna patch, as shown in
Fig. 6. It is connected to the feeder through S2 and uses
the conductivity of the microstrip line as a ground.

Figure 7 shows the effect of EBG #2 size parame-
ters Webg2 and Lebg2 (with d1 = 2.8 mm and a1 = 1.8
mm) on the antenna’s notch frequency. When Lebg2 =
0.5 mm, it can be observed that the filtered frequency

(a) (b)

Fig. 6. The structural diagram of the antenna loaded EBG
#2 from (a) top view and (b) back view.

Fig. 7. S11 changes of the patch antenna with or without
EBG #2 at different Webg2 and Lebg2.

will shift toward lower frequencies as Webg2 increases. A
similar phenomenon also occurs when Lebg2 increases.
When S2 is in the OFF state, it can be seen that the
antenna operates in the high-frequency range of 4.2-
5.76 GHz. Like the EBG #1, the EBG #2 will not
interfere with the operation of the antenna itself in this
state.

Figure 8 shows the influence of d1 on the S11 of the
monopole antenna with EBG #2. It can be observed that
when d1 increases from 2.8 mm to 3.2 mm, the center
frequency of the notch band decreases from 5.15 GHz to
5 GHz, with a slight change, indicating that d1 has little
effect on the antenna.

The optimized parameters are shown in Table 1.

Fig. 8. S11 of the patch antenna with EBG #2 at differ-
ent d1.
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Table 1: Optimized parameters of the EBG units (unit:
mm)

Parameter Value Parameter Value

Webg1 5 a1 1.8
Webg2 3 R1 0.25
Lebg2 1 R2 0.3

gs 0.1 Ls 1.45
Ws 4.9 d1 2.8

For convenience, the different state combinations of
S1 and S2 are represented by F1, F2, and F3, which are
listed in Table 2.

Table 2: Symbols of switches in different states
Symbols Diode Status

S1 S2

F1 OFF OFF
F2 OFF ON
F3 ON OFF

III. MEASURED RESULTS AND
DISCUSSION

The proposed antenna is fabricated and measured as
shown in Fig. 9. Considering that DC regulated power
supply is an existing equipment in the laboratory, it has
the function of a switching power supply and can pro-
vide stable and adjustable voltage. Therefore, for ease of
testing, we use DC instead of batteries to power the bias
circuit. Due to the fact that the diodes of the proposed
antenna will not be in the ON-ON states in the experi-
ment, only one DC is needed to power two PIN diodes
separately to test the performance of the antenna in three
states. When testing S11, a 1 V stabilized power supply
was connected to the bias circuit of the antenna, so the
impact of the bias circuit on the antenna performance
was tested.

(a) (b)

Fig. 9. Photograph of the fabricated antenna: (a) Physical
photos of the antenna and (b) photos of the testing envi-
ronment.

Fig. 10. Comparisons between the simulated and mea-
sured S11 of the proposed antenna in different switching
states.

The comparisons of the simulated and measured
S11 in F1, F2, and F3 states are shown in Fig. 10. The
measured results show that in F1 state (the diodes in
OFF-OFF state), the antenna operates in two frequency
bands: 2.2-3.7 GHz and 4.8-6 GHz; In F2 state, the
antenna can generate a notch band of 5.11-5.51 GHz,
which belongs to the high-frequency of the WLAN;
In F3 state, the antenna can generate a notch of 2.3-
2.49 GHz, covering the low-frequency of the WLAN.
Although there are some differences between the simula-
tion and test results, which may be due to the fabrication
tolerance and welding of the switch, they are generally
consistent.

The simulated and measured peak gains of the
antenna in different switching states are shown in Fig. 11.
It can be seen that the low-frequency peak gain and high-
frequency peak gain of the antenna in F1 state are 2.5
dBi and 3.3 dBi, respectively. The gain of the antenna
within the two WLAN filtering frequencies is as low as
-2.65 dBi and -4.65 dBi, respectively, indicating that the
antenna can effectively suppress the gain in the notch fre-
quency bands.

Figures 12, 13, and 14 show the two-dimensional
radiation patterns of the proposed antenna at resonance
frequencies of 2.8 GHz and 5.25 GHz, 2.8 GHz and 4.8
GHz, and 2.8 GHz and 5.25 GHz in different switch-
ing states. In these three states, the co-polarization and
cross-polarization ratios exceed 21 dB, 27 dB, and 21
dB, respectively. As the figures show, the omnidirec-
tional radiation characteristics are observed in the E and
H planes.

The performance comparison between the proposed
antenna and other antennas in references [15–18] is
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Fig. 11. Comparisons between the simulated and mea-
sured peak gains of the proposed antenna in different
switching states.

(a)

(b)

Fig. 12. Simulated and measured radiation patterns at
frequencies of (a) 2.8 GHz (with status F1) and (b) 5.25
GHz (with status F1).

listed in Table 3. The results show that the filtering
frequency of the antenna covers the two frequency bands
of WLAN, and has a relatively small size and low gain
in the notch band, demonstrating a better performance.

(a)

(b)

Fig. 13. Simulated and measured radiation patterns at
frequencies of (a) 2.8 GHz (with status F2) and (b) 4.8
GHz (with status F2).

(a)

(b)

Fig. 14. Simulated and measured radiation patterns at
frequencies of (a) 2.8 GHz (with status F3) and (b) 5.25
GHz (with status F3).



901 ACES JOURNAL, Vol. 38, No. 11, November 2023

Table 3: Comparisons with the other EBG notch-band
antennas

Ref. Size
(
mm3

) Notch Band

Controllability

No. of

EBGs

Notched Band

(GHz)
Realized

Gain (dBi)

15 62.5×100×1.52 YES 6
1.1,1.59,2.17,2
.76,3.25,3.88 −20,−19

16 50×80×1.6 YES 2 3.625−4.2 -0.9
17 42×50×1.6 YES 2 4 -2.9
18 38×47×0.8 No 2 3.3,5.72,8.32 −0.9,−3,−0.1

Proposed
Antenna 35×46×0.8 YES 2

2.3−2.49,5.11−
5.51 −2.65,−4.55

IV. CONCLUSION

A dual broadband monopole antenna with a bias cir-
cuit and PIN diode based on EBG structure and a notch
reconfigurable function is proposed. The two mushroom-
shaped EBGs are placed at the edge of the feeder and
behind the radiation patch, making full use of the avail-
able space of the antenna. By controlling the ON/OFF
state of the diodes through the paranoid circuit, the band-
notched reconfigurable function of the two bands can be
realized. The measured results show that the proposed
antenna can operate in three states: OFF–OFF, OFF–
ON, and ON–ON. When PIN diodes are in the OFF–
OFF states, the antenna can operate at frequencies of
2.2-3.7 GHz and 4.8-6 GHz, with a peak gain of 2.5
dBi and 3.3 dBi, respectively. When PIN diodes are in
the OFF–ON states, a notched band of 5.11-5.51 GHz is
generated with a realized gain as low as -4.55 dBi. When
PIN diodes are in the ON–ON states, a notched band of
2.3-2.49 GHz is generated, and the realized gain of the
antenna in the notched band is -2.65 dBi. This antenna
is applicable for band notch broadband communication
systems.
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Abstract – A ultra-wideband (UWB) multiple-input-
multiple-output (MIMO) antenna using double Y-shaped
decoupling structure with high isolation and triple
notched-band is presented. The designed antenna com-
posed of two orthogonally placed monopole elements,
coplanar ground and double Y-shaped branch. The
defected substrate structure is used to achieve minia-
turization. By slotting successively C-shaped slot, semi-
circular slot and rectangular slot on the radiation patch
and the ground, achieved three notched bands at 3.5 GHz
WiMAX, 5.25 GHz WLAN, and 7.5 GHz X-band. The
proposed antenna can operate in range of 2.56-12 GHz
with triple notched bands of 3.31-3.96 GHz, 4.58-5.67
GHz and 6.57-8.16 GHz. Considering all the results, it
can be concluded that the antenna presented has a great
performance in terms of good radiation, high isolation
(>24 dB), a low level ECC (<0.01) and a high DG level
(>9.99), which proves the presented antenna has good
prospect in UWB-MIMO systems.

Index Terms – band-notched, DGS, defected substrate
structure, high isolation, MIMO, SRR.

I. INTRODUCTION

Many scholars have studied ultra-wideband (UWB)
technology for many years because by using this technol-
ogy, wireless communication can be greatly improved in
channel capacity and quality without having to increase
the transmission power or spectrum. Although UWB
technology has the advantages mentioned above, the
application of UWB technology in other fields is limited
because of its short transmission distance and limited
signal transmission rate. Integration of UWB technology
and multiple-input-multiple-output (MIMO) technology
can overcome these shortcomings. MIMO antenna inte-
grates at least two antenna elements on a dielectric sub-
strate. Due to the limitation of substrate size, the two
elements will be coupled with each other when they are
close.

UWB covers the working bands of systems includ-
ing WiMAX (3.3-3.7 GHz), WLAN (5.15-5.35 GHz),

X-band (7.25-7.75 GHz) and so on. When UWB antenna
works, it is easy to interfere with the above-mentioned
systems, so suppressing overlapping band signals has
become a research hotspot. The most effective method
is to fabricate a UWB antenna with notched functions.
[1–5] all achieve ultra-wide band. However, it is diffi-
cult and challenging to design an UWB-MIMO antenna
that is small, has good anti-interference capabilities, a
low coupling, and multiple notch characteristics.

Recently, MIMO technology has received a great
attention. When MIMO technology is used in antenna
design, it can help antennas achieve a high transmission
rate and a stable transmission reliability. With MIMO
technology, the signal is transmitted in multiple chan-
nels, thereby reducing multipath fading and increasing
transmission capacity [6]. Many UWB-MIMO antennas
are proposed in [6–22]. A circularly polarized MIMO
antenna is designed in [6]. Although the impedance
bandwidth is from 3.1-13.5 GHz, the antenna has a nar-
row axial ratio bandwidth from 4.7-6.1 GHz and is sus-
ceptible to be interfered by other useful bands. The slit
slot is etched to improve isolation. In [7], a novel decou-
pling is used to improve isolation, which inter-element
isolation is over 25 dB, but the function of notch is not
realized. In [8], to get the notched-band characteristic a
T-shaped slot is added; but it only realizes a notched band
at 5.2 GHz, and the isolation just blow -15 dB. [9] pro-
posed a MIMO antenna with the isolation higher than
20 dB. Loading a complementary CSRR produces two
notched bands. [10] proposed a UWB-MIMO antenna
which has two notch bands in 3.1-4.8 GHz and 5.1-6.3
GHz. The isolation which is enhanced by T-shape stubs
is all better than 20 dB in the whole bands. [11] proposed
an asymmetric coplanar strip fed MIMO antenna with
two notched bands at WiMAX band and WLAN band.
In [12], an increased level of isolation is achieved by
introducing a defected ground structure. In order to gen-
erate triple notched bands, a C-shaped slot is introduced
in the antenna, but the isolation is only less than 15 dB
at working bands. Moreover, some three-notched bands
antennas with microstrip feed are proposed in literatures
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[23–28]. The different EBG structures are used to realize
three notched bands at WiMAX, X Band, and WLAN
in [23, 24]. In [25], a novel 4-element UWB antenna
was presented with three notch-band characteristics, and
the orthogonal separated trapezoidal structure is used to
enhance isolation. In [26], A MIMO antenna with three
notches is designed, three notched bands are at 4.56,
7.25, and 9.08 GHz with great isolation of -22 dB. In
[27], a UWB-MIMO antenna with three L-shaped slots
is presented. In [28], a 4×4 UWB-MIMO antenna is
designed with three notch frequencies at 3.72, 5.53 and
8.2 GHz.

This paper presents a CPW-fed UWB-MIMO
antenna with a triple notched band and a double Y-
shaped decoupling structure. There are two orthogonally
placed monopole elements and a Y-shaped branch in this
antenna. In summary, the innovations of the proposed
antenna are as follows:(1) The defected substrate struc-
ture helps to achieve miniaturization;(2) The antenna has
a filtering performance. The simulation and experiment
results indicated that the antenna proposed in this paper
could operate form 2.56-12 GHz except three notched
bands from 3.31-3.96 GHz, 4.58-5.67 GHz, and 6.57-
8.16 GHz;(3) The double Y-shaped stub is introduced to
improve the isolation between the antenna ports better
than 24 dB;(4) The coplanar waveguide (CPW) feeder is
easy to be integrated in applications.

II. ANTENNA DESIGN AND ANALYSIS
A. Antenna Structure

The MIMO antenna design structure and physical
photograph are shown in Fig. 1, it composed of two
orthogonal circular monopole elements with tapered feed
line, coplanar ground and Y-shaped branch. Firstly, the
proposed antenna is fabricated on a 50×50×0.8 mm3

FR-4 square substrate, with a dielectric constant = 4.4,
and loss tangent = 0.02. Then, the substrate is cut to min-
imize the size of antenna (the reduced size is 31.04 % of
the original size). By etching slots on the radiation patch
and ground, triple notched bands are achieved. The slot
length of L is usually λ /2 or λ /4, the formula is as fol-
lows in [30, 31]:

L =
C

2 fcenter
√εe f f

, (1)

εe f f =
εr +1

2
+

εr −1
2

(1+
12h
w f

)−0.5, (2)

where C means the light speed, fcenter denotes the cen-
ter frequency of the notch band, and εeff represents the
effective value of the dielectric constant. h is the thick-
ness of the substrate. Wf and εr are the width of feeder
and relative dielectric constant of substrate. Detailed
dimensions of designed MIMO antenna can be seen in
Table 1.

(a)

(b)

Fig. 1. Structure of the antenna: (a) Geometry of the
antenna, (b) physical photograph of the antenna.

Table 1: Detailed dimensions of proposed antenna(mm)
L 1 L 2 L3 L d S1
8 22 5.3 9.1 36

S2 LZ1 LZ2 W1 W2
16 13.6 3 14.5 5.6
W3 WF WD WZ1 WZ2
0.5 0.2 3 5 0.6
R0 R1 a1 a2 a3
8.7 3 60 57 1.6
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(a) Ant-1 (b) Ant-2

(c) Ant-3 (d) Ant-4

Fig. 2. Design process of notched band MIMO antenna.

B. Design process

HFSS-18 is used to design the proposed antenna.
Figure 2 depicts the designed triple notched-band
antenna. By adding slots on the ultra-bandwidth MIMO
antenna, three notched bands are generated. The simu-
lated S11 and S21 of four different antennas were shown
in Fig. 3.

The S11 of Ant-1 without slot is from 2.6 -12 GHz.
In Ant-2, a notched band is generated from 3.98-4.70
GHz by adding an annular slot on the radiation patch.
The notch frequency is set at 4.5 GHz. According to the
formula (1) and (2), the approximate length of the annu-
lar slot is 40 mm. In Ant-3, another notch frequency is
set at 3.3 GHz and the approximate length of the rectan-
gular slot is 60 mm. Two slots interact with each other.
Finally, two notched bands are generated from 3.11-3.79
GHz and 4.97-5.02 GHz by introducing C-shaped slot
and rectangular slot on the radiation patch. By adding a
rectangular slot on the ground of Ant-3, Ant-4 generates
three notch frequencies from 3.11-3.79 GHz, 4.97-5.15
GHz and 6.80-7.97 GHz. At the same time, the S21 of
all four antennas is less than -20 dB from 2.6 -12 GHz,
which show all antennas have good performance.

C. Analysis of decoupling structure

A double Y-shaped branch is designed as an isolator
in this paper. The antenna with and without double Y-
shaped branch are shown in Fig. 4, and the influence of
double Y-shaped structure on simulated S-parameter is
shown in Fig. 5. The S21 of antenna without branch is less

(a)

(b)

Fig. 3. Effects of different slots on S-parameters: (a) S11,
(b) S21.

(a) (b)

Fig. 4. Diagram of the schematic: (a) Without branch, (b)
with branch.

than -17 dB at all working bands, and the S21 of antenna
with branch is below than -20 dB from 3-12 GHz, which
show the branch is useful to enhance isolation.

To understand the decoupling mechanism of the Y-
shaped structure, Fig. 6 indicates the current distribution
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(a)

(b)

Fig. 5. Effects of branch on S-parameters: (a) S11
and (b) S21.

(a)

(b)

Fig. 6. Surface current distributions at 7 GHz when Port
1 acts as the exciter and Port 2 connects 50 Ω load: (a)
Antenna with branch and (b) antenna without branch.

(a)

(b)

Fig. 7. The S-parameters with single and double Y-
shaped branch: (a) S11, (b) S21.

of antenna with branch and without branch at 7 GHz.
In Fig. 6 (a), the current flows directly from one port
to another, which leads to poor independence between
antenna units. The coupling current of another antenna
element can be reduced effectively, when the double Y-
shaped structure is added in Fig. 6 (b).

Figure 7 shows simulated S-parameters of the
antenna with single and double Y-shaped branch. In
terms of S11, the middle notch band is more accurate to
filter 5.25 GHz WLAN. The S21 of antenna with single
Y-shaped branch is less than -20 dB except the band of
2.24-3.06 GHz. In addition, the S21 of the antenna with
double Y-shaped branch is less than -20 dB at all working
bands, and the decoupling effect is more obvious with
S21 less than -30 dB within 7.45-9.25 GHz.

Simulated results of S11 and S21 with different
lengths of L2 can be known in Fig. 8. L2 means the length
of double Y-shaped structure, the change of L2 mainly
affects the intermediate notched band. When the value
of L2 is 22 mm, the intermediate notched band is wider
than others, and S21 is less than -20 dB from 2-12 GHz.

D. The influence of slots

To further understand the influence of slots on anten-
nas, Fig. 9 indicates the current distribution of the
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(a)

(b)

Fig. 8. Simulated of different parameters: (a) S11 and
(b) S21.

(a)

Fig. 9. Continued.

(b)

(c)

Fig. 9. Simulated surface current distribution when Port
1 acts as the exciter: (a) 3.4 GHz, (b) 5.25 GHz, and (c)
7.5 GHz.

antenna at notched band center frequencies of 3.4, 5.25
and 7.5 GHz. In Fig. 9 (a), lots of current accumulates on
the C-shaped slot which is added to generate a 3.4 GHz
notch band. From Figs. 9 (b) and (c), annular slot and
rectangular slot have the same effect as the C-shaped slot
and produce 5.25 GHz notch band and 7.5 GHz notch
band respectively.

III. RESULTS AND DISCUSSIONS
A. S-parameter

S-parameters were measured by an Agilent E8362B
network analyzer. One port is excited during the mea-
surement, while the other port is connected to 50-ohm
load.

In Fig. 10, the measured S11 < -10 dB (or VSWR
< 2) is from 2.56 to 12 GHz, except notched frequen-
cies of 3.31-3.96 GHz, 4.58-5.67 GHz, and 6.57-8.16
GHz. Moreover, the measured S21 is lower than -24 dB
in working band.
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(a)

(b)

(c)

Fig. 10. Comparisons between simulated and measured
values of S-parameters: (a) S11, (b) VSWR, (c) S21.

B. Radiation pattern

The antenna radiation pattern measurement of far
field is shown in Fig. 11. Radiation patterns at 2.8
GHz, 4.1 GHz, 5.9 GHz, and 9.1 GHz are depicted in

Fig. 11. Antenna far field measurement setup.

Fig. 12. The antenna exhibits omnidirectional radiation
in H-plane and bidirectional radiation in the E-plane. At
9.1 GHz, the antenna’s asymmetric ground produces a

(a) E-plane at 2.8 GHz

(b) H-plane at 2.8 GHz

Fig. 12. continued.
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(c) E-plane at 4.1 GHz (d) H-plane at 4.1 GHz

(e) E-plane at 5.9 GHz (f) H-plane at 5.9 GHz

(g) E-plane at 9.1 GHz (h) H-plane at 9.1 GHz

Fig. 12. Radiation patterns.
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slight distortion of the radiation pattern, but it does not
influence its radiation performance.

C. Diversity Performance

The diversity characteristic is mainly determined
by envelope correlation coefficient (ECC). ECC can
effectively reflect the coupling degree between radia-
tion patterns of different elements of the MIMO antenna.
According to [12], a formula for ECC based on the S-
parameter can be found in equation (3).

ECC =

∣∣∣∣∣∣ S11
∗S12 +S21

∗S22

(

√
1−|S11|2 −|S21|2) · (

√
1−|S22|2 −|S12|2)

∣∣∣∣∣∣ .
(3)

The ECC is shown in Fig. 13 (a), which meets the
requirement of port isolation for UWB MIMO antenna.

(a)

(b)

Fig. 13. Simulated or measured results. (a)ECC and DG.
(b) TARC.

A closely related parameter to ECC is the diversity
gain (DG). It is also a vital parameter. The formula is as
follows:

DG = 10
√

1−ECC2. (4)
Figure 13 (a) depicts that the presented MIMO

antenna has a great DG characteristic, which is greater
than 9.99.

To predict the behavior of MIMO antenna systems,
the total active reflection coefficient (TARC) is intro-
duced. The simulated TARC is shown at Fig. 13 (b). The
formula is expressed as:

TARC =

√
(S11 +S12e jθ )2 +(S21 +S22e jθ )2

2
. (5)

D. Gain

Figure 14 indicates the gains of the MIMO antenna.
The gain keeps stable from 2.5-12 GHz. Addition-
ally, the gains at three rejected bands decrease dramat-
ically.

Fig. 14. Simulated and measured gain of MIMO
antenna.

E. Comparison

Table 2 compares performance between proposed
antenna and previous ones. Although [5–7] are designed
with MIMO technology, they cannot filter interference
band. And the presented antenna has more notched bands
compared with references [8–11]. In comparison to other
similar antennas reported in references [12 ,23–28], the
presented antenna has a better isolation, wider band-
width, lower ECC level and CPW feed.
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Table 2: Performance comparison with previous antennas

Paper

Electrical
Size
(λ0 is

Calculated at
lower band)

Antenna Size
(
mm3

) Band-width
(GHz)

Mutual
Coupling

(dB)

The Detailed
Bands Notched

(GHz)

Bands
Notched ECC DG Feeder Method

[5] 0.38×0.38 38×38×1.6 3−20 <−17 – 0 < 0.08 9.97 CPW feed
[6] 0.26×0.52 25×51×0.8 3.1−13.5 <−18 - 0 < 0.01 9.9 CPW feed
[7] 0.50×0.35 50×35×1 3.0−11 <−25 - 0 < 0.004 - Microstrip feed
[8] 0.33×0.26 33×26×1.6 3−11 <−15 4.5−5.5 1 < 0.03 - Microstrip feed

[9] 0.25×0.38 24×36×1.6 3.1−13.4 <−15
5.15−5.8

8−12 2 – - Microstrip feed

[10] 0.18×0.35 18×35×1.6 2.3−12 <−20
3.1−4.8
5.1−6.3 2 < 0.035 - CPW feed

[11] 0.35×0.35 37×37×1.6 2.9−10.6 <−15
3.3−3.8

5.15−5.825 2 < 0.02 - CPW feed

[12] 0.27×0.43 27×42×1.6 3.1−11.5 <−15
3.3−3.7
3.7−4.2

5.15−5.85
3 < 0.015 9.99 CPW feed

[23] 0.14×0.24 21×36×1.6 2−11 <−15
3.3−3.6

5−6
7.9−8.6

3 < 0.015 9.95 Microstrip feed

[26] 0.39×0.39 39×39×1.57 3.1−10.6 <−22
4.52-4.6,
7.02-7.49,

8.78−9.338
3 < 0.02 9.99 Microstrip feed

[27] 0.24×0.31 21×27×0.8 3.1−11 <−20
3.3−3.75
5.07−5.95
7.6−8.6

3 < 0.04 - Microstrip feed

[28] 0.58×0.58 44×44×0.8 3.5−11 <−23
3.72,
5.53
8.2

3 < 0.008 - Microstrip feed

This paper 0.42×0.30 50×36×0.8 2.56−12 <−24
3.31−3.96
4.58−5.67,
6.57−8.16

3 < 0.01 9.99 CPW feed

IV. CONCLUSION

Using a double Y-shaped decoupling structure, this
paper introduces a CPW-fed UWB-MIMO antenna that
exhibits triple notching characteristics and high isola-
tion. Three notched bands of the antenna are realized
by etching slots on the patch and coplanar ground. The
proposed MIMO antenna has an ultra-wide band from
2.56-12 GHz with three notched bands which are from
3.31-3.96 GHz, 4.58-5.67 GHz and 6.57-8.16 GHz, and
the measured isolation is all higher than 24 dB in whole
bands. In addition, ECC are below 0.01 and DG is above
9.99. All the simulated and experiment results indicated
that presented antenna is suitable in UWB field.
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Abstract – An analytical model of an E-core driver-
pickup coils probe located above a multilayer conductor
containing a hidden cylindrical conductor is presented.
The truncated region eigenfunction expansion (TREE)
method is used to deal with the axial symmetry prob-
lem, and the closed-form final expression of the induced
voltage in the pickup coil is derived. The changes of
the induced voltage in the pickup coil due to the hid-
den cylindrical conductor are examined and calculated
in Mathematica. Experiments and finite element simula-
tions are performed and the results are compared with
the analytical results, and they are in good agreement.

Index Terms – Analytical model, cylindrical conductor,
E-core driver-pickup coils probe, eddy current testing,
induced voltage.

I. INTRODUCTION

In the aviation, petrochemical, nuclear power, and
other industries, nondestructive testing and evaluation
(NDT&E) methods are extensively used to acquire
information about important components and structures,
which is of great significance to ensure the normal oper-
ation of equipment and prevent accidents. Eddy current
testing (ECT) is a widely used NDT method for detect-
ing conductor defects due to its distinct advantages, such
as non-contact, high sensitivity, and low cost. If the ECT
probe is an absolute coil probe, the information obtained
is the coil impedance or coil impedance change [1–
3]. If the probe consists of a driver coil and a pickup
coil, an induced voltage will be generated in the pickup
coil.

The purpose of many practical ECT is to find the
characteristics of conductive materials or reconstruct the
shape of defect in the conductor by measuring changes
of the coil impedance or changes of the induced volt-
age in pickup coils [4–6]. In the defect inversion oper-
ation [7–8], a lot of time is consumed in the forward
model for repeated computations. Therefore, a fast and
accurate forward model is very important for conductive

defect evaluation. In general, the analytical model has the
advantages of fast calculation speed and high accuracy
compared with the finite element method. The traditional
ECT analytical models proposed by Dodd and Deeds,
whose final expressions are in integral form, have been
widely used in ECT for more than fifty years [9]. Later,
Theodoulidis proposed the truncated region eigenfunc-
tion expansion (TREE) method, which can obtain the
expression of response in the form of series [10]. Com-
pared with traditional integral model, one of the most
important advantages of the TREE method is its fast cal-
culation speed.

Coils are usually combined with ferrite cores to form
a magnetic core probe, such as I-core, E-core, and T-
core probes. The magnetic core has the function of con-
centrating the magnetic field, reducing flux leakage and
shielding external electromagnetic interference. There-
fore, in ECT, the sensitivity of a ferrite core coil is higher
than that of an air core coil [11–12]. Among various
magnetic cores, E-core has been widely used due to its
superior performance.

In this paper, as shown in Fig. 1, the analytical model
of an E-core probe placed over a layered conductor is
investigated. The probe consists of two coils, an inner
coil and an outer coil, both surrounding the column of
the E-core with a circular air gap. If one of the coils
is selected as the excitation coil and the other as the
pickup coil, an E-core driver-pickup probe is formed. If
the inner and outer coils are connected in series, they can
also form an absolute E-core probe. For the case of an
absolute cored coil probe located above an infinite lay-
ered conductor, on a multilayer conductor containing air
hole, or on a multilayer conductive disk, many schol-
ars have conducted extensive research on their analytical
models and derived expressions of the coil impedance
of the E-core probe with air gap in various cases [12–
15]. However, the analytical model of an E-core probe
consisting of an excitation coil and a pickup coil above
a multilayer conductor containing a hidden cylindrical
conductor has not been examined. In some special appli-
cations, driver-pickup coils probes have advantages over
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absolute coil probes, and the solution method for a multi-
layer half-space conductor containing a hidden cylindri-
cal conductor is different from that for a multilayer con-
ductor with air hole, so it is necessary to further investi-
gate its analytical model.

II. SOLUTION

The analytical model shown in Fig. 2 (a) is first
analyzed, a filamentary driver coil cd and a filamen-
tary pickup coil cp. The two filamentary coils are on
the same plane, but have different radii, and are both
wound around the column of an E-core with a circular
air gap. The probe is located above four layers of non-
magnetic conductors, the second layer is a hidden cylin-
drical conductor with radius c, and the remaining lay-
ers are half-space conductors. From top to bottom, the
conductivities of each layer of conductors are σ6, σ7,
σ8, and σ9, respectively. The plane z = 0 coincides with
the upper surface of the conductor. The whole problem
region is truncated into a cylinder with radius b in the
radial direction, and the homogeneous Dirichlet condi-
tion is applied to the magnetic vector potential on the
truncation boundary.

According to the problem geometry, nine regions are
formed along the z-axis in Fig. 2 (a). The cylindrical con-
ductor is hidden in region 7. For other regions, the eigen-
values of each region can be defined and calculated in a
similar way as discussed for E-core coil in the references
[12–14], and will not be repeated here.

Region 7 consists of two subregions: cylindrical
conductor (0 ≤ r ≤ c) and air space (c ≤ r ≤ b). The
magnetic vector potentials of these subregions can be
expressed in general form as

Ac = AEJ1(vir)F1(uic) 0 ≤ r ≤ c , (1)
Aa = AEJ1(vic)F1(uir) c ≤ r ≤ b , (2)

where
Fn(uir) = Jn(uir)Y1(uib)− J1(uib)Yn(uir), (3)

where Jn and Yn are first kind Bessel functions of n order.
AE is the unknown coefficient, and ui and vi are the cor-
responding discrete eigenvalues. The eigenvalues ui and

Fig. 1. E-core driver and pickup coils probe located
above layered conductor containing a hidden cylindrical
conductor.

(a)

(b)

Fig. 2. Axially symmetric E-core (a) filamentary and (b)
rectangular cross-section driver and pickup coils probe
located above a layered conductor containing a cylindri-
cal conductor.

related values vi can be computed from the roots of the
following equation obtained from the interface condi-
tions in the radial direction at r = c.

1
μ7

viF1(uic)J0(vic) = uiJ1(vic)F0(uic). (4)

Finding all eigenvalues accurately is crucial for the
correctness of the final analytical calculation results. The
Newton-Raphson iteration scheme is a reliable method
for calculating eigenvalues [10]. In recent years, some
more accurate methods have been proposed to ensure
that all eigenvalues are found [16–18].

The relationship between ui and vi is as follows:

ui =
√

v2
i + jωμ0μ7σ7. (5)
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The general expressions of the magnetic vector
potential in the nine regions in Fig. 2 (a) can be expressed
in matrix form as follows:

A1(r,z) = J1(qr)q−1e−qzC1, (6)

A2(r,z) =

⎧⎪⎨⎪⎩
J1(mr) 0 ≤ r ≤ a1

R1(mr)m−1 (e−mzC2 − emzB2) a1 ≤ r ≤ a4

R′
1(mr) a4 ≤ r ≤ b

, (7)

A3(r,z) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

J1(pr) 0 ≤ r ≤ a1

L1(pr) a1 ≤ r ≤ a2

L′
1(pr)p−1 (e−pzC3 − epzB3) a2 ≤ r ≤ a3

L′′(pr) a3 ≤ r ≤ a4

L′′′(pr) a4 ≤ r ≤ b

, (8)

A4(r,z) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

J1(pr) 0 ≤ r ≤ a1

L1(pr) a1 ≤ r ≤ a2

L′
1(pr)p−1 (e−pzC4 − epzB4) a2 ≤ r ≤ a3

L′′(pr) a3 ≤ r ≤ a4

L′′′(pr) a4 ≤ r ≤ b

, (9)

A5(r,z) = J1(qr)q−1 (e−qzC5 − eqzB5
)
, (10)

A6(r,z) = J1(qr)s−1
6

(
e−s6zC6 − es6zB6

)
, (11)

A7(r,z) =

{
J1(vr)F1(uc)

F1(ur)J1(vc)
u−1(e−uzC7 − euzB7)

0 � r � c

c � r � b
, (12)

A8(r,z) = J1(qr)s−1
8 (e−s8zC8 − es8zB8), (13)

A9(r,z) = −J1(qr)s−1
9 es9zB9, (14)

where
s6 =

√
q2 + jωμ0μ6σ6, (15)

s8 =
√

q2 + jωμ0μ8σ8, (16)

s9 =
√

q2 + jωμ0μ9σ9. (17)

The magnetic vector potential of each region in
Fig. 2 (a) can be obtained by solving equations (6) to
(14) using the interface conditions. The magnetic vector
potential between region 3 and region 4 in Fig. 2 (b) can
be derived by replacing z2 with z in A3 and z1 with z in
A4, and then adding them together.

In Fig. 2 (b), the magnetic induction in z direction
generated by the Nd turns excitation coil in region 3-4
can be expressed as follows:

Bz(3−4) =
μNdI

2(r2 − r1)(z2 − z1)
D−1pL′

0(pr)

× [p−4
∫ pr2

pr1

prdL′
1(prd)d(prd)]

·
〈

(e−pzC49 − epzB49)

× λ2[ep(h1−z1)− ep(h1−z2)]−λ1[ep(z2−h1)− ep(z1−h1)]

λ1e−ph1 C49 −λ2eph1 B49

+[2− ep(z1−z)− ep(z−z1)]

〉
(18)

where I is the excitation current flowing in the driver coil.

When the z-direction magnetic induction intensity
generated by the excitation coil passes through the
pickup coil, the magnetic flux penetrating the Np turns
of pickup coil can be obtained as:

φ =
πμNdNpI

(r2 − r1)(z2 − z1)(r4 − r3)(z4 − z3)

×D−1[p−4
∫ pr2

pr1

prdL′
1(prd)d(prd)]

· 〈[(e−pz3 − e−pz4 )C49 +(epz3 − epz4 )B49]

×λ2[ep(h1−z1)− ep(h1−z2)]−λ1[ep(z2−h1)− ep(z1−h1)]

λ1e−ph1 C49 −λ2eph1 B49

+[2p(z4 − z3)+ ep(z1−z4)− ep(z1−z3)− ep(z4−z1) + ep(z3−z1)]
〉

·p−3
∫ pr4

pr3

prpL′
1(prp)d(prp)

(19)

The induced voltage generated in the pickup coil of
rectangular cross section is derived as follows:

V = Vco ·D−1 ·p−4χ ′(pr1,pr2) · (W1W−1
2 W3 +W4)

·p−3χ ′(pr3,pr4), (20)
where

Vco =
jωπμNdNpI

(r2 − r1)(z2 − z1)(r4 − r3)(z4 − z3)
, (21)

χ ′(x1,x2) =
∫ x2

x1

xL′
1(x)dx, (22)

W1 = (e−pz3 − e−pz4)C49 +(epz3 − epz4)B49, (23)
W2 = λ1e−ph1C49 −λ2eph1B49, (24)

W3 = λ2[ep(h1−z1)−ep(h1−z2)]−λ1[ep(z2−h1)−ep(z1−h1)],
(25)

W4 = 2p(z4 − z3)+ ep(z1−z4)− ep(z1−z3)

−ep(z4−z1) + ep(z3−z1)
, (26)

λ1 = (T−U)em(h1−h2)F−1(H+G)

−(T+U)em(h2−h1)F−1(H−G)
, (27)

λ2 = [(T+U)em(h2−h1)F−1(H+G)

−(T−U)em(h1−h2)F−1(H−G)]
, (28)

C89
B89

=
1
2

e∓s8d3(1∓ s8s−1
9 )e−s9d3 , (29)

C79
B79

=
1
2

e∓ud2 [(N∗−1E±N−1Eqs−1
8 )es8d2C89

+(N∗−1E∓N−1Eqs−1
8 )e−s8d2B89]

, (30)

C69
B69

=
1
2

e∓s6d1 [(E−1N∗ ± s6q−1E−1N)eud1C79

+(E−1N∗ ∓ s6q−1E−1N)e−ud1B79]

, (31)

C59
B59

=
1
2
[(μ−1

6 ±qs−1
6 )C69 +(μ−1

6 ∓qs−1
6 )B69], (32)

C49
B49

=
1
2

e±ph0D−1

× [(H∗ ±G∗)e−qh0 C59 +(H∗ ∓G∗)eqh0B59].
(33)

The definitions of T, U, F, D, H, G, N, N∗, H∗ and
G∗ can be found in the APPENDIX.
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III. SPECIAL CASES

When the radius of the hidden cylindrical conductor
in the second layer is infinite, the general expression of
the magnetic vector potential for region 7 in Fig. 2 (a)
becomes

A7(r,z) = J1(qr)s−1
7 (e−s7zC7 − es7zB7), (34)

where
s7 =

√
q2 + jωμ0μ7σ7. (35)

The induced voltage of the pickup coil can still
be expressed as (20), but some coefficients need to be
changed as follows:

C79
B79

=
1
2

e∓s7d2 [(1± s7s−1
8 )es8d2C89

+(1∓ s7s−1
8 )e−s8d2B89]

, (36)

C69
B69

=
1
2

e∓s6d1 [(1± s6s−1
7 )es7d1C79

+(1∓ s6s−1
7 )e−s7d1B79]

. (37)

When the hidden cylindrical conductor of the sec-
ond layer is absent, the induced voltage in the pickup coil
of the probe over multilayer conductor can be calculated
using (20) by setting σ7 = 0.

When the multilayer conductor is absent, the
induced voltage in the pickup coil can also be calculated
using (20) by setting σ6 = σ7 = σ8 = σ9 = 0.

When the E-core shown in Fig. 2 (a) is absent, only
two regions remain above the layered conductor, region
4 above and region 5 below the filamentary coil. The
general expression of the magnetic vector potential for
region 4 becomes

A4(r,z) = J1(qr)q−1e−qzC4. (38)
The expression of the induced voltage in the pickup

coil of an air-core probe can be derived as
V ′ = 2Vco ·E−1 ·q−4χ(qr1,qr2) ·(W5W−1

6 +W7) ·q−3χ(qr3,qr4),
(39)

where
χ(x1,x2) =

∫ x2

x1

xJ1(x)dx, (40)

W5 =[q(z4 − z3)− eq(z4−z2) + eq(z3−z2)]B59

+[e−q(z4+z1)− e−q(z4+z2)− e−q(z3+z1) + e−q(z3+z2)]C59
,

(41)
W6 = (1−qs−1

6 )C69 +(1+qs−1
6 )B69, (42)

W7 =
1
2
[q(z4 − z3)+ eq(z1−z4)− eq(z1−z3)]. (43)

When the E-core and the cylindrical conductor in
the second-layer are both absent, the induced voltage in
the pickup coil of an air-core probe can be calculated
using (39) by setting σ7 = 0, and the coefficients of C79,
B79, C69, and B69 are same as (36) and (37). When the
E-core and the layered conductor are both absent, the
voltage induced in the pickup coil of an air-core probe
can also be calculated using (39) by setting σ6 = σ7 =
σ8 = σ9 = 0.

For the above examined analytical model as shown
in Fig. 1, the inner coil is used as driver coil and the outer
coil is used as pickup coil. When the excitation is applied
to the outer coil and the inner coil is used as pickup coil,
the voltage induced in the pickup coil can be expressed
as

V
′′
= Vco ·D−1 ·p−4χ ′(pr3,pr4) · (W′

1W−1
2 W′

3 +W′
4)

·p−3χ ′(pr1,pr2)
, (44)

where
W′

1 = (e−pz1 − e−pz2)C49 +(epz1 − epz2)B49, (45)

W′
3 = λ2[ep(h1−z3)−ep(h1−z4)]−λ1[ep(z4−h1)−ep(z3−h1)],

(46)
W′

4 = 2p(z2−z1)+ep(z3−z2)−ep(z3−z1)−ep(z2−z3) +ep(z1−z3).
(47)

The other expressions of the coefficients used in cal-
culation are same as (22), (24), and (27)-(33).

IV. FEM AND EXPERIMENT VALIDATION

First, the analytical model is verified using the finite
element method (FEM). The software ANSYS Maxwell
is used to construct the simulation model according to
Fig. 2 (b), and the parameters used are the same as those
in Table 1. Maxwell 2D and 3D models as shown in
Figs. 3 and 4 can be established respectively. The solu-
tion type is chosen to be transient, and a sinusoidal wave
current with an effective value of 0.1 A and a frequency
range of 0.1 kHz to 10 kHz is applied to the excitation
coil. When the stopping time and time step are set, the
model can be analyzed, and the results of transient report
can be generated after the simulation is finished. The
induced voltage waveform in the pickup coil can be plot-
ted as shown in Fig. 5, and the peak value of the induced
voltage is extracted and used for comparison.

Since the model examined in this paper is axisym-
metric, a 2D model is used for the finite element simu-
lation. Compared with 3D models, 2D models have the
advantages of simple modeling and short running time to
obtain results.

The correctness of the analytical model is also veri-
fied by experimental measurement.

The E-core and homemade driver and pickup coils
are shown in Fig. 6. The material characteristic param-

Fig. 3. ANSYS Maxwell 2D model.
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Fig. 4. ANSYS Maxwell 3D model.

Fig. 5. Induced voltage in the pickup coil and the effec-
tive value of excitation current and frequency are 0.1 A
and 2 kHz, respectively.

(a) (b)

Fig. 6. (a) E-core, driver-pickup coils and (b) E-core
probe used in experiments.

eters of the magnetic core and conductor are collected
from the manufacturers. All parameters used in experi-
ments are shown in Table 1.

The effective value of the sinusoidal excitation cur-
rent applied to the driver coil is maintained at 0.1 A by
adjusting the amplitude of the sinusoidal signal in the
signal generator and the amplification factor of the power
amplifier. The induced voltage in the pickup coil is mea-
sured by a millivolt meter.

Firstly, when the driver coil is excited by a sinu-
soidal signal with a frequency range from 0.1 kHz to 10
kHz, the induced voltage in the pickup coil of the E-core
probe located above a layered conductor is measured.
The second layer is a cylindrical conductor with a radius
of 15 mm and a thickness of 4 mm, and the other layers
are square conductive plates with a side length of 15 cm
and different thicknesses. Then, the cylindrical conduc-

Table 1: Parameters of E-core, coils, and conductor used
in analytical calculation, FEM and experiment

Coil

Inner radius of driver coil r1 8.58 mm
Outer radius of driver coil r2 10.7 mm
Inner radius of pickup coil r3 10.8 mm
Outer radius of pickup coil r4 12.5 mm

Parameter z1, z3 0.74 mm
Parameter z2, z4 6.14 mm

Excitation current I 0.1 A
Number of turns (driver) Nd 280
Number of turns (pickup) Np 310

Ferrite Core

Inner column radius a1 2.7 mm
Outer column radius a2 7.95 mm

Inner core radius a3 15.1 mm
Outer core radius a4 17.74 mm

Core liftoff h0 0.1 mm
Inner core height h1 7.4 mm
Outer core height h2 11.1 mm
Core permeability μ f 3500

Conductor

Parameter d1 0.5 mm
Parameter d2 4.5 mm
Parameter d3 5 mm

Cylindrical conductor
radius

c 15 mm

Relative permeability μ6,μ7,μ8,μ9 1
Conductivity σ6,σ7,σ8,σ9 36 MS/m

Radius of the domain b 60 mm

tor of the second layer is replaced with a non-conductive
material of equal thickness, and the above measure-
ment is repeated. Finally, when the layered conductor is
absent, the above measurements are repeated again.

V. RESULTS AND DISCUSSION

First, as shown in Fig. 2 (b), equation (20) is used to
calculate the induced voltage in the pickup coil when the
E-core probe is located above the multilayer conductor.
The excitation current is 0.1 A, and the excitation fre-
quency range is 0.1 kHz to 10 kHz. Then the induced
voltages in the pickup coil without layered conductor
and without hidden cylindrical conductor are calculated,
respectively. The calculations are implemented in Math-
ematica using the parameters shown in Table 1. In all
these calculations, the solution domain truncation value
b = 60 mm (5 times the outer radius of the outer coil) and
the number of summation terms Ns = 60.

The analytical calculation results are compared with
those of FEM and experiment. When the driver coil is
excited by current signals of different frequencies, the
relationship between the changes of the effective value
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of the induced voltage in the pickup coil and the exci-
tation frequency due to the hidden cylindrical conduc-
tor is shown in Fig. 7. When the excitation frequency
is increased, the absolute value of the induced volt-
age change in the pickup coil first increases and then
decreases, and the maximum value of the induced volt-
age change occurs when the excitation frequency is
approximately 2.5 kHz. When the excitation frequency
is fixed at 2 kHz and only the excitation current is
changed, the change of induced voltage in the pickup
coil due to the cylindrical conductor is shown in Fig. 8.
The results show that as the excitation current increases,

Fig. 7. The relationship between excitation frequency
and the change of induced voltage in the pickup coil due
to cylindrical conductor for an air-core coil (μ f = 1) and
an E-core coil (μ f = 3500).

Fig. 8. The relationship between the excitation current
and the change of induced voltage in the pickup coil due
to the cylindrical conductor for an air-core coil (μ f = 1)
and an E-core coil (μ f = 3500).

the change of induced voltage in the pickup coil also
increases.

In all the above cases, the change of induced voltage
in the pickup coil of the E-core probe is larger than that of
the air-core probe, which indicates that the E-core probe
has a higher sensitivity than that of the air-core probe.

For E-core driver and pickup coils probe, in all cases
the relative error of ΔV between analytical calculation
and experimental measurement or FEM is less than 2%,
which shows a good agreement.

VI. CONCLUSION

The analytical model of an E-core driver and pickup
coils probe over a layered conductor containing hid-
den cylindrical conductor is proposed using the TREE
method. The expressions for the induced voltage in the
pickup coil are derived for the general case and for sev-
eral special cases. The analytical results are compared
with the results of experiment and FEM, and they are in
good agreement. The proposed analytical model can be
used for the design of ferrite cored driver-pickup probes,
ECT simulation of multilayer conductors, and can also
be used directly for the detection and evaluation of hid-
den metallic components (such as coins and corrosion)
in layered conductive materials.
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APPENDIX

T =
∫ a1

0
rJ0(qr)J0(mr)dr+

∫ a4

a1

rJ0(qr)R0(mr)dr

+
∫ b

a4

rJ0(qr)R′
0(mr)dr

,

(A.1)

U =
∫ a1

0
rJ1(qr)J1(mr)dr+

1
μ f

∫ a4

a1

rJ1(qr)R1(mr)dr

+
∫ b

a4

rJ1(qr)R1(mr)dr
,

(A.2)

F =
∫ a1

0
rJ0(mr)J0(mr)+

∫ a4

a1

rR0(mr)R0(mr)dr)

+
∫ b

a4

rR′
0(mr)R′

0(mr)dr
,

(A.3)

G =
∫ a1

0
rJ0(mr)J0(pr)dr+

∫ a2

a1

rR0(mr)L0(pr)dr

+
∫ a3

a2

rR0(mr)L′
0(pr)dr+

∫ a4

a3

rR0(mr)L
′′
0(pr)dr

+
∫ b

a4

rR′
0(mr)L

′′′
0 (pr)dr)

,

(A.4)

H =
∫ a1

0
J1(mr)J1(pr)dr+

1
μ f

∫ a2

a1

rR1(mr)L1(pr)dr

+
∫ a3

a2

rR1(mr)L′
1(pr)dr+

1
μ f

∫ a4

a3

rR1(mr)L
′′
1(pr)dr

+
∫ b

a4

rR′
1(mr)L

′′′
1 (pr)dr

,

(A.5)

D =
∫ a1

0
rJ1(pr)J1(pr)dr+

1
μ f

∫ a2

a1

rL1(pr)L1(pr)

+
∫ a3

a2

rL′
1(pr)L′

1(pr)dr+
1

μ f

∫ a4

a3

rL
′′
1(pr)L

′′
1(pr)dr

+
∫ b

a4

rL
′′′
1 (pr)L

′′′
1 (pr)dr

,

(A.6)

G∗ =
∫ a1

0
rJ0(pr)J0(qr)+

∫ a2

a1

rL0(pr)J0(qr)dr

+
∫ a3

a2

rL′
0(pr)J0(qr)dr+

∫ a4

a3

rL
′′
0(pr)J0(qr)

+
∫ b

a4

rL
′′′
0 (pr)J0(qr)dr

,

(A.7)
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H∗ =
∫ a1

0
rJ1(pr)J1(qr)+

∫ a2

a1

rL1(pr)J1(qr)dr

+
∫ a3

a2

rL′
1(pr)J1(qr)dr+

∫ a4

a3

rL
′′
1(pr)J1(qr)

+
∫ b

a4

rL
′′′
1 (pr)J1(qr)dr

,

(A.8)

N =vu−1F1(uc)
∫ c

0
rJ0(qr)J0(vr)dr

+ J1(vc)
∫ b

c
rJ0(qr)F0(ur)dr

, (A.9)

N∗=F1(uc)
∫ c

0
rJ1(qr)J1(vr)dr

+ J1(vc)
∫ b

c
rJ1(qr)F1(ur)dr

. (A.10)
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