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# New Compact and Broadband Patch Antenna Configurations for Wireless Applications 

A. F. Almutairi, N. A. Aljuhaishi, and S. F. Mahmoud<br>EE Dept., Kuwait University, P.O. Box 5969, Safat, 13060, Kuwait<br>alialmut@eng.kuniv.edu.kw


#### Abstract

We present new compact patch antenna configurations with broadband capabilities for wireless applications. Analytical, simulation, and experimental work is performed on semi-circular and quarter-circular patch antennas with a shorting pin. The resonant frequencies and radiation fields of the dominant cavity modes of the shorted patch are derived. For the shorted semi-circular patch, the broadband operation is based on the efficient excitation of two staggered modes of the patch. It is shown that a relative bandwidth of $58 \%$ is achieved with a patch area that is only $13.6 \%$ of the central wavelength squared. The shorted quarter circular patch with the same radius as the half circular one provides a relative bandwidth of about $30 \%$.


Keywords: Patch antennas, shorted patch, cavity modes, compact antennas, and wideband wireless communication.

## I. INTRODUCTION

With the advancement of wireless communication services and networks, broadband operation and compact size have become essential parts of antenna design. Due to their many advantages, microstrip antennas are leading candidates for use in many fixed and portable wireless devices. Microstrip antennas are known for their low fabrication cost using printed circuit technology, light weight, low profile configuration, conformability to mounting host, and easy integration with microwave circuits on the same substrate [1-3]. Furthermore, they can easily produce linear polarization (LP) and circular polarization (CP) and they can be made in a compact form [4-6]. On the other hand, microstrip antennas suffer from some disadvantages such as low power handling capability. Therefore, they cannot be used in high power stages of radar and high power transmitters. However, they can be used in low power transmitters and wireless receivers in systems such as Bluetooth, Wi-Fi, Wi-Max, and ultrawideband (UWB).

Increasing the bandwidth of microstrip antennas has been an active and attractive research goal in the field of antenna's design. Efforts concentrating on broadening the bandwidth have been described in details in $[7,8]$ and the
references within. Reducing the size of microstrip antenna patch to be hosted in hand held wireless devices has also attracted many researchers lately. Effective ways of reducing the size of an antenna patch include patch loading by shorting posts [9,10] and/or introducing slots in the patch as has been detailed out in [11,12].

Microstrip patch antennas are widely designed to operate in the broad range of frequency from few hundreds of MHz to several GHz [8]. Several designs of microstrip antennas have been proposed in the literature to operate as multiband or broadband antennas. For example, a multiband H -shaped microstrip antenna designed to support modes with resonance frequencies at 2.2 GHz, 2.8 GHz, 3 GHz , and 5 GHz has been presented in [13]. Dual, triple, or quad band operations of the Hantenna were possible by the proper location of the coaxial feed in order to excite the required modes. An Eshaped wideband microstrip antenna design is proposed in [14] and a bandwidth of about $32.3 \%$ is achieved. The antenna is designed by incorporating two parallel slots into a square patch antenna to expand the bandwidth. In [15], a rectangular patch with a U-shaped slot is introduced as a broadband antenna with 27.5 \% bandwidth referenced to the center frequency 1815 MHz . A compact polygonal patch antenna is achieved by designing a compact reactive ground plane made of a pattern of metallic patches [16]. A compact Y-shaped patch antenna that has two feeder ports and can be utilized in compact wireless devices to provide diversity signal or as a duplexer has been proposed in [17]. The effect of feed shape on the antenna bandwidth is studied in [18] where a rectangular microstrip antenna with an Lshaped probe is introduced. The L-shaped feed is shown to provide impedance matching over a broad band and a $28 \%$ bandwidth is reported. A modified bow-tie patch antenna has been introduced by Eldek et al [19] to operate in the wide band $5.5-12.5 \mathrm{GHz}$ covering the C - and X bands. A circular microstrip patch antenna with a shorting post has been proposed and analyzed [20]. The authors show analytically that for a given operating frequency, a considerable reduction of patch size is possible by exciting the dominant mode. The analysis has been also extended to a 2-pin loaded circular patch [21], which can then operate as a dual or triple band antenna. The same
patch antenna can operate as a wideband antenna as shown in [22] where a bandwidth as high as $45 \%$ of the central frequency has been demonstrated.

In this paper, we propose a pin-loaded half and quarter circular patch antenna designs. In addition to their reduced patch size, these designs have wideband characteristics and can be used in many wireless devices. First, theory of the cavity modes of the pin loaded half circular patch is presented. The theoretical results lead to universal design curves for multiband or broadband operation of the antenna, so that an initial selection of the patch dimensions can be made. Simulations are then used to refine the design for a broadband operation. Simulation and experimental results are presented here to show the characteristics of the half and quarter circular patch antenna designs. As will be shown in the next section, compact and broadband performance is achieved by the proposed designs.

The rest of the paper is organized as follows: In section II, designs of broadband half and quarter circular patch antennas are outlined. In section III, computational results of selected antenna designs are presented. Experimental results for half and quarter circular antennas are shown, in section IV and concluding remarks are presented in section V.

## II. ANALYSIS OF A SEMICIRCULAR PATCH ANTENNA

The purpose of this section is to find an analytical solution to the cavity modes on a half circular patch. As depicted in Fig. 1(a), a half circular patch of radius (a) lies on a grounded dielectric layer of thickness ( $h$ ) and relative dielectric constant $\left(\varepsilon_{\mathrm{r}}\right)$. The patch is shorted at ( $r=r_{0}, \phi=+\alpha$ ) by a shorting pin of radius (b) which is assumed much less than the patch radius. For an electrically thin substrate ( $k h \ll 1$ ), the modal fields are independent of the z -coordinate so that the dominant modes are TM to z modes where $E_{z}$ is the only nonzero component of the electric field. Adopting the cavity model for the patch, the planar boundary ( $\phi=0, \pi$ ) and the circular cylindrical boundary $r=a(0 \leq \phi<\pi)$ are considered to behave as magnetic walls. To account for field fringing, we take ( $a$ ) as an effective radius which is slightly greater than the physical radius and given by well known formulae [1].

Since the plane ( $\phi=0, \pi$ ) is considered as a magnetic wall, $E_{z}$ being tangential to the plane will have a peak value on it. Hence, it is allowable to write $E_{z}(r, \phi)$ for a given cavity mode as,

$$
\begin{equation*}
E_{z}(r, \phi)=\sum_{n=0}^{\infty} A_{n} \cos (n \phi) J_{n}(k r) \exp \left(j \omega_{r} t\right) \tag{1}
\end{equation*}
$$

for $0 \leq r \leq r_{0}$, and,

$$
\begin{align*}
& E_{z}(r, \phi)=\sum_{n=0}^{\infty} B_{n} \cos (n \phi)\left[J_{n}(k r) Y_{n}^{\prime}(k a)\right.  \tag{2}\\
& \left.-J_{n}^{\prime}(k a) Y_{n}(k r)\right] \exp \left(j \omega_{r} t\right)
\end{align*}
$$

for $r_{0} \leq r \leq a$, where $\omega_{r}$ is the cavity mode resonant frequency and $k=\omega_{r} \sqrt{\varepsilon_{o} \varepsilon_{r} \mu_{o}}$. The functions $\mathrm{J}_{\mathrm{n}}(\mathrm{x})$ and $\mathrm{Y}_{\mathrm{n}}(\mathrm{x})$ are the Bessel functions of first and second kind and the prime stands for differentiation with respect to the argument.


Fig. 1. Geometry of the proposed antennas composed of a half and quarter circular patch of radius " $a$ " that is loaded by a pin and fed by a coaxial line. The pin of radius " $b$ " is located at ( $r_{0}, \alpha^{\circ}$ ) and the feed position at ( $r_{f}, \beta^{\circ}$ ).

In equation (2), it is guaranteed that $\partial E_{z} / \partial r$ is equal to zero at $r=a$ which amounts to $H_{\phi}=0$ on the magnetic wall. Next, we enforce the boundary condition at the pin position $r=r_{0}$. These conditions require the continuity of $E_{z}$ across $r=r_{0}$ and the discontinuity of $H_{\phi}$ by the pin current. Enforcing these two boundary conditions, we get,

$$
A_{n} J_{n}\left(k r_{o}\right)=
$$

$$
\begin{gather*}
B_{n}\left[J_{n}\left(k r_{o}\right) Y_{n}^{\prime}(k a)-J_{n}^{\prime}(k a) Y_{n}\left(k r_{o}\right)\right],  \tag{3}\\
H_{\phi}\left(r_{o}^{+}\right)-H_{\phi}\left(r_{o}^{-}\right)=\int_{r} J_{z}(r, \phi) r_{o} d \neq I \delta(\phi-\alpha) \tag{4}
\end{gather*}
$$

where $J_{z}(r, \phi)$ is the pin current density and ' $I$ ' is the total pin current, assumed concentrated on its axis. since $H_{\phi}=\frac{-1}{j \omega \mu} \frac{\partial E_{z}}{\partial r}$, equation (4) leads to,

$$
\begin{aligned}
& -\frac{1}{j \omega \mu}\left\{\sum _ { n = 0 } ^ { \infty } B _ { n } \operatorname { c o s } ( n \phi ) \cdot k \left[J_{n}^{\prime}\left(k r_{o}\right) Y_{n}^{\prime}(k a)\right.\right. \\
& \left.-J_{n}^{\prime}(k a) Y_{n}^{\prime}\left(k r_{o}\right)\right]-\sum_{n=0}^{\infty} A_{n} \cos n \phi \cdot\left(k J_{n}^{\prime}\left(k r_{o}\right)\right\}= \\
& I \delta(\phi-\alpha)=\frac{2 I}{\pi} \sum_{n=0}^{\infty} \chi_{n} \cos n \phi \cdot \cos n \alpha
\end{aligned}
$$

where $\chi_{n}=1$ for $n \geq 1$, and $\chi_{0}=1 / 2$ for $n=0$.
Equating coefficient of $\cos n \phi$ on both side of the above equation, we get,

$$
\begin{align*}
& I \frac{2}{\pi} \chi_{n} \cos n \alpha=\frac{-k}{j \omega \mu}\left[B _ { n } \left(J_{n}^{\prime}\left(k r_{o}\right) Y_{n}^{\prime}(k a)\right.\right.  \tag{5}\\
& \left.\left.-J_{n}^{\prime}(k a) Y_{n}^{\prime}\left(k r_{o}\right)\right)\right]+\frac{k}{j \omega \mu}\left[A_{n} J_{n}^{\prime}\left(k r_{o}\right)\right]
\end{align*}
$$

using equations (2) and (5), we get the coefficient $A_{n}$ and $B_{n}$,

$$
\begin{gather*}
A_{n}=j \omega \mu I \chi_{n} \cos n \alpha \frac{J_{n}\left(k r_{o}\right) Y_{n}^{\prime}(k a)-J_{n}^{\prime}(k a) Y_{n}\left(k r_{o}\right)}{J_{n}^{\prime}(k a)} \\
B_{n}=j \omega \mu I \chi_{n} \cos n \alpha \frac{J_{n}^{\prime}\left(k r_{o}\right)}{J_{n}^{\prime}(k a)} \tag{6}
\end{gather*}
$$

where we have used the Wronskian relation $J_{n}(x) Y_{n}^{\prime}(x)-J_{n}^{\prime}(x) Y_{n}(x)=2 / \pi x$.

Finally, the modal equation for the resonant frequency $\omega_{r}$ is obtained by imposing the boundary condition of vanishing $E_{z}$ at the pin surface. Since the pin radius (b) is assumed very small relative to the field spatial variation, we are allowed to satisfy the vanishing of $E_{z}$ at one line on the pin surface; say line ( $r=r_{0}-b$, $\phi=\alpha$ ). So, using equation (1) and enforcing $E_{z}\left(r_{o}-b, \phi\right)$ to be zero, after some manipulations we get:

$$
\begin{align*}
& Y_{o}(k b) \pm Y_{o}\left(2 k r_{o} \sin \alpha\right)-4 \\
& \sum_{n=0}^{\infty} \chi_{n} \operatorname{co}^{2} \alpha\left[J_{n}\left(k\left(r_{o}-b\right) J_{n}\left(k r_{o}\right)\right] \frac{Y_{n}^{\prime}(k a)}{J_{n}^{\prime}(k a)}=0\right. \tag{7}
\end{align*}
$$

which is the modal equation for the normalized resonant frequencies $k a$, where $k a=\omega_{r} a \sqrt{\varepsilon_{r}} / c$, with $\omega_{r}=\omega_{r 1}=\omega_{r 2} \ldots$. being the modal resonant frequencies. The radiation fields of any particular cavity mode can be derived from the aperture E- field on the surface $r=a$ as detailed in the Appendix.


Fig. 2. Normalized resonant frequency ka for first $3 \mathrm{TM}_{\mathrm{n}}$ modes (in ascending order of $k a$ ) versus angle $\alpha$. Here $b / a=0.034$ and $r_{0} / a=0.7 . a$ is the effective patch radius accounting for field fringing.

By solving the modal equation (7), we obtain Universal curves for the normalized resonant frequency $k a$ of the first three modes as a function of the pin angular position ' $\alpha$ ' for fixed $r_{0} / a$ and $b / a$ in Fig. 2. At this point, it is important to note that the field of any of these modes is a weighted sum of azimuthal harmonics $(\cos n \phi)$ of $\phi$ (see equations (1) and (2)). Thus one cannot identify modes as $\mathrm{TM}_{\mathrm{nm}}$ where n indicates a fixed $\phi$ - harmonic in the usual way. Instead modes are identified as $\mathrm{TM}_{\mathrm{m}}$, $\mathrm{m}=1,2 \ldots$, where each mode is characterized by a set of harmonic weights ( $A_{n}$ and $B_{n}$ ) as given by equation (6).

The lowest order mode $\mathrm{TM}_{1}$ is the one having the lowest resonant frequency and therefore can provide a compact antenna design as demonstrated in [20] for the full circular patch with a shorting pin. For the parameters in Fig. 2, this mode resonates when $k a$ is less than unity or $a \leq \lambda / 2 \pi$. However, operating in this mode will result in a narrowband operation [20]. Since in this paper we are interested in a broadband design, we will investigate this possibility by exciting the second and third order modes. This will be done in the next section.

## III. BROADBAND SEMICIRCULAR PATCH ANTENNA DESIGN

Referring to Fig. 2, it is possible to achieve broadband operation of the semi-circular patch by
efficiently exciting the second and third order modes $\mathrm{TM}_{2}$ and $\mathrm{TM}_{3}$ and maintaining good matching between their resonant frequencies $f_{2}$ and $f_{3}$. This can be attained by a suitable choice of the feed position using the IE3D simulator as will be seen. Firstly we choose the patch radius ' $a$ ' and the pin angular position $\alpha$ such as to place $f_{2}$ and $f_{3}$ within the frequency band of interest. The parameters $r_{0} / a$ and $b / a$ are fixed at their values in Fig. 2 although they can have other values.

To start a broadband design, we choose a patch radius of 35.38 mm on a substrate of relative permittivity $\left(\varepsilon_{r}\right)=2.2$ and thickness $=6.28 \mathrm{~mm}$. The effective patch radius, accounting for field fringing, is 39.39 mm . The pin has a radius $(b)=1.35 \mathrm{~mm}$ and is positioned at $\left(r_{0},+\alpha\right)=$ $\left(27.57,+60^{\circ}\right)$. Using Fig. 2, these choices fix the frequencies of the second and third $\mathrm{TM}_{2}$ and $\mathrm{TM}_{3}$ modes at 1.95 GHz and 2.91 GHz respectively. Now we need to optimize the feed size and position in order to excite these modes and achieve matching over a broadband encompassing the range of frequencies $f_{2}$ to $f_{3}$. To this end, we have performed numerous simulations with varied feed positions on the IE3D software in order to maximize the bandwidth over which the input SWR is less than 2. These simulations are presented and discussed in the next section.

## IV. Simulation Results for the Semi-Circular РATCH

## A. Standing Wave Ratio (SWR)

The Zealand IE3D software is used to simulate the semi-circular patch antenna using the patch and substrate parameters stated above. Numerous simulations are attempted with different feed radii and positions. It was concluded that broadband matching is achieved for a feed radius of 1.35 mm and radial position $r_{f}=r_{0}$. The angular position ' $\beta$ ' was found to be detrimental in realizing broadband matching. The simulation results for the standing wave ratio are plotted in Fig. 3 for $\beta=0^{0}, 5^{0}, 10^{0}$, $15^{0}$ and $20^{\circ}$. It is seen that the bandwidth, corresponding to $\mathrm{SWR} \leq 2$ depends on $\beta$. It is seen that maximum bandwidth occurs for $\beta=10^{0}$. A summary of the results on percentage bandwidth and center frequency versus $\beta$ are tabulated in Table 1. Here the center frequency is defined as the arithmetic mean of the upper and lower frequencies corresponding to $\mathrm{SWR}=2$. The percentage bandwidth is maximum for $\beta=10^{0}$ and equals $58 \%$ around the center frequency 2.98 GHz (over the band 2.12-3.85 GHz). At this value of the feed angular position, the simulated complex input impedance is plotted against frequency in Fig. 4(a). The resistive component varies around 50 Ohms; between 30 to 100 Ohms over the band 2.1-3.9 GHz . Meanwhile the reactance oscillates slightly around zero Ohm. The Smith chart presentation of the complex
impedance is given in Fig. 4(b). The circles around the center of the chart indicate a broadband operation.


Fig. 3. SWR for a pin loaded semicircular patch with parameters (in mm): $a=35.38, h=6.28, b=b_{f}=1.35$, $r_{o}=r_{f}=27.57, \alpha=60^{\circ}$ The feed angular position $\beta=0^{\circ}$, $10^{\circ}, 15^{0}$, and $20^{\circ}$.

Table 1. Relative Bandwidth vs. Feed angular position.

|  | Angle $\beta$ | Relative BW | @Center Frequency |
| :---: | :---: | :---: | :---: |
| 1 | $0^{\circ}$ | $43 \%$ | 2.61 GHz |
| 2 | $5^{\circ}$ | $56 \%$ | 2.96 GHz |
| 3 | $10^{\circ}$ | $58 \%$ | 2.98 GHz |
| 4 | $15^{\circ}$ | $56 \%$ | 3.10 GHz |
| 5 | $20^{\circ}$ | $45 \%$ | 2.71 GHz |

## B. Directivity and Radiation Pattern

The simulated directivity and gain versus frequency are shown in Fig. 5 for the two representative cases of $\beta=$ $0^{0}$ and $10^{0}$. It is seen that the directivity is quite flat with maximum deviation of $\sim 0.5 \mathrm{~dB}$ around 8 dB over the band 1.6 GHz to 3.2 GHz for $\beta=0^{0}$ and over the band 1.5 GHz to 4.0 GHz for $\beta=10^{0}$. Thus, the antenna is not only broadband in terms of reflection loss, but also broadband in terms of directivity. On the other hand, the simulated gain varies over the bandwidth between 1 dB to 4.5 dB . This is less than the gain of the full circular patch of the same radius [21] which reaches a maximum of about 6 dB . This is not surprising and comes about as a consequence of size reduction.

The simulated two dimensional radiation patterns (or gain pattern) for $\beta=10^{0}$ are given in Fig. 6(a) and (b) at the frequencies $f=2.6 \mathrm{GHz}$ and $f=3.3 \mathrm{GHz}$. respectively. In these figures, the electric field components $E_{\theta}$ and $E_{\phi}$ are plotted in the E and H-planes. The radiation is mainly roadside and the crosspolar to copolar ratio is in the order of -8 dB .


Fig. 4. (a) Real and Imaginary Parts of Z-Parameters for a pin loaded semi circular patch for $\beta=10^{0}$, (b) the Smith Chart for a pin loaded semicircular patch for $\beta=10^{\circ}$.


Fig. 5. Maximum directivity, gain versus frequency simulation results for a pin loaded, semicircular patch for $\beta=0^{\circ}$, and $10^{\circ}$, the parameters are those given in Fig. 3.

(a) $\mathrm{f}=2.6 \mathrm{GHz}$

| $\mathrm{f}=3.3$ (GHz), E -theta, phi=0 (deg), $\mathrm{PG}=-1.13691 \mathrm{~dB}, \mathrm{AG}=-6.31646 \mathrm{~dB}$ $\mathrm{f}=3.3(\mathrm{GHz})$, E-theta, phi=90 (deg), $\mathrm{PG}=-7.44912 \mathrm{~dB}, \mathrm{AG}=-14.4888 \mathrm{~dB}$ $\mathrm{f}=3.3$ (GHz), E -phi, phi=0 (deg), $\mathrm{PG}=-2.15806 \mathrm{~dB}, \mathrm{AG}=-8.83775 \mathrm{~dB}$ $f=3.3(\mathrm{GHz}), E-\mathrm{phi}, \mathrm{phi}=90$ (deg), $\mathrm{PG}=-1.43205 \mathrm{~dB}, \mathrm{AG}=-8.94155 \mathrm{~dB}$ |
| :---: |
|  |  |
|  |  |
|  |  |



Fig. 6. The radiation pattern (2D) of $E_{\theta}$ and $E_{\phi}$ in the two principal planes $\phi=0$ and $90^{\circ}$ for a pin loaded semi circular patch at (a) $f=2.6 \mathrm{GHz}$ and (b) 3.3 GHz ( $\beta=10^{\circ}$ ).

## V. Quarter Circular Patch Antenna

As a further reduction of the patch size, a quarter circular patch is considered. The quarter circular patch is shorted at ( $r=r_{0}, \phi=+\alpha$ ) by a shorting pin as shown in Figure 1(b) Again the feed is placed at ( $r_{f}=r_{0}, \beta^{0}$ ). We have run several simulations with the same patch radius and same pin location as in the case of a half circular patch for easy comparison between the two configurations. The feed position is optimized for maximum impedance bandwidth.

## A. Simulation Results for the Quarter-Circular Patch

The Zealand IE3D simulator is used to plot the standing wave ratio for the pin shorted quarter circular patch in Fig. 7. The feed angular position $\beta$ takes the values $0.10,15,20$ and $25^{0}$. From the simulation results, the percentage bandwidths corresponding to $\mathrm{SWR} \leq 2$ are summarized, along with the center frequency, in Table 2. It is seen that the relative bandwidth obtained when $=10^{0}$ is about $\sim 29 \%$ around the center frequency of 3.04 GHz . Note that the lowest frequency for which $S W R=2$ is higher for the quarter circular patch; being $\sim 2.7 \mathrm{GHz}$ compared to $\sim 2.1 \mathrm{GHz}$ for the semi-circular patch. A reduction for the lowest frequency end would dictate an increase of the quarter patch radius, which would offset the size reduction to a certain extent. The real and imaginary parts of the input impedance are plotted versus frequency in Fig. 8(a) and the Smith chart representation is given in Fig. 8(b). The resistive component varies between 40 and 100 Ohm and the reactive component varies between -30 and 15 Ohm in the frequency range 2.7-3.7 GHz.


Fig. 7. SWR for a pin loaded quarter circular patch with parameters ( in mm ): $a=35.38, h=6.28, b=\mathrm{b}_{\mathrm{f}}=1.35$, $r_{o}=r_{f}=27.57 \mathrm{~mm}, \alpha=60^{\circ}$. The feeder angular position $\beta$ $=0^{\circ}, 10^{0}, 15^{0}, 20^{\circ}$ and $25^{\circ}$.


Fig. 8. (a) Real and Imaginary Parts of input impedance for a pin loaded quarter circular patch for $\beta=10^{0}$, (b) Smith chart representation of the input impedance for a pin loaded quarter circular patch for $\beta=10^{0}$.

## B. Directivity, Gain and Radiation Pattern of the Quarter-Circular Patch Antenna

Simulated directivity and gain versus frequency are shown in Fig. 9 for the representative cases of $\beta=0^{0}$ and $\beta=10^{0}$. It is seen that the directivity varies between $\sim 6 \mathrm{~dB}$ to 8.3 dB over the band 2.1 to 3.5 GHz . This is a wide range of variation ( $\sim 2.8 \mathrm{~dB}$ ) compared to the half patch antenna ( $\sim 0.5 \mathrm{~dB}$ ). The simulated gain varies between 0 and 5.2 dB over the band 2.1 GHz to 3.5 GHz . Metal losses is expected to be higher for the quarter patch compared to the half circular patch and this accounts for the reduced gain at the lower frequency end. The two dimensional gain patterns at the frequencies GHz are plotted in Fig. 10. As is the case with the semi-circular patch, the radiation is mainly broadside with moderate crosspolar to copolar ratio (-9dB). Low crosspolar radiation is not an important issue in wireless applications.


Fig. 9. Maximum directivity, gain versus frequency simulation results for a pin loaded quarter circular patch: $\beta=0^{0}$ and $10^{0}$.

## VI. EXPERIMENTAL RESULTS

In order to verify the above analytical and simulated designs, a prototype half and quarter circular patch antennas were built on a grounded dielectric substrate. The latter had a relative dielectric constant of 2.2 and thickness= 6.28 mm (made of four layers of 1.57 mm thickness each). The ground plane was a square of dimensions $15 \times 15 \mathrm{~cm}$. The patch geometry was chosen to match the simulated ones for direct comparison with simulation results. In the following, we present the experimental results on both patch geometries.

## A. Half Circular Patch Antenna

To perform the measurements, the antenna is connected to the Vector Network Analyzer, Wiltron Model 360B. The measured SWR is shown in Fig. 11. The experimental results demonstrate the operation of the antenna in the range $2.0-4.1 \mathrm{GHz}$ Compared with the simulation results (Fig. 3), a slight shift in the range of operation is noticed (2.1-3.85 GHz in the simulations). This is attributed to several imperfections of connectors, cables substrate permittivity and thickness.

## B. Quarter Circular Patch Antenna

The measured SWR for the quarter patch antenna is shown in Fig. 12. The experimental results demonstrate the operation of the antenna in the range $3.1-4.7 \mathrm{GHz}$ compared to $2.75-3.6 \mathrm{GHz}$ in the simulations (Fig. 6). The lowest operating frequency in the measurements is thus shifted to a higher value. However, if the acceptable SWR level can be relaxed to $\mathrm{SWR} \leq 2.5$ instead of 2 , the lower frequency end will be shifted down to 1.7 GHz , giving a substantial increase of the useful bandwidth.


Fig. 10. The radiation pattern (2D) of $\mathrm{E}_{\theta}$ and $\mathrm{E}_{\phi}$ in the two principal planes $\phi=0$ and $90^{\circ}$ for a pin loaded quarter circular patch for $\beta=10^{0}$, (a) at $\mathrm{f}=2.6 \mathrm{GHz}$, (b) $\mathrm{f}=3.2$ GHz.


Fig. 11. Experimental result of SWR for semi- circular patch antenna. A broadband operation is achieved over the band $2.0<\mathrm{f}<4.1 \mathrm{GHz}$


Fig. 12. Experimental result of SWR for quarter circular patch antenna.A broadband operation is achieved over the band $3.1<\mathrm{f}<4.7 \mathrm{GHz}$.

## VII. DISCUSSIONS AND CONCLUSIONS

In an attempt to reach a broadband and compact patch antenna for wireless applications, we have performed theoretical, simulation and experimental work on a pin-loaded half circular and quarter circular patch antennas. The cavity modes of the half circular patch are derived in terms of their resonant frequencies and an initial design of patch geometry for broadband operation is deduced. The design is based on operating the antenna in the band encompassing the resonant frequencies of the second and the third cavity modes. The first mode, having the lowest resonant frequency, can provide a compact, but a narrow band operation as demonstrated earlier in [20, 22] for a full circular shorted patch. Simulation on the Commercial IE3D Zealand software is then used to optimize the feed radius and location for wide band operation.

It is demonstrated that a $58 \%$ bandwidth around a center frequency of 2.98 GHz is achievable by using a pin
loaded semicircular patch of radius 35.38 mm on an 6.28 mm thick substrate of $\varepsilon_{\mathrm{r}}=2.2$. Note that the patch area is merely $13.6 \%$ of a free space wavelength squared at 2.5 GHz . The simulated pin loaded quarter circular patch of the same radius gave a $29 \%$ bandwidth around the center frequency 3.04 GHz . The patch area is now only $10 \%$ of the center wavelength squared. These figures confirm that the broadband operation and antenna compactness are two contradictory requirements. Nevertheless, depending on the application, the attainment of broadband as well as compact antenna designs is possible. The measured results show reasonable agreement with simulated results. For comparison, a conventional circular patch loaded by a chip resistor in [8, p.59-60] is reported to have a 10 dB reflection loss bandwidth of only $10.9 \%$ and a gain around 4 dBi .

## APPENDIX

The aperture field $E_{z}$ at $r=a$ for a given cavity mode is obtained from equation (2) as,

$$
\begin{equation*}
E_{z}(a, \phi)=\sum_{n=0}^{\infty}\left[2 B_{n} / \pi k a\right] \cos n \phi \tag{A1}
\end{equation*}
$$

where $B_{n}$ is given by equation (7) and $\mathrm{E}_{\mathrm{z}}$ above is valid over the surface $|z| \leq h$, and $0 \leq \phi \leq \pi$. This aperture field is equivalent to a $\phi$-oriented magnetic current radiating in the outside air region. The radiation fields are obtained by following [20] to get,

$$
\begin{gather*}
E_{\theta}(R, \theta, \phi)=\frac{j 2 h e^{-j k_{0} R}}{\sqrt{\varepsilon_{r}} R} \sum_{n=0}^{\infty} j^{n} B_{n} J_{n}^{\prime}\left(k_{0} a \sin \theta\right) \cos n \phi \\
E_{\phi}(R, \theta, \phi)=\frac{j 2 h e^{-j k_{0} R}}{\sqrt{\varepsilon_{r}} R} \cos \theta \times  \tag{A2}\\
\sum_{n=1}^{\infty} j^{n} B_{n} n \frac{J_{n}\left(k_{0} a \sin \theta\right)}{\left(k_{0} a \sin \theta\right)} \sin n \phi . \tag{A3}
\end{gather*}
$$

In the above $(R, \theta, \phi)$ are spherical coordinates with origin at the projection of the patch center on the ground plane.
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#### Abstract

This paper presents a design method for matching a frequency- varying load to a lossless transmission line at $N$ frequency points using $N$ transmission line sections. The formulation is based on the $A B C D$ matrix of a cascaded $N$-section transmission line, terminated by a complex load. The unknown characteristic impedances and lengths of the sections are found by imposing the matching condition at $N$ frequencies. Analytical solution for the nonlinear equations is known for the $N=1$ case only; for $N>1$, analytical solution is difficult to obtain, and therefore, the highly efficient particle swarm optimization method is used to find the design the parameters after casting the design into an optimization problem. Different numerical examples are presented and discussed that illustrate the validity of the proposed design method.


Keywords: Impedance matching, complex load, transmission line transformer, and particle swarm optimization.

## I. INTRODUCTION

Multi-band impedance matching is desirable, especially with the emergence of multi-band operation in wireless communication systems [1-3]. Several papers have been published in which different techniques were proposed to design multiband matching transformers [414]. Recently, the particle swarm optimization (PSO) method is used to design a multi-band transmission line transformer (TLT) [15], and in [16], the PSO method is used to design a multi-band, two-way, equal split Wilkinson power divider. However, in all of these papers, the load impedance is assumed to be frequency independent, which might be considered as a limitation on the type of loads used. In [17, 18], a dual-band TLT to match complex impedances was presented and applied to wideband high-frequency amplifiers, but the formulation requires the solution of nonlinear equations through some zero-finding numerical routines. Finally, in [19] analysis method for matching complex loads using nonuniform microstrip transmission lines is presented. In this paper, we present an analysis and design method for matching a
frequency- varying load to a lossless transmission line at $N$ frequency points using $N$ uniform TL sections. The analysis is based on the $A B C D$ matrix of a cascaded N section transmission line, terminated by a complex load. The unknown characteristic impedance and length of each section are found by imposing the matching condition at $N$ frequencies. The resulting nonlinear equations are solved analytically for the $N=1$ case only; for $N>1$, analytical solution are difficult to obtain, and therefore, the highly efficient particle swarm optimization method is used after casting the design into an optimization problem.

The PSO algorithm is a multiple-agents optimization algorithm introduced by Kennedy and Eberhart [20-23] while studying the social behavior of groups of animals and insects such as flocks of birds, schools of fish, and swarms of bees. They quickly discovered they have stumbled on an easy and powerful optimization method. Since then, the method has been used in a wide range of optimization problems [24-27].

## II. ANALYSIS

Referring to Fig. 1, the transmission (ABCD) matrix for the $\mathrm{n}^{\text {th }}$ transmission line section is given by [28],

$$
M_{n}=\left[\begin{array}{cc}
\cos \left(\beta l_{n}\right) & j Z_{n} \sin \left(\beta l_{n}\right)  \tag{1}\\
j Y_{n} \sin \left(\beta l_{n}\right) & \cos \left(\beta l_{n}\right)
\end{array}\right], \quad n=1,2, \ldots, N
$$

where $\beta=2 \pi / \lambda, Z_{n}$ and $I_{n}$ are, respectively, the characteristic impedance and length of transmission line section $n$, and $Y_{n}=1 / Z_{n}$. The load impedance is in general complex and frequency dependent, i.e.,

$$
\begin{equation*}
Z_{L}(f)=R_{L}(f)+j X_{L}(f) \tag{2}
\end{equation*}
$$

The $A B C D$ matrix for the load is defined by,

$$
M_{N+1}=\left[\begin{array}{rr}
1 & 0  \tag{3}\\
Y_{L} & 1
\end{array}\right]
$$

where $Y_{L}=1 / Z_{L}$. The overall transmission matrix is given by,

$$
M=\prod_{n=1}^{N+1} M_{n}=\left[\begin{array}{ll}
m_{11} & m_{12}  \tag{4}\\
m_{21} & m_{22}
\end{array}\right]
$$

The input impedance, looking into the input terminals of section 1, is given by,

$$
\begin{equation*}
Z_{i n}=\frac{m_{11}}{m_{21}} \tag{5}
\end{equation*}
$$

The complex input reflection coefficient is calculated using,

$$
\begin{equation*}
S_{11}=\frac{Z_{i n}-Z_{0}}{Z_{i n}+Z_{0}} \tag{6}
\end{equation*}
$$

The matching condition requires that,

$$
\begin{equation*}
Z_{0}=Z_{i n}\left(f_{i}\right), i=1,2, \ldots, N \tag{7}
\end{equation*}
$$

We should find $Z_{n}$ and $l_{n}, n=1,2, \ldots, N$, such that the above equation is satisfied.

## III. PSO ALGORITHM

As mentioned earlier, obtaining an analytical solution from the resulting nonlinear equations for the matching problem becomes extremely difficult, if not impossible, as the number of matching frequencies becomes $\geq 2$, especially when the load is complex. Therefore, instead of going through lengthy analytical derivations, which will end up with the need for the use of optimization process too, we propose the use of the PSO method to design the multi-band multi-section TLT by solving the nonlinear equation (7) after casting it into an optimization problem. For a comprehensive study of the algorithm regarding its implementation, the parameters selection, applications, and other versions of the algorithm, the interested reader is referred to [20-27] and the references mentioned therein. The PSO algorithm, like other evolutionary algorithms, uses the concept of fitness or cost to guide the particles during their search for the optimum solution in the N dimensional space.

For the current problem, the design is concerned with finding the characteristic impedances and lengths of N section TLT that matches a lossless transmission line of characteristic impedance $Z_{0}$ to a complex load $Z_{\mathrm{L}}$ at $N$ arbitrary frequencies (see Fig. 1). The PSO method is used to find the parameters of the matching transformer
(i.e., the characteristic impedance and length of each section). The following cost function is used,

$$
\begin{equation*}
\text { Cost Function }=\sum_{n=1}^{N}\left|S_{11}\left(f_{n}\right)\right| \tag{8}
\end{equation*}
$$

Although perfect matching at the design frequencies require the cost function to be exactly zero, however, we relaxed this condition and assumed that the matching is practically acceptable whenever the cost function reaches a value of $10^{-4}(-80 \mathrm{~dB})$ or less. This value is used in terminating the PSO algorithm to indicate a solution is found.


Fig. 1. An $N$-section, $N$-band matching transformer connected to a complex load.

## IV. RESULTS

## A. Single-Section Transformer ( $N=1$ )

It is known that this case has analytical solution, and therefore there is no need to use the PSO method. The solution is given by,

$$
\begin{align*}
& Z_{1}=\sqrt{\frac{Z_{0}\left(R_{L}^{2}+X_{L}^{2}-Z_{0} R_{L}\right)}{R_{L}-Z_{0}}}  \tag{9a}\\
& l_{1}=\frac{1}{2 \pi} \tan ^{-1}\left(\frac{Z_{1}\left(Z_{0}-R_{L}\right)}{Z_{0} X_{L}}\right) \tag{9b}
\end{align*}
$$

provided that either of the following conditions is satisfied,

$$
Z_{0}<R_{L} \quad \text { or } \quad Z_{0}>R_{L}+\frac{X_{L}^{2}}{R_{L}}
$$

In particular, there is always a solution if $Z_{L}$ is real, which reduces to that of the quarter-wave transformer.

## B. Dual-Band Transformer $(N=2)$

For the dual and triple section transformer, it is extremely difficult, if not impossible, to find an analytical solution similar to the case of single section, and that is why the PSO algorithm is used to find the design parameters. Different two-section dual-band transformers are designed with various typical complex loads that could be encountered in practice. Some of the designed
examples are implemented in microstrip lines and the resulting structure is simulated using the electromagnetic simulator software Ansoft Designer [29]. The substrate is FR4 with $\varepsilon_{\mathrm{r}}=4.5$ and thickness $=1.6 \mathrm{~mm}$. The width and length of the microstrip sections are calculated from the characteristic impedance and electrical lengths using PCAAD [30].

1. The first transformer has a series RLC circuit as its load with $\mathrm{R}=100 \mathrm{ohm}, \mathrm{L}=10 \mathrm{nH}$, and $\mathrm{C}=1 \mathrm{pF}$. The load impedance versus frequency is shown in Fig. 2. The design frequencies are $f_{1}=1 \mathrm{GHz}$ and $\mathrm{f}_{2}=2$ GHz . The feeding line has $\mathrm{Z}_{0}=50 \mathrm{ohm}$. The obtained results for the two sections using the PSO were as follows: $\mathrm{Z}_{1}=107.78 \mathrm{ohm}$ and $\mathrm{Z}_{2}=82.42 \mathrm{ohm}$, while $l_{1} / \lambda_{1}=0.2332$ and $l_{2} / \lambda_{1}=0.44$, where $\lambda_{1}$ is the wavelength at $f_{1}$. A typical convergence curve of the PSO algorithm is shown in Fig. 3(a), while the behavior of the reflection coefficient is shown in Fig. 3(b). Clearly, a perfect matching is achieved at the two design frequencies.


Fig. 2. Impedance of a series RLC load with $\mathrm{R}=100$ ohm, $\mathrm{L}=10 \mathrm{nH}$, and $\mathrm{C}=1 \mathrm{pF}$.
2. The second example is the same except now the second design frequency is $\mathrm{f}_{2}=2.5 \mathrm{GHz}$. The obtained results were: $Z_{1}=48.4612$ ohm and $Z_{2}=$ 116.6992 ohm, while $l_{1} / \lambda_{1}=0.38242$ and $l_{2} / \lambda_{1}=$ 0.1421 . Figure 4 displays the variation of $\left|\mathrm{S}_{11}\right|$ with frequency where it is clear that a perfect matching is achieved at the two frequencies.
3. The third example is the same as the first example, except now $f_{2}=1.1 \mathrm{GHz}$. The results for this case were: $Z_{1}=29.6573$ ohm and $Z_{2}=103.1516$ ohm, while $l_{1} / \lambda_{1}=0.4485$ and $l_{2} / \lambda_{1}=0.1323$. The reflection coefficient is shown in Fig. 5.
4. The fourth example is the same except now $f_{2}=1.7$ GHz , and $\mathrm{C}=\infty$ (i.e., the capacitor in the load is replaced by a short circuit). The results for this case were: $Z_{1}=90.4464$ ohm and $Z_{2}=146.7296$ ohm,
while $l_{1} / \lambda_{1}=0.3459$ and $l_{2} / \lambda_{1}=0.4890$. The corresponding reflection coefficient is shown in Fig. 6.

(a)

(b)

Fig. 3. (a) Convergence of the PSO algorithm. (b) Reflection coefficient versus frequency for example 1.


Fig. 4. Reflection coefficient versus frequency for example 2.
5. The fifth example is the same as the fourth except now the inductor is shorted out (i.e., $L=0$ ), and the
capacitor is the same as in the first example. The obtained results were: $\mathrm{Z}_{1}=153.0174$ ohm and $\mathrm{Z}_{2}=$ 116.4692 ohm, while $l_{1} / \lambda_{1}=0.2849$ and $l_{2} / \lambda_{1}=$ 0.3918 . The corresponding reflection coefficient is shown in Fig. 7.


Fig. 5. Reflection coefficient versus frequency for example 3.


Fig. 6. Reflection coefficient versus frequency for example 4.


Fig. 7. Reflection coefficient versus frequency for example 5.
6. The sixth example has a parallel RLC as its load, with $\mathrm{R}=100$ ohm, $\mathrm{L}=10 \mathrm{nH}$, and $\mathrm{C}=1 \mathrm{pF}$ whose impedance is shown in Fig. 8. The design frequencies are $f_{1}=1 \mathrm{GHz}$ and $\mathrm{f}_{2}=2 \mathrm{GHz}$. The obtained results were: $Z_{1}=91.4413 \mathrm{ohm}$ and $\mathrm{Z}_{2}=69.3849 \mathrm{ohm}$, while $l_{1} / \lambda_{1}=0.2089$ and $l_{2} / \lambda_{1}=0.1473$. The corresponding reflection coefficient is shown in Fig. 9.


Fig. 8. Impedance of the parallel RLC load with $\mathrm{R}=100$ ohm, $\mathrm{L}=10 \mathrm{nH}, \mathrm{C}=1 \mathrm{pF}$.


Fig. 9. Reflection coefficient versus frequency for example 6.
7. This example is the same as the sixth, except $f_{1}=0.9$ GHz and $\mathrm{f}_{2}=2.4 \mathrm{GHz}$. The obtained results were: $\mathrm{Z}_{1}$ $=118.2368 \mathrm{ohm}$ and $Z_{2}=92.0193 \mathrm{ohm}$, while $l_{1} / \lambda_{1}=$ 0.2457 and $l_{2} / \lambda_{1}=0.2019$. The reflection coefficient is shown in Fig. 10. The simulation results from Ansoft Designer are also shown, and an acceptable agreement is observed. The difference between the analytical results and simulation results in this example and the following ones are due to the difficulty in designing the microstrip lines that has the correct length and characteristic impedance as the theoretical values.


Fig. 10. Reflection coefficient versus frequency for example 7.
8. The load in this example is a dipole antenna, which has many applications in communications and microwave systems. The real and imaginary parts of the input impedance of a wire dipole are given by [31],

$$
\begin{align*}
R_{d}= & \frac{\eta}{2 \pi}\left\{C+\ln (k l)-C_{i}(k l)\right. \\
& +\frac{1}{2} \sin (k l)\left[S_{i}(2 k l)-2 S_{i}(k l)\right] \\
& \left.+\frac{1}{2} \cos (k l)\left[C+\ln (k l / 2)+C_{i}(2 k l)-2 C_{i}(k l)\right]\right\} \tag{10a}
\end{align*}
$$

$$
\begin{align*}
X_{d}= & \frac{\eta}{4 \pi}\left\{2 S_{i}(k l)+\cos (k l)\left[2 S_{i}(2 k l)-S_{i}(k l)\right]\right. \\
& \left.-\sin (k l)\left[2 C_{i}(k l)-C_{i}(2 k l)-C_{i}\left(\frac{2 k a^{2}}{l}\right)\right]\right\} \tag{10b}
\end{align*}
$$

where $C=0.5772$ (Euler's constant), $S_{i}(x)$ and $C_{i}(x)$ are the sine and cosine integrals, and $a$ is the wire radius (which is assumed very small compared to the length $l$ of the dipole). The calculated dipole impedance is shown in Fig. 11. The design frequencies were $f_{1}=1 \mathrm{GHz}$ and $\mathrm{f}_{2}=1.8 \mathrm{GHz}$, and the obtained design parameters were: $Z_{1}=63.7305$ ohm and $\mathrm{Z}_{2}=347.3256$ ohm, while $l_{1} / \lambda_{1}=0.1758$ and $l_{2} / \lambda_{1}$ $=0.4729$. The theoretical and simulation reflection coefficients are shown in Fig. 12, and good agreement is obtained. The difference between the results is due to the difficulty in simulating a dipole antenna that has input impedance as the theoretical one given by equation (10). The simulated dipole is a flat one, while the theoretical one is cylindrical.


Fig. 11. Impedance of a wire dipole of radius $\mathrm{a}=10^{-5} \lambda_{0}$, where $\lambda_{0}$ is the wavelength at 1 GHz .


Fig. 12. Reflection coefficient versus frequency for example 8.

## C. Triple-Band Transformer ( $N=3$ )

Three design examples are given for this case:
9. The load is the series RLC circuit mentioned in example 1 , and the design frequencies were: $f_{1}=0.9$ $\mathrm{GHz}, \mathrm{f}_{2}=1.8 \mathrm{GHz}$, and $\mathrm{f}_{3}=2.4 \mathrm{GHz}$. The obtained design parameters were: $\mathrm{Z}_{1}=110.0161 \mathrm{ohm}, \mathrm{Z}_{2}=$ 80.7006 ohm, and $Z_{3}=102.0823$ ohm, while $l_{1} / \lambda_{1}=$ $0.2758, l_{2} / \lambda_{1}=0.4187$, and $l_{3} / \lambda_{1}=0.0708$. The corresponding reflection coefficient is shown in Fig. 13. A very good matching is obtained at the three design frequencies.
10. The load is the parallel RLC circuit mentioned in example 6 , and the design frequencies were: $f_{1}=0.9$ $\mathrm{GHz}, \mathrm{f}_{2}=1.8 \mathrm{GHz}$, and $\mathrm{f}_{3}=2.4 \mathrm{GHz}$. The obtained design parameters were: $\mathrm{Z}_{1}=63.3349$ ohm, $\mathrm{Z}_{2}=$ 105.6367 ohm , and $Z_{3}=73.6901 \mathrm{ohm}$, while $l_{1} / \lambda_{1}=$ $0.4767, l_{2} / \lambda_{1}=0.2633$, and $l_{3} / \lambda_{1}=0.1773$. The corresponding reflection coefficient is shown in Fig. 14. Again, a very good matching is obtained at the three design frequencies.


Fig. 13. Reflection coefficient versus frequency for example 9 .


Fig. 14. Reflection coefficient versus frequency for example 10.
11. The load is the dipole antenna of example 8 , and the matching frequencies are: $\mathrm{f}_{1}=0.9 \mathrm{GHz}, \mathrm{f}_{2}=1.8 \mathrm{GHz}$, and $\mathrm{f}_{3}=2.4 \mathrm{GHz}$. The obtained parameters were: $\mathrm{Z}_{1}=$ $164.7378 \mathrm{ohm}, \mathrm{Z}_{2}=26.5777 \mathrm{ohm}$, and $\mathrm{Z}_{3}=56.5640$ ohm, while $l_{1} / \lambda_{1}=0.0940, l_{2} / \lambda_{1}=0.4748$, and $l_{3} / \lambda_{1}=$ 0.1218 . The resulting reflection coefficient from theory and simulation is shown in Fig. 15.


Fig. 15. Reflection coefficient versus frequency for example 11.

## V. CONCLUSION

In principle, it is possible to impedance-match a complex load at $N$ frequency points to a lossless line using ordinary $N$-section TLT. Analytical solution is known for the case $N=1$ case. For $N>1$, however, numerical solution is obtained through the use of the PSO algorithm. Different numerical examples were presented which illustrate the idea presented in this paper. It should be mentioned here that not all complex loads can be perfectly matched, and therefore, for some loads the PSO did not reach a solution. For single section, the conditions on the load are clear; for multiple sections, however, these conditions are not clear yet and remain an open area for research.
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#### Abstract

In this paper, a linear phased array with pattern reconfigurable elements is studied to perform a scan angle extension of the array. The developed array can scan its main beam from $-70^{\circ}$ to $70^{\circ}$ in its scanning plane. Compared with the traditional microstrip phased array, the scanning angle is extended remarkably.


Keywords: Microstrip phased array, scan angle extension, and pattern reconfigurable antenna.

## I. INTRODUCTION

Phased array can scan its beam and provide a high gain, which results in its extensive applications. Microstrip antenna is utilized frequently in array because they have a compact and stable structure as well as the merit of easy installation [1-3]. There are two main factors to influence the pattern scan of the microstrip array. One is the mutual coupling between elements. Many researchers have studied on this topic and some valuable techniques have been developed to effectively suppress the element mutual coupling, such as using photonic bandgap (PBG) structure and Defected Ground Structure (DGS) [4-7]. The other is the directivity of the element pattern. Generally, the main beam of the microstrip antenna directs to the normal of the element aperture and faint energy is radiated into the space close to the tangent of the ground plane. Thus, when such elements are used to construct a planar phased array, the array cannot also radiate the energy to a large angle away from the normal of the array aperture. However, in some applications, for example, military radar for target scout, it is desired to scan the beam of the phased array in full space. Currently, how to extend the scan angle of the array is becoming a challenge topic in the planar microstrip phased array study.

Reconfigurable antenna has been presented and its operation characteristics, such as patterns and frequencies, are switchable by using PIN diodes or

MEMS switches [8-11]. Due to the ability of reconfiguring pattern, the reconfigurable antenna can improve the beam coverage range of the element pattern. Then the phased array constructed by the pattern reconfigurable antenna has a tremendous potential to extend the scan angle. The array with pattern reconfigurable elements has been studied by J. T. Bernhard et al firstly [12]. In [12], the characteristic of the pattern scan is compared between the proposed array and the traditional microstrip array. However, the reported array has a smaller scan range because of the incompact element configuration and the larger element spacing.

In this paper, an improved reconfigurable antenna element is applied into a linear phased array to extend the scan angle. Compared with the traditional microstrip array, the scanning angle of the developed array is extended remarkably.

## II. ANTENNA ELEMENT DESIGN

The element is a pattern reconfigurable microstrip dipole Yagi antenna and its geometry is shown in Fig. 1. The antenna consists of three parallel microstrip dipoles. The width of the microstrip dipole is $W=2 \mathrm{~mm}$. The center strip length is $L_{\mathrm{m}}=20.6 \mathrm{~mm}$, and fed by a SMA connector. The feed position is moved $g=8.5 \mathrm{~mm}$ away from the end of the strip. The two parasitic microstrip dipoles have a same length of $L_{\mathrm{r}}=22.7 \mathrm{~mm}$. The space between the adjacent dipoles is $S=9.8 \mathrm{~mm}$. A gaps with a width of $d_{\mathrm{m}}=1.2 \mathrm{~mm}$ is located close to each end of the parasitic dipole and $2.0 \mathrm{~mm}\left(d_{1}\right)$ away from the strip end. Four switches, i.e., $\mathrm{k} 1, \mathrm{k} 2$, k 3 , and k 4 , are installed in four gaps, respectively. The ground plate has an area of $100 \times 140 \mathrm{~mm}^{2}$. The microstrip substrate have a relative permittivity of $\varepsilon_{\mathrm{r}}=4.4$ and a thickness of $H=6.35 \mathrm{~mm}$.

The antenna can reconfigure its pattern with three states. In State 1, k1 and k2 are open, k3 and k4 are closed. In this case, the right parasitic microstrip dipole is
shorten by opening k1 and k2 and the left one is elongated by closing k 3 and k 4 . On the contrary, when k 1 and k 2 are closed, k 3 and k 4 are open, the configuration of State 2 is realized.


Fig. 1. Geometry of the pattern reconfigurable antenna element.

In this study, an ideal switch models are used to imitate PIN diode or MEMS switches for proof of concept, i.e., the open or closed states of the switches are imitated with the absence or presence of a metal pad with an area of $W \times d_{m}$. This simplification is acceptable because simulation and measurement show that the mutual coupling between antenna and radiation behavior change litter after adding the switches and bias network [13-14]. The electromagnetic simulation software Ansoft HFSS 9.0 is used to study the antenna performances. The antenna that operates in State 1 is analyzed firstly. The simulated and measured return losses are shown in Fig. 2. A good matching performance is achieved at the frequency of 3.67 GHz .


Fig. 2. Simulated and measured return losses for State 1.

Because the antenna is fed asymmetrically, the peak direction of radiation pattern is not in $x y$-plane when the antenna operates at 3.67 GHz . A peak gain of 4.1 dBi is obtained at the direction of $\left(\theta=98^{\circ}, \varphi=2^{\circ}\right)$, which is less
than the reported one in [15] because of a compacter antenna structure. The maximum radiation angle in $\theta=90^{\circ}$ (xy-plane) is $\varphi=44^{\circ}$. The simulated and measured copolarization patterns in $\theta=90^{\circ}$ plane and $\varphi=44^{\circ}$ plane are shown in Fig. 3. Here, the weak x-polarization components are omitted. The corresponding peak gain in Fig. 3 is 2.1 dBi . Because the structure of State 2 is symmetrical with that of State 1, the results for State 2 are not shown by figures. The corresponding data of two states are listed in Table 1. Form Table 1, it can be shown that the antenna can reconfigure its pattern in xy-plane with an acceptable antenna gain by shifting antenna states between State 1 and State 2.


Fig. 3. Simulated and measured radiation patterns at 3.67 GHz in (a) $\theta=90^{\circ}$ plane (xy-plane) and (b) $\varphi=-44^{\circ}$ plane for State 1.

Table 1. Relative data for pattern reconfigurable antennas.

| State | Maximum radiation direction |  | Beam coverage in xoy-plane |  | Gain |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | full space | xoy-plane | 3dB | 6dB | Full space | xoy-plane |
| 1 | ( $52^{\circ}, 25^{\circ}$ ) | $\left(90^{\circ}, 40^{\circ}\right)$ | $27^{\circ} \sim 53^{\circ}$ | $-50^{\circ} \sim 79^{\circ}$ | 4.6 | 2.2 |
| 2 | $\left(52^{\circ},-25^{\circ}\right)$ | $\left(90^{\circ},-40^{\circ}\right)$ | $-53^{\circ} \sim 27^{\circ}$ | $-79^{\circ} \sim 50^{\circ}$ | 4.6 | 2.2 |

## III. LINEAR PHASED ARRAY FOR SCAN ANGLE EXTENSION

The geometry of the proposed linear phased array is shown in Fig. 4. Eight elements, named no.1-no. 8, are arranged along $y$-axis with element space of $d=\lambda / 2$, where $\lambda i$ is the wavelength in free space at the operation frequency. The array has a ground plate with an area of $100 \mathrm{~mm} \times 420 \mathrm{~mm}$. All of the elements in the phased array operate with the same state and are fed with the same signal amplitude. When the elements in array operate with State 1, the simulated return loss at each port and the simulated mutual couplings between two adjacent elements ( $S_{m n}$ with $|m-n|=1$ ) are shown in Fig. 5. In this figure, it can be observed that a return loss of -30 dB is achieved for each port and a mutual coupling of less than -20 dB is obtained between the adjacent elements at the operation frequency of 3.67 GHz . Based on the simulation, the mutual coupling between other elements is decreased further due to larger element spacing. When the elements in array operate in State 2, the array performances can be deduced according to the symmetry of the geometry between State 1 and State 2.


Fig. 4. Geometry of the linear phased array constructed by pattern reconfigurable antenna elements.

The mutual coupling between elements in array can influence severely the array performances. Generally speaking, it can leads to two problems. One is that the active reflection coefficient at each port is increased remarkably when the scan angle away from the array normal is large; and the other is to create the scan blindness in some special angles. Based on the scattering parameter matrix of the array, the active reflection coefficient at each port can be calculated by the following formula,

$$
\begin{equation*}
T_{m}(\theta)=\frac{V_{m}^{\text {out }}}{V_{m}^{\text {in }}}=e^{j k m d \sin \theta} \sum_{n=1}^{N} S_{m n} e^{-j k n d \sin \theta} \tag{1}
\end{equation*}
$$

where $m$ is the element number, $\theta$ is the array scan angle and $N$ is the total of the element. The calculated active
reflection coefficients at Port 1, Port 2, Port 3 and Port 4 are shown in Fig. 6. It can be observed that a weak active reflection is generated at ports even if the scan angle is large and no total reflection, i.e., no scan blindness, occurs within $\varphi=0^{\circ}-90^{\circ}$.


Fig. 5. Simulated (a) return losses at each port and (b) mutual coupling between adjacent elements.


Fig. 6. Simulated active reflection coefficient at feed ports.

The radiation characteristics of the phased array are analyzed by Ansoft HFSS. The progressive phase between two adjacent elements is $\Delta \psi$. Figure 7(a) demonstrates the patterns of the array in xy-plane when the elements operate in State 1 and with various progressive phases. The results indicate that, as increasing the progressive phase $\Delta \psi$, the scan angle can move from the array normal ( $x$-axis) toward the large angle close to the ground ( $y$-axis) with a good gain performance. The patterns in called plane which is orthogonal to $x y$-plane and passes through the maximum radiation angle in $x y$-plane, are plotted in Fig. 7(b).


Fig. 7. Radiation pattern of the linear phased array when elements operate in State 1 and with various progressive phases, (a) $x y$-plane and (b) E-plane.

The figure shows that the phased array can scan its patterns from $\varphi=-70^{\circ}$ to $70^{\circ}$ in $x y$-plane. Based on the symmetry, when the elements in the array operate in State 2 the array performance can be deduced. All of the detailed data of the array scan performance are shown in Table 2. From Table 2, we can observe that the developed linear phased array can scan its patterns from $\varphi=-70^{\circ}$ to
$70^{\circ}$ in $x y$-plane and provide a full angle coverage with 3dB beam width and good gain performance. Like the single element, the maximum radiation direction of the array is not in xy-plane, however, an acceptable gain performance is achieved when the phased array performs its pattern scan in $x y$-plane.

Table 2. Pattern scan characteristic of the developed array with various progressive phases.

| $\Delta \psi$ | Direction( $\left.\theta_{0}, \varphi_{0}\right)$ |  | Beam coverage in xoy-plane |  | Gain (dBi) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Aim | Maximum | 3dB | 6dB | xoy-plane | $\begin{gathered} \text { Full } \\ \text { space } \end{gathered}$ |
| State 1 |  |  |  |  |  |  |
| $0^{\text {a }}$ | $\left(90^{\mathrm{o}}, 0^{\mathrm{o}}\right)$ | $\left(46^{0}, 0^{\circ}\right)$ |  | $-4^{0} \sim 5^{0}$ | 7.26 | 11.3 |
| -20 | $\left(90^{\circ}, 7^{\circ}\right)$ | $\left(46^{\circ}, 10^{\circ}\right)$ |  | $2^{0} \sim 12^{0}$ | 7.22 | 11.2 |
| -40 | $\left(90^{\circ}, 14^{\circ}\right)$ | $\left(47^{0}, 19^{\circ}\right)$ |  | $9^{0} \sim 19^{0}$ | 7.4 | 11.2 |
| $-60^{\circ}$ | (90 ${ }^{\circ}, 21^{\circ}$ ) | $\left(55^{\circ}, 25^{\circ}\right)$ | $19^{\circ} \sim 24^{\circ}$ |  | 8.52 | 11.1 |
| $-70^{\circ}$ | (90 ${ }^{\circ}, 25^{\circ}$ ) | $\left(54^{\circ}, 30^{\circ}\right)$ | $22^{\circ} \sim 27^{0}$ |  | 8.92 | 11.52 |
| -90 ${ }^{\circ}$ | $\left(90^{\circ}, 32^{\circ}\right)$ | $\left(59^{\circ}, 37^{0}\right)$ | $28^{\circ} \sim 35^{0}$ |  | 9.58 | 11.70 |
| -110 ${ }^{\circ}$ | $\left(90^{\circ}, 39^{\circ}\right)$ | $\left(73^{0}, 41^{\circ}\right)$ | $34^{0} \sim 45^{0}$ |  | 9.9 | 11.93 |
| -138 ${ }^{\circ}$ | $\left(90^{\circ}, 51^{\circ}\right)$ | $\left(76{ }^{0}, 52^{\circ}\right)$ | $46^{\circ} \sim 57^{0}$ |  | 9.74 | 11.82 |
| -155 ${ }^{\circ}$ | $\left(90^{\circ}, 61^{\circ}\right)$ | $\left(85^{\circ}, 60^{\circ}\right)$ | $51^{\circ} \sim 77^{\circ}$ |  | 9.97 | 11.04 |
| -170 ${ }^{\circ}$ | $\left(90^{\circ}, 70^{\circ}\right.$ ) | $\left(92^{\circ}, 70^{\circ}\right.$ ) | $57^{\circ} \sim 90^{\circ}$ |  | 10.27 | 10.57 |
| State 2 |  |  |  |  |  |  |
| $0^{\text {a }}$ | $\left(90^{\circ}, 0^{\circ}\right)$ | (46 ${ }^{0}, 0^{\circ}$ ) |  | $-5^{0} \sim 4^{0}$ | 7.26 | 11.3 |
| 20 | $\left(90^{\circ},-10^{\circ}\right)$ | $\left(46^{\circ},-10^{\circ}\right)$ |  | $-12^{\circ} \sim 2^{0}$ | 7.22 | 11.2 |
| 35 | $\left(90^{\circ},-17^{\circ}\right)$ | $\left(47^{0},-19^{\circ}\right)$ |  | $-19^{0} \sim 9^{0}$ | 7.4 | 11.2 |
| $60^{\circ}$ | $\left(90^{\circ},-21^{\circ}\right)$ | $\left(55^{0},-25^{\circ}\right)$ | $-24^{0} \sim-19^{0}$ |  | 8.52 | 11.1 |
| $70^{\circ}$ | $\left(90^{\circ},-25^{\circ}\right)$ | $\left(54^{0},-30^{\circ}\right)$ | $-27^{0} \sim 22^{0}$ |  | 8.92 | 11.52 |
| $90^{\circ}$ | (90 $\left.{ }^{\circ},-32^{\circ}\right)$ | $\left(59^{\circ},-37^{\circ}\right)$ | $-35^{0} \sim-28^{\circ}$ |  | 9.58 | 11.70 |
| $110^{\circ}$ | $\left(90^{\circ},-39^{\circ}\right)$ | $\left(73^{0},-41^{\circ}\right)$ | $-45^{0} \sim-34^{0}$ |  | 9.9 | 11.93 |
| $138{ }^{\text {a }}$ | $\left(90^{\circ},-51^{\text { }}\right.$ ) | $\left(76^{0},-52^{\circ}\right)$ | $-57^{0} \sim-46^{\circ}$ |  | 9.74 | 11.82 |
| $155^{\circ}$ | $\left(90^{\circ},-61^{\circ}\right)$ | (85 $\left.{ }^{\mathrm{o}},-60^{\mathrm{o}}\right)$ | $-77^{0} \sim-51^{0}$ |  | 9.97 | 11.04 |
| $170^{\circ}$ | $\left(90^{\circ},-70^{\circ}\right)$ | $\left(92^{\circ},-70^{\circ}\right)$ | $-90^{\circ} \sim-57^{\circ}$ |  | 10.27 | 10.57 |

## IV. CONCLUSION

A linear phased array with pattern reconfigurable elements is proposed in this paper. The pattern reconfigurable element operates in two switchable states with good performances. The developed linear phased array can perform its pattern scan from $\varphi=-72^{\circ}$ to $72^{\circ}$ in $x y$-plane and provide a full angle coverage with $3-\mathrm{dB}$ beam width and acceptable gain performance. This study validates the validity of extending the scan angle of the phased array by using the pattern reconfigurable antenna element.
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#### Abstract

This paper supplements the existing knowledge on the breast skin's effect on microwaves for tumor detection in the frequency range $4 \mathrm{GHz}-7 \mathrm{GHz}$. A realistic breast model is developed using data of an MRI scan of a physical breast. The breast fibro glandular content along with the tumor's size and location are considered. Numerical results indicate that the skin and tumor signatures could be on the same order of magnitude. This confirms the need to include the skin layer in breast models to minimize the potential of false alarms in tumor detection.
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## I. INTRODUCTION

Breast skin causes inevitable clutter when utilizing electromagnetic waves for cancer detection. In spite of its thickness being only a few millimeters, the skin can obscure the tumor signature. Studies published by radiologists showed that the skin thickness changes as a result of breast abnormalities, complicating the issue further [1]. For microwave imaging, incorporating the skin layer can represent a challenge when implementing computational techniques. These challenges include modeling the complex breast shape along with the varying skin thickness and the corresponding CPU time requirements for simulation.

Existing works addressing the skin simplify the problem in a number of ways. These simplifications include treating the breast as a two-dimensional model [27], simplifying the interior and exterior geometries [2-7] and utilizing ideal sources [2-8]. Two-dimensional models treat the breast as continuous flat layers or symmetric shapes which allow the closed form solutions for layered mediums to be utilized, while other simplifications include circular or cylindrical geometries in two or three dimensions [2-6]. In addition plane wave or dipole sources are typically utilized [2-7]. At this time, no single paper has detailed the skin's effect for realistic configurations of the breast shape, interior structure and
practical antenna sources. This purpose of this work is to supplement the existing literature on breast skin effect in the microwave region using a realistic breast shape, interior structure and sources.

El-Shenawee et al. showed that the shape reconstruction of breast tumors in three dimensions using gradient methods required up to 26 CPU hours on a 64-bit machine, even though the skin layer was ignored [9]. In another previous study the breast was modeled as a coated sphere to incorporate the skin layer using the Mie Solution [7]. In that work, the error due to ignoring the skin layer was shown to be $3 \%$ when receiving in the backscatter direction, versus $30 \%$ when receiving in the forward direction. However, that work was preliminary and did not investigate the fibro glandular content, tumor size and location, realistic breast shape or practical sensors.

Human breast skin varies in thickness in each of the four regions of superior, inferior, medial and lateral shown in Fig. 1. The skin tends to be the thickest in the inferior region and thinnest in the lateral region [1]. Utilizing the experimentally acquired data reported in [1] and the fibro glandular interior structure obtained from a patient's MRI scan in [10] allows a realistic breast model to be generated. Broadband planar antennas are used for excitation to calculate the signature of the skin and the breast tumor as will be discussed in the following sections.


Fig. 1. The four regions of the breast.

## II. METHODOLOGY

## A. Development of Breast Model

As known, the human breast is a complex biological system containing fatty tissue, ducts, lobules and other fibro glandular tissue. All of these tissues are contained in a nonsymmetrical exterior shape of diverse proportions and a skin layer of varying thickness. To prove the concept of microwave imaging and detection of breast tumors, in the past few years, a variety of simplifications for the breast shape and interior structure were utilized in the literature [2-9, 11].

In this work, the breast model is assumed to contain five homogeneous regions as shown in Fig. 2(a). The interior regions correspond to the fatty breast tissue and the fibro glandular tissue representing the ducts, lobules, fat, etc. Taking 70 cross-sections of each region of the MRI scan allows for the creation of a three-dimensional configuration. Due to the lack of available 3D MRI scan data, we assume circular symmetry for the cross-section of each region shown in Fig. 2(a). For example, the crosssection a-a' is shown in Fig. 2(b) and cross-section b-b' is shown in Fig. 2(c). In this work, the skin layer is chosen to correspond to the values measured by Lee et al. [1]. Normal values of skin thickness are used in Figs. 2 to 6, while Fig. 7 shows results of minimum and maximum skin thickness. Normal skin thickness are 1.5 mm for the superior region, 1.7 mm for the inferior region, 1.5 mm for the medial region and 1.3 mm for the lateral region. The reported data ranges from 0.75 to 2.3 mm for the superior region, from 0.7 to 2.7 mm for the inferior region, from 0.6 to 2.4 mm for the medial region and from 0.5 to 2.1 mm for the lateral region. Outside the breast, a matching medium of oil with $\varepsilon_{r}=3$ is assumed [12].

Recent measured electrical properties of breast tissues are reported in [13]. The new reported properties of the fibro glandular region are not significantly different from that of the malignant tumor (up to $\sim 10 \%$ difference). However, a high contrast was reported to exist between the fatty and tumor tissues ( $\sim 500 \%$ ) [13].

The breast model used in this study incorporates the skin with varying thicknesses and with a permittivity of 36 and conductivity of $4 \mathrm{~S} / \mathrm{m}$, as reported at 6 GHz in [14]. Frequency dependence is incorporated in the imaginary part of the dielectric constant as reported in [7]. It is important to emphasize that skin thickness, fibro glandular content and tissue properties vary between patients based on physical and hormonal parameters [15].

## B. Excitation Source

A three-element array of broadband planar antennas is designed in an effort to focus the beam on the tumor. The array operates between 4 GHz and 7 GHZ when immersed in oil. The array produces a beam focused directly above the central antennas as described in [11],
[16]. The $S_{11}$ of the antenna array shows that the maximum power is radiated at $\sim 5 \mathrm{GHz}$ (not presented here but in [16]). The complex input impedance is around $\sim 54+\mathrm{j} 4 \Omega$ between 4 GHz and 7 GHz . The antenna array is excited with 100 mW input power with the complete design description reported in [11, 16].


Fig. 2. (a) Breast model developed from MRI scan from [4] with tumor and antenna array, (b) top view of crosssection a-a', and (c) top view of cross-section b-b'.


Fig. 3. Skin and tumor signatures for the $100 \%$ fibro configuration case. Tumor is located at (6, 0, 0) in Fig. 2(a).

## C. Simulations

Integrating the breast model with the broadband array allows for the calculation of realistic skin and tumor signatures. The Ansoft HFSS package is used in this work. The signatures of the skin and tumor are referenced to the $S_{11}$ parameter and are obtained by subtraction for the sake of analysis and comparison. For example, the skin signature was obtained upon subtracting the $\mathrm{S}_{11}$ of
the whole breast without a skin layer from the $S_{11}$ with a skin layer ( $\mathrm{S}_{11 \text { (Breast+Skin) }}-\mathrm{S}_{11 \text { (Breast) }}$ ). Similarly the tumor signature is calculated by subtracting the $\mathrm{S}_{11}$ of the whole breast without a tumor from the $S_{11}$ of the breast and tumor $\left(\mathrm{S}_{11 \text { (Breast+Skin+Tumor) }}-\mathrm{S}_{11 \text { (Breast+Skin) }}\right.$ ). The interior breast configuration is varied upon reducing the fibro glandular content while keeping the external breast shape, size, and electrical properties unchanged. The tumor size and location are also varied while keeping its electrical properties unchanged. The complex electrical parameters of breast tissues are obtained using the Cole-Cole curves in [13]. The fibro glandular tissue percentage shown in Fig. 2(a) will be referred to as the $100 \%$ fibro case, while a $75 \%$ fibro case would represent the same breast shape and size but with the fibro content decreased $25 \%$ by radial scaling.

The permittivity and conductivity of the fibro glandular and fatty tissue are reported for a range of frequency from $1-20 \mathrm{GHz}$ in [13]. For example, at 5 GHz these values are 46 and $4 \mathrm{~S} / \mathrm{m}$, respectively, for the fibro glandular tissue and 6 and $1 \mathrm{~S} / \mathrm{m}$, respectively, for the fatty tissue [13].


Fig. 4. Skin and tumor signatures for $100 \%, 75 \%$, $50 \%$ and $25 \%$ fibro configurations. Tumor is located at $(6,0,0)$ as in Fig. 2(a).

## III. NUMERICAL RESULTS AND DISCUSSION

In the first case, the tumor is located at 4 cm from the skin as shown in Fig. 2(a). The figure shows that the tumor partially overlaps the fibro glandular and the fatty tissue. The tumor is 10 mm in diameter and is located in the direction of the main beam of the antenna array. Figure 3 shows the computed skin and tumor signatures vs. the frequency for $3-8 \mathrm{GHz}$. The signature of the skin and tumor display an oscillatory behavior where the skin signature is smaller than that of the tumor. The difference between the skin and tumor signature is $\sim 0.11 \mathrm{~dB}$ at 5 GHz . These oscillations could be due to the fluctuations in the radiation pattern as a function of the frequency (not shown here but in [16]). In [16], the radiation pattern
showed that the side lobes were significant at some frequencies while disappeared at others.


Fig. 5. Skin and tumor signatures for a tumor of diameter $10 \mathrm{~mm}, 5 \mathrm{~mm}$ and 2.5 mm located at ( $6,0,0$ ) in Fig. 2(a).


Fig. 6. Skin and tumor signatures for three locations; Loc1: $(6,0,0)$, Loc2: $(6,3,0)$, Loc3: $(6,0,3)$ in Fig. 2(a).

In the second case, the fibro glandular content is reduced to $75 \%, 50 \%$, and $25 \%$ as explained earlier. Accordingly, the tumor gradually changes from being partially overlapping the fibro glandular and fatty tissue (the $100 \%$ fibro case) to being totally immersed in the fatty tissue (the $25 \%$ fibro case). It is observed that the skin signature, obtained by subtraction, remains almost unvaried regardless of the fibro glandular content.

Figure 4 shows the skin signature vs. that of the tumor for the $100 \%, 75 \%, 50 \%$, and $25 \%$ fibro content cases. The results show that the skin signature is the smallest in this case. In addition, as the content of fibro glandular tissue decreases, the tumor signature increases up to 6.25 dB for the $25 \%$ fibro case. These are anticipated results since with less fibro glandular tissue and more fatty tissue, the contrast between the tumor and surroundings increases leading to larger signature as shown in Fig. 4. This can be explained because the tumor has a higher contrast with the surrounding fatty tissue
(~500\%) [13]. The maximum difference between the skin and tumor signatures is observed as $\sim 5.12 \mathrm{~dB}$ at 5 GHz for the $25 \%$ fibro case as shown in Fig. 4.


Fig. 7. Skin and tumor signatures for a 10 mm tumor.
The third case varies the tumor size while utilizing the original fibro glandular content of $100 \%$ in Fig. 1. The diameter of the tumor is varied as $10 \mathrm{~mm}, 5 \mathrm{~mm}$ and 2.5 mm as shown in Fig. 5. It is interesting to note that the skin signature, i.e. the clutter, could dominate the received signal. In other words, the skin signature is larger than that of the tumor of diameters 2.5 mm and 5 mm , in this case. In addition, the signature of a 10 mm tumor differs by only $\sim 0.1 \mathrm{~dB}$ to that of the skin as shown in Fig. 5.

The fourth case of Fig. 6 investigates the tumor location. As known, the ductal carcinoma in-situ is the most common breast cancer and can form at any location in the vast duct system. Thus, three possible tumor locations are tested in this figure at $(6,0,0),(6,3,0)$ and $(6,0,3)$. The second location, offset in the $y$-direction, is still in the direction of the main beam of the array while the third location, offset in the z-direction, is outside the direction of the main beam. The results of Fig. 6 show that when the tumor is located at $\operatorname{Loc} 2(6,3,0)$ and Loc3 $(6,0,3)$, the skin signature is larger than that of the tumor. The tumor signature at Loc1 is only 0.1 dB larger than that of the skin while it is 0.14 dB and 0.49 dB smaller than the skin signature for Loc2 and Loc3, respectively.

Figure 7 summarizes the extreme cases which could be encountered in reality. The 100\% fibro content case in Fig. 2(a) could represent a younger woman with a dense breast. However, the process of menopause increases the relative fat content of the breast, and to represent this, a case with the fibro glandular content of only $10 \%$ is considered. Figure 7 depicts the skin signature vs. that of the tumor for these two fibro glandular contents using a 10 mm diameter tumor.

The results of Fig 7 show that the 10 mm tumor has a
signature larger than that of the skin regardless of the fibro glandular tissue content. The maximum difference between the two signatures is shown in Fig. 8 to be $\sim 5.4 \mathrm{~dB}$, i.e. $\sim 6$ times larger than the skin signature. However, the signature of a 2.5 mm tumor is less than that of the skin, regardless of the fibro glandular content (result not shown). The difference is observed to be $\sim 0.73 \mathrm{~dB}$ and 1.09 dB for the $10 \%$ and $100 \%$ fibro contents, respectively. The signature of smaller tumors could be theoretically increased when higher frequencies are used, but in reality the penetration depth of the waves will decrease, as expected.


Fig. 8. Skin signatures for several thicknesses with the same breast interior contents. No tumor is included here.

In all above results, it is observed that the skin signature does not significantly change with respect to the interior structure of the breast (mainly the fibro glandular tissue). It is noticed that regardless of the fibro glandular content, tumor location, or size the skin signature is almost unchanged. Therefore, in all above figures, only one skin signature was plotted. This could be explained by the lossy nature of the breast tissue such that the effect of the multiple scattering between the tumor, fibro glandular tissue and the skin layer is diminished.

In all above results, the normal skin thickness reported in [1] was used. On the other hand, the results of Fig. 8 demonstrate the effect of the skin thickness. Figure 8 contains the skin thickness with normal thickness, maximum thickness ( $>2 \mathrm{~mm}$ ), minimum thickness $(<0.7 \mathrm{~mm})$, and a uniform thickness of 1.5 mm . The minimum and maximum ranges are mentioned in Section II as reported in [1]. The results show that the thickest skin layer has the largest signature, with a maximum of around 1.54 dB vs. 1.3 dB for the minimum thickness case. The maximum difference in the skin signatures between the thickest and thinnest skin layer is observed to be only $\sim 0.24 \mathrm{~dB}$. The results of Fig. 7 indicate that a realistic skin signature could be approximately predicted by calculating the signature of a uniform skin layer of $\sim 1-2 \mathrm{~mm}$ thickness.

As known, it is almost impossible to predict the breast interior structure of a patient. However, the reconstruction of the exterior shape of the breast can be obtained as reported in [17]. Then a uniform skin layer could be engineered following the reconstructed breast shape in order to calculate its signature as shown in Fig. 8. Upon subtracting the predicted skin signature from the measurements of the signals scattered from the breast, the skin clutter can be removed. This process can help speeding up the computational algorithms for imaging the tumor. This process is expected to introduce some noise into the data, but less than a few dBs .

All above results were obtained using the HFSS package that required 20-24 CPU hours on a quad-core 64bit AMD Opteron workstation.

## IV. CONCLUSIONS AND FUTURE WORK

The results of this work show that the signature of the skin could be comparable or even larger than that of the tumor depending on the fibro glandular content of the breast and the size and location of the tumor. This work confirms the importance of accounting for the skin layer in breast cancer detection at the microwave frequency range.

The current breast model can be improved by treating the fibro glandular region of the breast as discrete inclusions instead of a continuous region to incorporate the more heterogeneous nature of breast tissue. However, modeling individual duct systems and lobules along with the vascular system is computationally challenging due to their complex nature and minute feature sizes as reported in [18].
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#### Abstract

The quasi-periodic Thue-Morse (T-M) multilayered band gap structures are studied at ultra high frequency band (UHF) by using a theoretical model based on matrix method (MM) for any incidence simulator. It is demonstrated that reflection spectrum in this frequency domain cover a great part of UHF band which contains the Global System for Mobile communication (GSM) bands, where the propagation of electromagnetic waves is forbidden in this region for all incident angle and all polarisations. The study of a deformed stack which is constructed according to the quasi-periodic sequences so that the coordinates y of the deformed object was determined through the coordinates x of the Thue-Morse stack in accordance with the following rule $\mathrm{y}=\mathrm{x}^{\mathrm{k}+1}$, where k : the coefficient defining the deformation degree. Consequently, an omni-directional high reflector at UHF band covering the GSM band is established.
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## I. INTRODUCTION

Photonic crystals (PC) represent an artificially fabricated system and it is characterized by a periodic dielectric medium where the propagation of an electromagnetic wave is prevented in certain frequency bands independently of the direction of the incident wave and of its polarization.

It has potential applications in many such technological areas as waveguides with photonic crystals, substrates for antennas in microwaves, filters or perfect mirrors and in the development of efficient semiconductor light emitters [1]. In addition, it can also control and manipulate the propagation of electromagnetic waves [2-4].

The simplest form of a photonic crystal is the onedimensional (1D) periodic structure. It consists of a stack of alternating layers having a low and high refractive indices, whose thicknesses satisfy the Bragg condition: $\mathrm{n}_{\mathrm{L}} \mathrm{d}_{\mathrm{L}}=\mathrm{n}_{\mathrm{H}} \mathrm{d}_{\mathrm{H}}=\lambda_{\mathrm{B}} / 4$ where $\lambda_{0}$ is the reference wavelength. It is known as Bragg Mirror [1, 5, 6].

Quasi-periodic multilayer systems can be considered as suitable models to describe the transition from perfect
periodic structures to random structures [7, 8]. Built according to determinist order quasi-periodic multilayer system, the spectra of this multilayer stacks show very interesting physical properties like the existence of a photonic band gap (PBG) for different frequency regions. The Thue-Morse sequence is one of the well-known examples in 1D aperiodic structure [9].

Additionally, some properties of Thue-Morse quasicrystals have been studied in different domains [10-12], such as the elastic waves in quasi-regular perpendicular polarisation structures, the localization of light waves, which leads to the appearance of photonic band gaps and the propagation of light in Thue-Morse dielectric multilayer systems [13-15].

Also Negro [16] established large omni-directional photonic band gap of 32 layers from Thue-Morse sequence using $\mathrm{Si} / \mathrm{SiO}_{2}$ material and explained its physical origin. He showed the remarkable scaling properties of the transmission spectra both with wavelet decomposition and Fourier Transform Analysis.

Furthermore, by using the tin sulfide-silica material system, Deopura [17] has developed and determined the formation of a broadband visible reflector with an omnidirectional range greater than $10 \%$. Thus, he calculated and measured the reflectance spectra as a function of wavelength for perpendicular (P) and serial (S) polarisations at different incident angles and he established an omnidirectional reflectivity band from 400 to 780 nm .

The deformation of crystals was introduced by applying a power law so that the coordinates $y$ which represent the transformed object, were determined using the coordinates x of the initial object in accordance with the following rule: $y=x^{1+k}$, with k : the coefficient defining the deformation degree.

The initial phase thickness when we apply the y function is: $\varphi=\frac{2 \pi}{\lambda} n d \cos \theta$, which takes the following form:
$\varphi_{j}=\frac{2 \pi}{\lambda} x_{0}\left(j^{k+1}-(j-1)^{k+1}\right) \cos \theta_{j} \quad$ for $j \geq 1$. With j designating the $\mathrm{j}^{\text {th }}$ layer and $x_{0}=\frac{\lambda_{0}}{4}$ is the thickness of
each layer of the periodic structure with $\lambda_{0}$ being the reference wavelength.

For the deformed system, the thickness of each layer becomes variable and depends on the $\mathrm{j}^{\text {th }}$ layer and the deformation degree k. So, the optical thickness of each layer after deformation by the y function takes the following form: $x^{\prime}{ }_{0 j}=x_{0}\left(j^{k+1}-(j-1)^{k+1}\right)$ for $j \geq 1$. It is clear that for a given value of $k$, the quasi-periodic system becomes deformed and the thickness of each layer increases with k increasing. Figure 1 shows, for example, the principle of introducing deformation into the Thue-Morse structure.

Also, the properties of one-dimensional periodic and quasi-periodic photonic crystals with a defect layer have been investigated by Abdel-Rahman et al [18]. In this case, he studied the effect of position, thickness and index of refraction of a defect layer on the transmission spectrum and the defect mode of periodic photonic structure (PPS) as well as Fibonacci quasi-periodic photonic structures.

So in this work we introduce a deformation to the multilayer stack. Deformed stack, which is constructed according to the quasi-periodic generalized Thue-Morse sequence, has been reported in frequency range of the ultra high frequency band. Reflectance spectra reach $100 \%$ for the incident angle [ $0, \pi / 2$ ] and all polarisations. So, the transmission is forbidden in this frequency range.

We have shown that the high frequency term in the spectra depends on both order of system and degree of deformation k .

This paper is organized as follows: in the second part, we give the formulation of Matrix Method (MM), including the reflectance spectrum in both $S$ and $P$ polarisations. The models of quasi-periodic generalised Thue-Morse sequence are presented in section III.

The reflectance spectra of this deformed quasiperiodic multilayer structure are discussed in Section IV, it is shown that a high reflector covers the part of frequency in ultra high frequency band including the GSM band width.


Fig. 1. Transformation of a perfect Thue-Morse multilayer structure into an asymmetric one, for example for $\mathrm{h}=0.1$.

## II. MATHEMATICAL THEORY

We employ the MM, including components of the refractive index, to extract transmission, reflection and consider their sensitivity to material and geometrical variation. It can solve the problem of the photonic band structures and the scattering (transmission and reflection) spectra. For stratified layers within $m$ layer, the amplitudes of the electric fields of incident wave $E_{0}^{+}$, reflected wave $E_{0}^{-}$and transmitted wave $E_{m+1}^{+}$after m layers can be related via the following matrix [19],

$$
\begin{equation*}
\binom{E_{0}^{+}}{E_{0}^{-}}=\frac{C_{1} C_{2} C_{3} \ldots C_{m+1}}{t_{1} t_{2} t_{3} \ldots t_{m+1}}\binom{E_{m+1}^{+}}{E_{m+1}^{-}} . \tag{1}
\end{equation*}
$$

The $C_{j}$ (propagation matrix) for the $j^{\text {th }}$ sequence can be written,

$$
C_{j}=\left(\begin{array}{cc}
\exp \left(i \phi_{j-1}\right) & r_{j} \exp \left(-i \phi_{j-1}\right)  \tag{2}\\
r_{j} \exp \left(i \phi_{j-1}\right) & \exp \left(-i \phi_{j-1}\right)
\end{array}\right)
$$

$\phi_{j-1}$ indicate the phase shift of the wave between $(j-1)^{\text {th }}$ and $j^{\text {th }}$ boundaries and can be obtained by,

$$
\begin{gather*}
\phi_{0}=0  \tag{3}\\
\phi_{j-1}=\frac{2 \pi}{\lambda} \hat{n}_{j-1} d_{j-1} \cos \theta_{j-1} \tag{4}
\end{gather*}
$$

The asymmetry was introduced by applying the power lower ,so that the coordinate $y$ which represent the transformed object were determined using the coordinate x of the initial object in accordance with the following rule: $y=x^{k+1}$ here $k$ is the coefficient defining the asymmetry degree in to the Thue-Morse multilayer structure. The initial phase thicknesses when we apply the $y$ function take the following form for $j \geq 1$,

$$
\begin{equation*}
\phi_{j}=\frac{2 \pi}{\lambda} \hat{n}_{j} d_{j} \cos \theta_{j}\left(j^{k+1}-(j-1)^{k+1}\right) \tag{5}
\end{equation*}
$$

The Fresnel coefficients $t_{j}$ and $r_{j}$ can be expressed as follows by using the complex refractive index $\hat{n}_{j}$ and the complex refractive angle $\theta_{j}$.

For parallel P - polarization,

$$
\begin{equation*}
r_{j p}=\frac{\hat{n}_{j-1} \cos \theta_{j}-\hat{n}_{j} \cos \theta_{j-1}}{\hat{n}_{j-1} \cos \theta_{j}+\hat{n}_{j} \cos \theta_{j-1}} \tag{6}
\end{equation*}
$$

$$
\begin{equation*}
t_{j p}=\frac{2 \hat{n}_{j-1} \cos \theta_{j-1}}{\hat{n}_{j-1} \cos \theta_{j}+\hat{n}_{j} \cos \theta_{j-1}} . \tag{7}
\end{equation*}
$$

Moreover, for perpendicular S- polarization,

$$
\begin{gather*}
r_{j s}=\frac{\hat{n}_{j-1} \cos \theta_{j-1}-\hat{n}_{j} \cos \theta_{j}}{\hat{n}_{j-1} \cos \theta_{j-1}+\hat{n}_{j} \cos \theta_{j}}  \tag{8}\\
t_{j s}=2 \frac{\hat{n}_{j-1} \cos \theta_{j-1}}{\hat{n}_{j-1} \cos \theta_{j-1}+\hat{n}_{j} \cos \theta_{j}} . \tag{9}
\end{gather*}
$$

For both polarisations s and p the transmittance energy T are reduced as,

$$
\begin{align*}
& T_{S}=\operatorname{Re}\left(\frac{\hat{n}_{m+1} \cos \theta_{m+1}}{\hat{n}_{0} \cos \theta_{0}}\right)\left|t_{S}\right|^{2}  \tag{10}\\
& T_{P}=\operatorname{Re}\left(\frac{\hat{n}_{m+1} \cos \theta_{m+1}}{\hat{n}_{0} \cos \theta_{0}}\right)\left|t_{P}\right|^{2}, \tag{11}
\end{align*}
$$

Re indicates the real part.

## III. GENERALIZED THUE-MORSE MULTILAYER STRUCTURE

One-dimensional quasi-periodic Thue-Morse sequences are multilayer structures consisting of two different materials. They contain two building blocks $H$ and $L$ and can be produced by repeating application of the substitution rules $H \rightarrow H L$ and $L \rightarrow L H$, where H denotes the material with the higher refractive index, and L denotes the material with the lower refractive index. For example, the first few generations $S_{j}$ of Thue-Morse sequence [20] are as follows: $S_{0}=\{H\}, S_{1}=\{H L\}$, $S_{2}=\{H L L H\}, S_{3}=\{H L L H L H H L\}$ etc.. whereas, the generalized Thue-Morse multilayer is recursively constructed as: $S_{k+1}=\left(S_{k}\right)^{n}\left(\overline{S_{k}}\right)^{m}$ with $S_{1}=H$ and $\overline{S_{1}}=L$ and arranged according to an inflation rule $\sigma_{\mathrm{T}-\mathrm{M}}$ : $\mathrm{H} \rightarrow \mathrm{H}^{\mathrm{m}} \mathrm{L}^{\mathrm{n}}, \mathrm{L} \rightarrow \mathrm{L}^{\mathrm{m}} \mathrm{H}^{\mathrm{n}}$ [21]. Based on the characteristics of the construction of Thue-Morse sequences, Fig. 2 shows one dimensional generalised Thue-Morse class quasi-periodic multilayer stacks for $3^{\text {rd }}$ generation. According to Thue-Morse rule, there are 16 layers in this structure. (Note: in the all of this work we have chosen $\mathrm{m}=\mathrm{n}=1$ i.e., Thue-Morse sequence).


Fig. 2. Schematic representation showing the geometry of the $3^{\text {rd }}$ generation of generalized Thue-Morse quasiperiodic multilayer system for $\mathrm{m}=\mathrm{n}=2$.

## IV. RESULTS AND DISCUSSIONS

In the following numerical investigation, we choose air (L) and Roger (H) as two elementary layers, with refractive indices $\mathrm{n}_{\mathrm{L}}=1$ and $\mathrm{n}_{\mathrm{H}}=3$, respectively. The thicknesses $d_{L}=3 \mathrm{~mm}$ and $d_{H}=1 \mathrm{~mm}$ of the two materials has been chosen to satisfy the Bragg condition: $\mathrm{n}_{\mathrm{L}} \mathrm{d}_{\mathrm{L}}=\mathrm{n}_{\mathrm{H}} \mathrm{d}_{\mathrm{H}}=\lambda_{0} / 4$ where $\lambda_{0}=12 \mathrm{~mm}$ is the reference wavelength.

We use the matrix method to extract the transmission coefficients in the ultra high frequency spectral range which correspond to $0.3 \mathrm{GHz}-3 \mathrm{GHz}$. We show that the corresponding reflection coefficients exhibit interesting properties. We assume that the front and the back media have refractive index $n_{0}=1$ (index of air). In Fig. 3, we found that the width of forbidden gap $\left[\lambda_{\text {Long }}-\lambda_{\text {Short }}\right]$ is sensitive to deformation degree k . We notice, for $\mathrm{k}=0.05$, a high width of band which covers the spectral domain corresponding to ultra high frequency band $(0.3<f<3 \mathrm{GHz})$. Therefore, the PBG covers only the GSM band width included in the studied wavelength range: [285-350] mm.


Fig. 3. Reflectance spectra ( $\mathrm{Rp}(\%)$ in mode P ) through the $8^{\text {th }}$ level Thue-Morse as function of wavelength and deformation degree k .

The reflectance spectra at $6^{\text {th }}$ order of deformed quasi-periodic Thue-More as functions of wavelength and incident angle $\theta$ are shown in Fig. 4. We noticed in this case two basics pseudo photonic band gap. The first forbidden gap is included in GSM band whereas the second band is narrower and covers a greater parts of the wavelength range. So, particularly we interested in the first region which contains a GSM band. We propose a
high reflector in this frequency range where this sample structure, built according the Thue-Morse sequence, inhibits the propagation of waves but there exist peaks of transmission in this frequency range for some value of incident angles. Consequently, a partial photonic band gap is established for the $6^{\text {th }}$ level of Thue-Morse sequence. This result is possible via sample periodic structure, but we can't create a transmission peak inside the basic photonic band gap and generate author pseudo band gap outside the original photonic band gap.

At normal incidence, we note a similarity of reflectance spectra for both polarisations. In fact, for $\theta=0$, the expression of Rs is equal to that of Rp in equation 2. The origin of the fundamental Thue-Morse band gaps can be attributed to local correlations in the form of periodic strings with the corresponding frequency and the layer distributions.


Fig. 4. The reflection spectra through the $6^{\text {th }}$ order of Thue-Morse photonic structures in both modes polarizations ( S and P ).

It has been shown that multilayer Thue-Morse system with alternating layers do not exhibit a complete photonic band gap where the grey area covers a frequency range for $\theta<1$ radium (Fig. 5). However, we note another photonic band gap for $\theta>1$ radium. But their photonic band gap covers a wavelength range between 400 mm and 700 mm where its Fourier spectrum does not exhibit an omni-directional band gap.


Fig. 5. Variation of limit wavelength of $6^{\text {th }}$ of ThueMorse sequence in both polarisation S and P as a function of incident angle, with deformation degree ( k $=0.05$ ).

## A. Effect of Varying the Order of Thue-Morse with Constant Deformation

The reflection band for the S mode is wider than that for the P mode. Band gaps are shown for this pair material (air/Roger). Increasing the order of T-M sequence, the width of PBG enhances and narrows transmission peaks increase for two spectra Rp and Rs. It is clear that a PBG depends at Thue-Morse orders. So, from the reflectivity spectrum of $S_{6}$ in Fig. 4, the photonic band gap is interrupted for $\theta=1$ radium and we can noted in this order of Thue-Morse class do not exhibit any omni-directional high reflection Band.

Moreover, with the increase of the order of ThueMorse sequence (Fig. 6), a large PBG appears from the $8^{\text {th }}$ order of one-dimensional Thue-Morse multilayered structure and covers the GSM band included in ultra high frequency band. So, a fractal Thue-Morse omnidirectional band depends on its sample order and on the choice of value of deformation which fixes the number and thicknesses of the layer.


Fig. 6. Reflectance spectra through Thue-Morse multilayer structure as a function of wavelength for TM and TE modes at any incident angles for $8^{\text {th }}$ order of Thue-Morse.

## B. Broadening of Omni-directional Photonic Band-Gap

The variation of $\lambda_{\text {long }}$ and $\lambda_{\text {short }}$ for two polarisations S and P marked an omni-directional reflection in a onedimensional Thue-Morse aperiodic photonic crystal containing the two elements Air and Rogers is determined which broadening versus the order of ThueMorse sequences where the deformation is fixed to 0.05 (see Fig. 7).

The band gap structure, predicted by the numerical calculations, is clearly identifiable from the $8^{\text {th }}$ ThueMorse order. Note that this highlight grey area covers all the global systems for mobile communication (GSM) included in ultra high frequency band .which forms a high reflector in this frequency range.


Fig. 7. Variation of limit wavelength of $8^{\text {th }}$ of ThueMorse sequence in both polarisation S and P as a function of incident angle, with deformation degree ( $k$ $=0.05$ ).

## V. CONCLUSION

Omni-directional reflection through one-dimensional Thue-Morse class quasi-crystal were investigated .We analysed the reflectance spectrum using Matrix method. A forbidden gap has shown in ultra high frequency band which covers the all GSM band width frequency for all incident angles and both polarizations. We also found that a high reflector band gap in ultra high frequency range is generated by all elements of system built according to Thue-Morse sequence.
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#### Abstract

A nearby lightning strike can induce significant currents in long horizontal and vertical conductors. Although the magnitude of the current in this case is much smaller than that encountered during a direct strike, the probability of occurrence and the frequency content are higher. In view of this, appropriate knowledge of the characteristics of such induced currents is relevant for the interpretation of recorded currents. Considering these, the present paper discusses a modeling procedure that permits simulation of lightning-induced voltages or currents on overhead lines due to nearby lightning strikes. The hypothesis of perfect conducting ground, generally adopted in studies on the subject, is discussed in order to better assess the validity of the simulation results. In this paper, a homogeneous non-perfect ground is also investigated for its influence on lightning-induced voltages. The procedure for analyses of the voltages induced on an overhead line by a nearby lightning return stroke with a striking point at unequal distances from the line terminations is presented. The analysis shows that lightning-induced voltages depend on the soil conductivity.


Keywords: Finite difference time domain (FDTD) method, ground conductivity, horizontal conductor, induced voltage, and nearby lightning strike.

## I. INTRODUCTION

Sensitive and sophisticated electronic components are increasingly used in data-transmission networks, in power system equipment (circuit breakers, disconnectors, control and protection circuits), and in household appliances. These components, compared to electromechanical ones used in the past, may suffer logic upset or damage at significantly lower levels of induced electromagnetic interference particularly from transients. Transients caused by lightning (direct and/or indirect) can be one of the major causes of malfunction or even destruction of those components. In particular, lightning-induced voltages, which can cause micro-interruptions of the power supply or disruption in telecommunication or data-transmission networks
during thunderstorms, have been seriously revisited due to the increasing demand by customers for good quality in the power supply and reliability in the transmission of information. The opening of the telecommunication market, followed now by that of the electrical power market is only accelerating this trend.

As a result, the evaluation of lightning induced disturbances on both overhead and buried conductors has recently been attracted considerable attention [1-4]. Typical examples are power transmission and distribution cables, submarine fiberoptic cables, and telecommunication cables. There is no clear explanation in the power system literature about the relation between the number of outages during thunderstorms and lightning flash density in the proximity of the failure place. However, a case reported in Sweden, in which one high-voltage and several distribution transformers exploded during a heavy thunderstorm, leaving 11000 people without electricity for 24 hours, is symptomatic of the impending danger of lightning, in particular as it occurred in a highly developed country. This case also shows that the interruption of information and electric supply in a modern society can have severe consequences. A lightning stroke in the proximity of a big hotel in Lausanne, Switzerland, induced a voltage in the satellite antenna and destroyed the TV sets in the building. Direct lightning strokes on trees during heavy thunderstorms caused accidents and death to human and animals in rural areas of Bangladesh. A two-year survey of lightning-induced voltages on telecommunication lines has been performed in the 1990s in France [4]. A total number of 16000 short events (lightning pulses on the telecommunication line, lightning and/or switching pulses on the mains) have been recorded at nine sites during the measurement period. From these events, 27 peak values exceeded 1.5 kV , with a maximum value of 3.5 kV , which represents a dangerous value for any kind of telecommunication equipment.

The interaction between lightning and installations can be any one of the following:

1) Direct, if a lightning stroke directly hits a line connected to the installation or the equipment.
2) Indirect, if the strike is at a distance and the currents are induced by the electromagnetic field generated by the lightning discharge.

To analyze the effects of indirect lightning strikes on transmission lines or various equipment, it is necessary to go through the following steps:

1) The development of lightning return-stroke models, which means the modeling of the spatial-temporal distribution of the current in the lightning channel.
2) Radiated electromagnetic fields by such a current distribution including propagation effects over a soil with finite conductivity.
3) The evaluation of the voltages induced on nearby overhead lines resulting from the coupling between the electromagnetic field and the line conductors.

The aim of this paper is to present the simulation results of currents and voltages showing the lightning induced disturbances on horizontal conductors either terminated or grounded at the ends. Even though extensive experimental investigations have been performed on the effect of nearby lightning on vertical conductors and/or, tower(e.g., $[4,5]$ ), to the best of our knowledge, simulation characterization for horizontal overhead conductors with different conductivities is limited in the scientific literature.

An indirect lightning strike can induce appreciable currents in both horizontal and vertical conductors. The magnitudes of such induced currents are definitely much lower than those experienced during a direct hit. However, their frequency of occurrence is comparatively higher. Accurate knowledge of the characteristics of induced currents would help in the characterization and classification of currents recorded on instrumented conductors. Such knowledge would also be useful for the study of the electromagnetic noise/interference caused by the induced currents on electrical and electronic systems in the vicinity, and for systems mounted on the conductors (towers). For a rough estimate of the number of strikes in the surrounding area, the information on the annual frequency of induction due to a strike in the vicinity can be used in conjunction with the number of direct hits. In view of these facts, investigations on the characteristics of the induced effects seem to be essential.

## II. METHOD OF ANALYSIS

Numerical electromagnetic analysis is becoming a powerful approach to analyze a transient which is hard to solve by a conventional circuit-theory based approach such as the Electromagnetic Transient Program (EMTP) [6]. It follows from a solution of Maxwell's equations for boundary conditions of the EM field at the surface of the conductor and the earth. However, it is still based on some idealistic hypotheses, such as homogeneous earth and ideal contact between the conductor and the
soil. Additionally, only a few papers consider nonlinear phenomena [7].

Unfortunately, there is no systematically developed and reliable set of experimental data available that would serve as a standard, so we consider here the EM model as the basis for comparison.

Numerical electromagnetic analyses based on the Finite difference time domain (FDTD) method are effective to analyze the transient response of a large solid conductor or electrode. The accuracy of this method, applied to such an analysis, has been fully investigated in comparison with an experiment and shown to be satisfactory [8]. As this method requires long computation time and large memory capacity, the analysis is restricted to rather small spaces.

The FDTD method employs a simple way to discretize a differential form of Maxwell's equations. In the Cartesian coordinate system, it generally requires the entire space of interest to be divided into small rectangular cells and calculates the electric and magnetic fields of the cells using the discretized Maxwell's equations. As the material constant of each cell can be specified arbitrarily, a complex inhomogeneous medium can be easily analyzed. To analyze fields in an open space, an absorbing boundary has to be set on each plane which limits the space to be analyzed, so as to avoid reflection there. In the present analysis, the second-order Mur's method [9] is employed to represent absorbing planes.

So far in most of FDTD analyses of transient and steady-state voltages, large solid electrodes [8,10], which can be decomposed into small cubic cells, have been chosen and thin-wire electrodes have been dealt with. This is because an equivalent radius of a thin wire in a lossy medium has already been developed [11,12]. In the present paper, an equivalent radius for a thin wire in lossy medium is utilized with the help of the concept proposed for an aerial thin wire [11]. The validity is already tested by comparing grounding-resistance values obtained through FDTD simulations on simple buried structures with theoretical values [12,13]. The FDTD method also yields reasonably accurate lightning-induced voltages on a horizontal wire above ground by lightning strikes to a tall grounded object [14].

## A. Models for Analysis

As an electromagnetic field produced by lightning is basically responsible for the current induction, a model to be employed for study must be based on the electromagnetic model. Thus, the present paper employs the electromagnetic model, which ensures reliable description of the associated field problem and has been successfully employed in the literature for the estimation of currents and fields in the vicinity [15-17].

In measuring a transient response of a horizontal electrode, a horizontal current lead wire and a horizontal
voltage reference wire have been used [8,18], although it is desirable to place the horizontal conductors perpendicular to one another in order to reduce undesired inductions. Recently, Tsumura et al. [13] recommended that the perpendicular arrangement of the voltage reference wire is an appropriate one. However, the difference in the evaluated voltage peaks due to wire arrangements is only $6 \%$.

A $1 / 50$ reduced-scale model is considered here in order to simulate a lightning stroke initiated at ground level. The upward leader induces voltages on the nearby horizontal overhead line by the electromagnetic field.

Figure 1 shows a representative arrangement of the horizontal conductor system in which AB is considered to be a horizontal copper conductor of 4 m in length. Both ends of the conductor are terminated to the ground. The length of the vertical current lead wire is taken to be 5 m and is placed at a distance of 50 cm from the horizontal overhead line. Pulse current was injected from the bottom of the model channel with an internal impedance of 50 $\Omega$. The vertical lightning channel is considered to be a perfectly conducting cylinder excited by a delta-gap step voltage source. The arbitrary voltage source produces a steep-front wave having a risetime of 4.1 ns to 119 V . The voltage waveform is sustained another 40 ns with a slow rise of the voltage to 180 V . Then it goes to zero [11]. The current pulse generator was modeled as a zdirectional voltage source, of which the waveform was given by a piecewise linear approximation of its open voltage as in Fig. 2. The source waveform is assigned in such a way as to allow the propagation time through the entire horizontal and other associated conductor system.


Fig. 1. Arrangement of the simulated lightning returnstroke channel for the calculation of currents and voltages induced on a nearby overhead line of unequal distance from the terminated ends.

For the present FDTD simulation, the conductor system shown in Fig. 1 is surrounded by a large rectangular analysis space of $2 \mathrm{~m}, 6 \mathrm{~m}$, and 2 m in the $x, y$ and $z$ directions respectively, with space length $\Delta s=5 \mathrm{~cm}$. An earth is placed at the bottom of the


Fig. 2. Current waveforms for different heights of the vertical lightning channel with different ground conductivities.
analysis space with a thickness of 10 cm and a resistivity $\rho=1.69 \times 10^{-8} \Omega-\mathrm{m}$. The gap length is maintained as the space length $\Delta s$ of the conductor system at which a voltage probe or current probe is placed to record the voltage and current. The time step for the simulation was determined by equation (14) of [11] with $\alpha=0.001$, and all the six boundaries of the cell were treated as secondorder Liao's absorbing boundaries. The radius of the horizontal thin wire was taken into account by the method discussed in the previous paper and $0.23 \Delta s=1.15 \mathrm{~cm}$ of radius was chosen accordingly $[11,12]$.

The FDTD method is normally a time-consuming
method. However, progress of computers in terms of speed and memory has been considerable, and even a personal computer can be used for the FDTD calculation here. In fact, the simulations presented in this paper were performed by a personal computer with Intel Pentium $4,2.80 \mathrm{GHz} \mathrm{CPU}$ and 512 MB RAM. Responses are calculated up to 40 ns for the reduced-scale model ( 2 $\mathrm{m} \times 6 \mathrm{~m} \times 2 \mathrm{~m}$ ) with a time increment of 0.096 ns . Therefore, the computation time for the present scaled models are about 4 min respectively, regardless of ground parameters.

The current distribution, $I(z, t)$, along the lightning channel for the case of strike initiated at ground, is given by Baba and Rakov [19],

$$
\begin{equation*}
I(z, t)=\frac{1+\rho_{g r}}{2} I_{s c}\left(0, t-\frac{z}{v}\right) \tag{1}
\end{equation*}
$$

where $v$ is the return-stroke speed and $I_{s c}(0, t)$ is the lightning short-circuit current injected at $z=0$ instead of $z=h$, which is also known as the channel-base current, and $\rho_{g r}$ is the current reflection coefficient at the channel base. Typical values of $v$ are one-third to two-thirds of c. Figure 2 shows the computed waveforms of the current distribution using the FDTD method which can also be represented by equation (1). The current distribution for the case of strikes to a tall object and for the case of strikes to flat ground correspond to the same lightning discharge, as required for examining the influence of strike object. In the FDTD calculations, the lightning channel and strike object can also be represented by a vertical array of current sources [20]. The arbitrary waveform of lightning short-circuit current $I_{s c}(h, t)$ or $I_{s c}(0, t)$ is specified by the current waveform proposed by Noda et al. [11]. In the case of a lightning strike to flat ground, the current reflection coefficient at the channel base (ground) is set to $\rho_{g r}=1\left(Z_{c h} \gg Z_{g r}\right)$, where $Z_{c h}$ and $Z_{g r}$ are the equivalent impedance of the lightning channel and grounding impedance of the strike object, respectively. The assumption $\rho_{g r}=1$ is supported by the results from triggered-lightning experiments that show that lightning is capable of lowering its grounding impedance to a value that is always much lower than the equivalent impedance of the lightning channel [21,22]. It can be seen that in the TL model, the longitudinal current $I\left(z^{\prime}, t\right)$ in a straight and vertical lightning channel at an arbitrary height $z^{\prime}$ and time $t$ is expressed as follows,

$$
I\left(z^{\prime}, t\right)=I\left(0, t-\frac{z^{\prime}}{v}\right)
$$

## B. Analyzed Results

Figure 2 shows the channel currents at different heights due to injected lightning return stroke current at ground with different soil conductivities. Channel current waveforms with a copper ground (as shown in Fig. 2(a)) are determined mainly by the characteristics of the injected current waveforms. These currents are treated
as the total current waveform $I_{t o t}$, at different heights calculated using the FDTD method for a vertical perfectly conducting cylinder excited at its bottom by a lumped source [23]. The current waveform at $z=0 \mathrm{~m}$ (bottom) of Fig. 2(a) is also considered as an incident current due to this lumped source. If we consider the vertical phased current source array along the channel, then the peaks of all the current waveforms at different heights would be the same (e.g., Fig. 3 of [23]). In this case, those current waveforms are to be treated as incident current waveforms at different heights. Thus the scattered current can be obtained as $I_{s c a t}=I_{t o t}-I_{i n c}$.


Fig. 3. Channel base currents for different soil conditions.

As seen in Fig. 2(a), the current pulse attenuation is accompanied by the lengthening of its tail while the rise-time of the current pulse is almost constant. These characteristics of the current waveforms are different for different ground conductivities. The magnitude of the channel currents are decreasing with decreasing of ground conductivity. Because of the finite ground conductivities, the curves of the channel currents in Figs. 2(b) and 2(c) exhibit nonlinear characteristics after their first peaks. Figure 3 illustrates the channel base currents computed by the FDTD method with different soil conductivities. It is evident from this result that the channel base current decreases with decreasing ground conductivity.

Figure 4 shows the normalized currents computed at different heights of the lightning channel characterized by a finite ground ( $\sigma=10 \mathrm{mS} / \mathrm{m}$ ). Here the normalization is termed by the ratio of the channel current at specific height to the channel base current (e.g., $\left.I_{n}(z, t)=I(z, t) / I(0, t)\right)$. Figure 5 illustrates the scattered current waveforms, $I_{\text {scat }}$, at different heights with a copper ground.

Figures 6 and 7 show the waveforms of the vertical electric field and azimuthal magnetic field respectively at the near end of the terminated overhead horizontal conductor due to a nearby lightning strike to flat ground. Similarly, Figs. 8 and 9 correspond to the waveform of the electric and magnetic fields at the distant end. Those


Fig. 4. Normalized currents observed at different heights of the return-stroke elevated channel for a finite ground conductivity ( $\sigma=10 \mathrm{mS} / \mathrm{m}$ ).


Fig. 5. Scattered current waveforms, $I_{\text {scat }}$, at different heights obtained as the difference between the total current and the incident current for the lumped source with a copper ground.
results are obtained for different ground conditions. The fields nearer to the striking location are larger in magnitude than at the far end. This result agrees satisfactory with other simulation (Numerical Electromagnetic Code (NEC-2)) and experimental results (Figs. 3(a) and 4(a) of Pokharel et al. [24]). The validity of the results of vertical electric field $E_{z}$ and azimuthal magnetic field $H_{\phi}$ at the ground surface due to a vertical lightning strike to flat highly conducting ground using the FDTD method has already been examined with corresponding fields calculated using exact analytical expressions derived by Thottappillil et al. [25]. The later expressions are valid for the TL model, vertical channel terminating on flat, perfectly conducting ground, and return-stroke velocity equal to the velocity of light $(v=c)$. In the FDTD procedure, we used the distribution of current along the lightning channel given by equation (1) with ( $v=c$ ) and $\rho_{g r}=1$, which was represented by a vertical array
of current sources. The lightning short-circuit current $I_{s c}(0, t)$ was the same as that proposed by Nucci et al. [26].


Fig. 6. Waveforms for the vertical electric field at the near end of the terminated overhead conductor due to a lightning strike to a flat ground with different soil conditions.


Fig. 7. Waveforms for the azimuthal magnetic field at the near end of the terminated overhead conductor due to a lightning strike to a flat ground with different soil conditions.

Thottappillil et al.'s analytical expressions for $E_{z}$ and $H_{\phi}$ on the ground surface at a distance $d$ from the lightning channel are reproduced as follows,

$$
\begin{align*}
& E_{z}(d, t)=\frac{I(0, t-d / c)}{2 \pi \epsilon_{0} c d}  \tag{2}\\
& H_{\phi}(d, t)=\frac{I(0, t-d / c)}{2 \pi d} \tag{3}
\end{align*}
$$

Note that equation (2) gives the exact total electric field, which is the sum of the electrostatic, induction, and radiation components, and equation (3) gives the exact total magnetic field which is the sum of the induction and radiation components [25]. Hence, Figs. 6 to 9 show the field computation based on the analytical formula [25] using the FDTD results for the currents.


Fig. 8. Waveforms for the vertical electric field at the far end of the terminated overhead conductor due to a lightning strike to a flat ground with different soil conditions.


Fig. 9. Waveforms for the azimuthal magnetic field at the far end of the terminated overhead conductor due to a lightning strike to a flat ground with different soil conditions.

Now the induced currents at the terminated ends of the overhead horizontal line computed for grounds having various soil conditions are shown in Figs. 10(a) and 10(b). These induced currents are due to the coupling between the electromagnetic field and the line conductor. The first peak of this induced current in proximity to the lightning source is large in the case with infinite conductivity. The polarity of the induced current with infinite ground conductivity is observed to be different from current waves with finite ground as distance increases from the striking location.

## C. Terminations at Equidistance from the Source

Figure 11 illustrates the case with a simulated lightning channel in which the same return stroke current is considered at the bottom of the channel. Now the stroke location is equidistant from the line terminations and at 50 cm from the line center of a $1 / 50$ reduced-scale model. By using the aforementioned approach, it is possible to


Fig. 10. Induced currents at the terminated ends of the overhead horizontal conductor for varying soil conductivities; a) near end, and b) far end.
simulate and analyze the effect of protection elements installed at the entrance of a substation, control building of a communication tower, or even household appliances. The dimension of the analysis space and cell size are taken to be the same as assumed in the earlier section. Figure 12 represents the induced currents at the terminated ends equidistant from the stroke location for varying soil conditions. Similar characteristics for the induced currents has also been observed in Fig. 10(a). Induced voltages due to a nearby lightning strike at the center of the overhead horizontal conductor are represented in Fig. 13. These voltages are computed across the overhead line and a auxiliary potential wire. Results show that decreasing ground conductivity also decreases the induced voltages on the overhead horizontal line. These properties are good agreement with the results obtained by Pokharel et al. [Fig. 11 of [24]] using a Sommerfeld integral and a Norton's approximation. Although there are some differences in the wavetails because of the computational method considered in this work. Figure 14 shows the magnetic field distribution a $t=40 \mathrm{~ns}$ on the $y-z$ plane, when a part of the incoming wave reflects at the earth surface (a snapshot of its animation visualized by MATLAB). Those fields penetrate the nearby conductor and induce currents on it.


Fig. 11. Arrangement of the simulated lightning channel equidistant from the terminated both ends of the overhead horizontal conductor.


Fig. 12. Induced currents at the terminated ends of the overhead horizontal conductor equidistant from the simulated lightning source for various soil conductivities.

## III. CONCLUSIONS

A time-domain method for numerical electromagnetic analysis, i.e., FDTD, is applied to analyze the proximity effect due to a nearby lightning stroke to flat ground. Induced currents and voltages are investigated at the near and far ends of the terminated horizontal conductor which is at a short distance from the stroke location. The effects of ground conductivity depending on soil conditions are also evaluated and presented in this paper. The validity of the results are examined with the analytical data and also with simulation results using NEC-2. Although it is difficult to analyze the large computational domain including finitely conducting ground, the FDTD method offers more accurate results and advantages over NEC-2.

The electric and magnetic fields are calculated using the well known analytical expression considering the currents calculated here by the FDTD method. A nearby lightning stroke at the center position of the horizontal overhead conductor has been analyzed and induced voltages are measured at the line in order to investigate the


Fig. 13. Induced voltages at the nearest location of the horizontal conductor computed across the conductor and auxiliary potential wire with different soil conductivities.


Fig. 14. Magnetic field strength $(\mathrm{A} / \mathrm{m})$ at $t=40 \mathrm{~ns}$ corresponding to gray scale at the bottom; unit of vertical and horizontal axes is in cells $(\Delta s=5 \mathrm{~cm})$.
performance of surge arrester connected to the line with different ground conductivities. Furthermore, this work examines the behavior of vertical lightning channel current with different ground conditions and gives insightful results for a scaled model which facilitates the analysis with larger scale model including surge protectors.

The above findings regarding the lightning-induced voltages in the absence of a tall strike object have important implications for optimizing lightning protection means for telecommunication and power distribution lines.
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#### Abstract

The dispersive behavior of a waveguide loaded with a metamaterial slab is investigated by means of common mathematical tools demonstrating the existence of a superluminal propagation region. More specifically, MATLAB has been used to investigate the influence of the propagating pulse shape on the possibility to achieve a propagation characterized by a negative group delay. Results achieved in this way have also been validated by means of a Finite Difference Time Domain code.
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## I. INTRODUCTION

Metamaterials (MM) are an appealing new frontier of electromagnetic research, attractive for a wide range of applications. More specifically, media with negative values of the constitutive parameters $(\varepsilon<0, \mu<0)$, firstly investigated by Veselago [1], have recently attracted a great interest in the scientific community. Among these, the following classes of materials can be identified:

- Epsilon-Negative (ENG): media with a negative electrical permittivity and a positive magnetic permeability;
- Mu-Negative (MNG): media with a positive electrical permittivity and a negative magnetic permeability;
- Double Negative (DNG): media with both the electrical permittivity and the magnetic permeability less than zero (conversely, conventional media with positive values of these parameters are defined Double Positive -DPS).

In the last years, theoretical and experimental studies have demonstrated that the unusual dispersion characteristics of these media induce interesting phenomena, such as: reversed refraction, reversed Doppler effect, backward or superluminal propagation [18].

In this paper we focus on the possibility to observe the superluminal propagation phenomenon in these artificial structures; specifically we investigate the dispersive behavior of a MM slab-loaded waveguide (WG) [6-8] demonstrating the existence of a negative group velocity region.

Furthermore, two useful strategies of analysis are presented: a numerical method and an approximated analytical approach.

It is proved that a useful preliminary analysis can be easily performed by means of common mathematical tools such as MATLAB [8]. It is also demonstrated that by using the effective medium theory a more detailed analysis can be approached in an efficient way by means of a Finite Difference Time Domain (FDTD) [9] code based on the Auxiliaries Differential Equations (ADE) method to deal with dispersive media.

Both approaches have been used to investigate the influence of the propagating pulse shape on the Negative Group Velocity (NGV) phenomenon.

The paper is structured as follows: first, the superluminal propagation phenomenon is briefly introduced in section II, and then the dispersion characteristic of a WG loaded by a MM-slab is given in section III.

Later on sections IV and V describe the analytical approach and the FDTD code here proposed, whilst in section VI we report the results obtained for the propagation of modulated signals in a MM-slab-loaded WG. Finally some conclusions are drawn in section VII.

## II. SUPERLUMINAL PROPAGATION

For a small-bandwidth signal propagating in a medium characterized by an effective propagation constant $\gamma_{\text {eff }}\left(\gamma_{\text {eff }}=\alpha_{\text {eff }}+j \beta_{\text {eff }}\right)$, many different kinds of velocity can be defined. To introduce them it can be useful to expand the phase propagation constant in a Taylor series,

$$
\begin{align*}
& \beta(\omega) \approx \beta\left(\omega_{0}\right)+\left.\frac{d \beta(\omega)}{d \omega}\right|_{\omega_{0}} \Delta \omega+ \\
& \quad+\left.\frac{1}{2} \frac{d^{2} \beta(\omega)}{d \omega^{2}}\right|_{\omega_{0}} \Delta \omega^{2}+\ldots=  \tag{1}\\
& =\beta_{0}+\beta^{\prime} \Delta \omega+\frac{1}{2} \beta^{\prime \prime}{ }_{0} \Delta \omega^{2}+\ldots \\
& \Delta \omega=\left(\omega-\omega_{0}\right)
\end{align*}
$$

where the angular frequency $\omega_{0}$ is the carrier frequency of the propagating signal, whose time characteristic can be written as,

$$
\begin{align*}
\widetilde{\mathbf{E}}\left(t, \omega_{0}\right) & =E_{u}\left(t, \omega_{0}\right) \hat{\mathbf{u}}=A(t) \cos \left(\omega_{0} t\right) \hat{\mathbf{u}}=  \tag{2}\\
& =\mathfrak{R e}\left\{A(t) \exp \left(j \omega_{0} t\right)\right\} \hat{\mathbf{u}} .
\end{align*}
$$

Related to the zero- and first-order term of equation (1), we can introduce:

- The phase velocity, which is the propagation velocity of the sinusoidal signal appearing in equation (2),

$$
\begin{equation*}
v_{p, \text { eff }}\left(\omega_{0}\right)=\left(\frac{\omega}{\beta_{\text {eff }}}\right)_{\mid \omega_{0}}=\frac{\omega_{0}}{\beta_{0}} . \tag{3}
\end{equation*}
$$

- The group velocity $\left(v_{P}\right)$, which is the velocity by which the $A(t)$ peak travels,

$$
\begin{equation*}
v_{g, \text { eff }}=\left[\frac{d \beta_{\text {eff }}}{d \omega}\right]^{-1}=\left(\beta^{\prime}\right)^{-1} \tag{4}
\end{equation*}
$$

The medium dispersion properties are related to the second-order term of equation (1), commonly known as 'second-order dispersion': it is equal to zero for nondispersive media, whilst it is greater or less than zero respectively for a normal or an anomalous dispersion medium.

The term 'superluminal' refers to propagation with values of $v_{g} / v_{p}$ negative, or greater than the speed of light in vacuum (c).

It is well known that in some media (a possible example being a hollow waveguide) $v_{p}$ can be superluminal; the phenomenon can be easily explained by considering that $v_{p}$ has not a physical meaning, indeed it represents the velocity of propagation of a perfectly monochromatic wave of light which is not a real entity.

More surprising it appears the phenomenon of superluminal values of $v_{g}$, due to the existence of media with anomalous dispersion regions.

As observed by Sommerfeld and Brillouin [10], the misunderstanding lies in identifying the signal peak velocity with the carried information velocity, so that superluminal values of $v_{g}$ seem to be inconsistent with Einstein's relativity theory. In [10], by considering a Lorentz medium, they showed that a relativistically causal propagation is exclusively connected to the velocity by which the signal switching-on instant travels (the so called front velocity) which must be limited exactly by $c$.

These topics are still much debated. Sommerfeld's reasoning has been confirmed by a large number of theoretical and experimental results demonstrating that the superluminal $v_{g}$ phenomenon can be observed in
several artificial structures [3-5,11-13], such as the DNG medium made of alternating layers of wire arrays and Split Ring Resonators (SRRs) arrays (SRR-wire medium) [14]. In the following, it will be showed that similar observations can be developed for a waveguide loaded by a MM-slab and, in order to investigate how the propagating signal time shape acts on the superluminal propagation phenomenon, the results obtained for the propagation of amplitude modulated signals will be reported and discussed.

## III. DISPERSION ANALYSIS OF A WAVEGUIDE LOADED BY A MM SLAB

## A. The SRR Particle

A typical Split Ring Resonator (SRR) is shown in Fig. 1; it consists of two concentric rings interrupted by a gap, and was firstly proposed by Pendry [15] as elementary building block of a medium with negative values of the magnetic permeability (MNG medium). The SRR is a strongly resonant structure, whose resonant behavior is excited by an external time-varying magnetic field perpendicular to the ring surface, inducing currents that produce a magnetic field that may either oppose or enhance the incident field, thus resulting in positive or negative effective permeability.


Fig. 1. (a) The Split Ring Resonator particle. (b) The Split Ring Resonator magnetic effective relative permeability. (c) The analyzed structure: a waveguide loaded with a Mu-Negative-slab consisting of an array of spiral resonators on a dielectric substrate.

Nowadays this particle has been studied and experimentally characterized extensively in the literature, demonstrating that an array of SRRs on a dielectric substrate exhibits MNG behavior around the SRR's resonant frequency. The corresponding effective magnetic permeability is given by $[4,16]$,

$$
\begin{equation*}
\mu_{r, e f f}(\omega)=\left(1-\frac{\omega_{p m}^{2}-\omega_{o m}^{2}}{\omega^{2}+j \omega \Gamma_{m}-\omega_{o m}^{2}}\right) \tag{5}
\end{equation*}
$$

where $\Gamma_{m}$ is the magnetic damping constant, whilst $\omega_{p m}$ and $\omega_{o m}$ are respectively the SRR magnetic plasma and resonance frequencies. They determine the frequency range in which the SRR array behaves as an effective homogeneous (MNG) medium (see Fig. 1(b)).

Furthermore, in order to simplify the design at high frequency or to enhance the SRR magnetic response, in the last years, several modified resonator structures have been proposed, such as: the single ring, the spiral resonator, etc. [17,18].

## B. SRR-Slab Loaded WG

One of the more attractive applications for MNG media has been suggested in [6-7], where an array of SRRs on a dielectric substrate has been used as loading slab of a hollow metallic waveguide (WG) to achieve useful stop-band or pass-band behaviors [6-7] (see Fig. 1(c)).

The dispersion equation of the dominant $T E_{10} \mathrm{WG}$ mode becomes,

$$
\begin{equation*}
\beta_{T E, 10}=\beta_{0} \sqrt{\mu_{r, e f f}\left(1-\frac{\omega_{c}^{2}}{\omega^{2}}\right)} \hat{=} \beta_{0} n_{e f f} \tag{6}
\end{equation*}
$$

where $\beta_{0}$ is the free-space phase propagation constant, $\omega_{c}$ is the WG cutoff frequency; consequently, depending on the values assumed by the SRR parameters, a pass-band/stop-band behavior can be generated below/above $\omega_{c}$.

By using the effective refractive index of the MMloaded WG, introduced in equation (9), we have,

$$
\begin{gather*}
v_{p}=\frac{\omega}{\beta_{\text {eff }}}=\frac{c}{\Re e\left\{n_{\text {eff }}\right\}}, \\
v_{g}=\Re e\left(\frac{d \beta_{\text {eff }}}{d \omega}\right)^{-1}=\Re e\left(n_{\text {eff }}+\omega \frac{d n_{\text {eff }}}{d \omega}\right)^{-1},  \tag{7}\\
\frac{\tau_{g}}{d}=\Re e\left\{n_{\text {eff }}+\omega \frac{d n_{\text {eff }}}{d \omega}\right\} .
\end{gather*}
$$

being $\tau g / d$ the normalized group delay.

Figure 2 compares the normalized phase propagation constant and group delay of the MM-loaded WG with those corresponding to the SRR-wire medium analyzed in [4] with $\omega_{p e}=\omega_{c}$ and $\Gamma_{e}=0$ (the realistic values reported in [4] have been used for the SRR medium, whilst $\omega_{c}$ has been fixed to 40 GHz which is the value assumed for $\omega_{p e}$ in [4]): an anomalous dispersion region, characterized by simultaneously negative values of $v_{g}$ (Negative Group Velocity-NGV) and $v_{p}$, can be noticed around the SRR resonant frequency. Furthermore, according to [6], a pass-band with backward propagation characteristic can be also observed below the WG cutoff frequency.


Fig. 2. Comparison between the Split Ring Resonatorwire medium analyzed in [4] and the waveguide loaded by a Mu-Negative (MNG) slab ( $f_{\mathrm{pm}}=23 \mathrm{GHz}, f_{\mathrm{om}}=21 \mathrm{GHz}$, $f_{\mathrm{c}}=40 \mathrm{GHz}$ ). (a) Group delay calculated for $d=1 \mathrm{~mm}$, (b) propagation constant, and (c) attenuation calculated for $d=1 \mathrm{~mm}$.

## IV. ANALYTICAL APPROACH

The proposed approach refers to a MM-slab, characterized by an effective refractive index and phase propagation constant,

$$
\begin{gather*}
n_{e f f}=\sqrt{\varepsilon_{r, e f f}} \sqrt{\mu_{r, e f f}}=n_{e f f}^{\prime}-j n_{e f f}^{\prime \prime},  \tag{8}\\
\beta_{\text {eff }}=\frac{\omega}{c} n_{\text {eff }}=\beta_{\text {eff }}^{\prime}-j \beta_{e f f}^{\prime \prime} .
\end{gather*}
$$

For a plane wave, with angular frequency $\omega_{0}$, impinging on the slab front-face with an angle $\theta_{i}$, the slab transfer function is given by [4],

$$
\begin{gather*}
H_{d}(\omega)=\frac{T_{12} T_{21} \exp \left\{-j \beta_{\text {eff }} \cos \left(\theta_{t}\right) d\right\}}{1-R_{12}^{2} \exp \left\{-j 2 \beta_{\text {eff }} \cos \left(\theta_{t}\right) d\right\}}= \\
=\left|H_{d}(\omega)\right| \exp \{+\phi(\omega)\} \approx \exp \left\{-j \beta_{\text {eff }} d\right\}  \tag{9}\\
\left\{\sin \left(\theta_{t}\right)=\sin \left(\theta_{i}\right) \frac{n_{1}}{n_{\text {eff }}}\right\} .
\end{gather*}
$$

Being $T_{i j}$ and $R_{i j}$, respectively the Fresnel's transmission and reflection coefficients at the slab interface with respect to the surrounding medium (with a refractive index $n_{1}$ ).

In the case of a normal incidence (i.e., $\theta_{i}=0$ ), we have,

$$
\begin{equation*}
H_{d}(\omega)=\left|H_{d}(\omega)\right| \exp \left\{-j \beta_{\text {eff }} d\right\} . \tag{10}
\end{equation*}
$$

We assume a linear polarization and an amplitude modulation for the incident field, so that in the time domain it can be expressed as in equation (2), where the time envelope, $A(t)$, is assumed to be a slowly varying function. Employing $H_{d}(\omega)$, and assuming that $\phi(\omega)$ can be expanded around $\omega_{0}$ as a Taylor series arrested to the second-order term,

$$
\begin{align*}
& \phi(\omega) \approx \phi\left(\omega_{0}\right)+\left.\frac{d \phi\left(\omega_{0}\right)}{d \omega}\right|_{\omega_{0}} \Delta \omega+  \tag{11}\\
&+\left.\frac{1}{2} \frac{d^{2} \phi\left(\omega_{0}\right)}{d \omega^{2}}\right|_{\omega_{0}} \Delta \omega^{2} \hat{=} \tilde{\phi}(\omega) .
\end{align*}
$$

The signal transmitted by the slab can be determined by using the approach proposed in [19]; indeed, by using the Direct/Inverse Fourier transformation (DFT/IFT) we have,

$$
\begin{gather*}
E_{u}(t, d)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} \mathrm{E}_{u}\left(\omega, \omega_{0}\right)\left|H_{d}(\omega)\right| e^{+\{\phi(\omega)+j \omega t} d \omega \approx  \tag{12}\\
\left.=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} \mathrm{E}_{u}\left(\omega, \omega_{0}\right)\left|H_{d}(\omega)\right| e^{+\{\tilde{\phi}(\omega)+j \omega t}\right\} d \omega .
\end{gather*}
$$

Being $\mathrm{E}_{\mathrm{u}}\left(\omega, \omega_{0}\right)$ the Electric Field Fourier Transform (FT). The main difference, with respect to the analysis performed in [19], is that, due to the resonant behavior of the MM effective magnetic permeability given in equation (5), in the case under analysis the hypothesis of transfer function with nearly constant amplitude is not applicable.

Considering that the transfer function of a real slab must have a Hermitian symmetry,

$$
\begin{equation*}
H_{d}(-\omega)=H_{d}(\omega)^{*} \Rightarrow \operatorname{IFT}\left\{H_{d}(\omega)\right\} \in \mathfrak{R} e \tag{13}
\end{equation*}
$$

equation (12) becomes,

$$
\begin{gather*}
E_{u}(t, d)=\operatorname{IFT}\left\{F T\left\{E_{u}(t, d=0)\right\} H_{d}\right\}= \\
=\frac{2 \mathfrak{R e}}{\sqrt{2 \pi}}\left\{\int_{0}^{+\infty} F T\left\{E_{u}(t, d=0)\right\} H_{d} e^{+\{\tilde{\phi}(\omega)+j \omega t\}} d \omega\right\}=  \tag{14}\\
=2 \mathfrak{R e}\left\{I F T^{+}\left\{F T\left\{E_{u, 0}(t)\right\} \widetilde{H}_{d}(d)\right\}\right\} .
\end{gather*}
$$

By discretizing the input signal and substituting the FT/IFT with the Discrete Fourier Transform (DFT)/Inverse Discrete Fourier Transform (IDFT), we have,

$$
\begin{align*}
& E_{z}\left(t, f_{0}, d=0\right) \\
& \text { discretization, } N \text { points } \\
& \downarrow \\
& \sum_{K=1}^{N} E_{Z}\left(k T_{c}, f_{0}, d=0\right) \quad, \quad H_{d}(f) \\
& \begin{array}{cc}
D F T, N \text { points } & D F T, N / 2 \\
\downarrow & \downarrow
\end{array} \\
& \sum_{K=1}^{N} \mathrm{E}_{z}\left(\frac{k}{N} f_{c}, f_{0}, d=0\right) \quad, \quad \sum_{K=1}^{N / 2} H_{d}\left(\frac{k}{N} f_{c}, d\right) \\
& \downarrow \\
& \left\{\sum_{K=1}^{N / 2} \mathrm{E}_{z}\left(\frac{k}{N} f_{c}, f_{0}, d=0\right) \times H_{d}\left(\frac{k}{N} f_{c}, d\right)\right\}  \tag{15}\\
& \text { IDFT , } N \text { points } \\
& \sum_{K=1}^{N} E_{z}\left(k T_{c}, f_{0}, d\right)
\end{align*}
$$

where $f_{c}$ is the sampling frequency and $T_{c}$ the sampling time ( $f_{c}=1 / T_{c}$ ) which must be fixed according to Shannon's theorem. The response to any input signal can be now calculated by using a common and efficient mathematical tool, such as, for instance, MATLAB [19].

In this way, the effect of the dispersive behavior of a MM on finite bandwidth signals can be easily evaluated. Figure 2(c) shows the amplitude of the transfer function corresponding to the SRR-loaded WG (the SRR and WG parameters are the same assumed in the previous section). We can see that the NGV region corresponds to an absolute minimum of $H_{d}$.

This is in agreement with the analysis developed in [20], demonstrating that any causal medium with a linear refractive index must exhibits superluminal propagation regions centered at the frequency corresponding to an absolute maximum of the medium absorption.

In the following, equation (15) will be employed to study the propagation of amplitude-modulated signals in this anomalous dispersion region.

## V. THE FDTD CODE

In order to validate the results obtained by using the analytical approach presented in the previous section we use a proprietary FDTD tool in a Total Field /Scattered Field (TF/SF) formulation using Mur's II order boundary conditions [9]. The TF/SF formulation allows the evaluation of the slab response to a modulated signal in a 1-D environment, reducing considerably the computational time.

Furthermore, by modeling the MM-loaded WG as an effective homogeneous medium with a relative effective magnetic permeability given by equation (5) and a relative effective electric permittivity given by,

$$
\begin{equation*}
\varepsilon_{r, e f f}=\left(1-\frac{\omega_{c}^{2}}{\omega^{2}}\right) \tag{16}
\end{equation*}
$$

The analysis with the FDTD code has been approached in an efficient way by using the Auxiliary Differential Equation method to deal with time dispersion [9]. More specifically the following phasor polarization currents have been employed to simulate the propagation of a plane-wave electric field, with linear polarization, normally impinging on the MM-loaded waveguide,

$$
\begin{align*}
& J_{p}(\omega)=\frac{j \omega \varepsilon_{0} \omega_{p e}^{2}}{\left(-\omega^{2}\right)} E(\omega), \quad M_{p}(\omega)= \\
& =j \omega \mu_{0}\left(\frac{\omega_{p m}^{2}-\omega_{o m}^{2}}{\omega_{o m}^{2}+j \omega \Gamma_{m}-\omega^{2}}\right) H(\omega) . \tag{17}
\end{align*}
$$

The electric polarization current $\left(J_{p}\right)$ given in equation (17) is related to the dispersion equation of the dominant $T E_{10}$ WG mode (i.e., to $\varepsilon_{r, \text { eff }}$ ), whilst the magnetic polarization current $\left(M_{p}\right)$ allows to account the SRR-slab (i.e., it is related to $\mu_{r, e f f}$ ).

## VI. RESULTS

Referring to Fig 1(c), in this section we assume that a signal such that given in equation (2) is applied at the input port of a MM-slab loaded WG. By fixing the WG length equal to $d$, equation (15) and the FDTD code have
been used to calculate the time-domain characteristic of the propagating signal at the output port. In the following we report some results obtained by assuming that the time envelope of the input signal is a real function. More specifically, the shapes of the propagating signal have been fixed in order to investigate the assertions made in [14], where the NGV phenomenon has been attributed to asymmetrical energy absorption from the propagating signal: Crisp pointed out that the attenuation experienced by a propagating pulse depends on the time derivative of its time envelope. Consequently, in the following, the case of signals with a trailing and leading portion characterized by an exponential, a sinusoidal and a constant time derivative have been considered (see Fig. 3). Furthermore, as evident from Figs. 3 and 4, the simulated signals exhibit different types of discontinuities, allowing evaluating how the 'wellbehaved' property of the propagating pulse influences the NGV phenomenon.


Fig. 3. Normalized first order time derivatives of the time envelope of the simulated signals.


Fig. 4. Normalized second order time derivatives of the Gaussian and Raised Cosine function.

## A. Gaussian Pulse

The propagation of a small bandwidth Gaussian Pulse (GP) in an NGV medium is a well known topic [1114, 21]. It has firstly theoretically investigated by Garrett and McCumber [21], which demonstrated that under
some easily verified hypotheses the GP propagates at superluminal group velocity preserving its shape; starting from Faxvog's [11] results, the phenomenon has been confirmed by several experimental observations.

Consequently, in order to validate both the analytical approach and the FDTD code presented in the previous sections, we start our analysis assuming that the input signal time envelope is a (GP) function,

$$
\begin{equation*}
A(t)=G P(t, \sigma)=S \exp \left\{-\frac{(t-\tau)^{2}}{\sigma^{2}}\right\} . \tag{18}
\end{equation*}
$$

The results obtained by solving equation (15) with MATLAB are coincident with those obtained by using the FDTD code; they are reported in Fig. 5.


Fig. 5. Results obtained by using equation (14) for the propagation of a Gaussian Pulse (GP) in a waveguide loaded with a Split Ring Resonator slab ( $f_{\mathrm{pm}}=23 \mathrm{GHz}$, $f_{\text {om }}=21 \mathrm{GHz}, f_{\mathrm{c}}=40 \mathrm{GHz}$ ): (a) GP characterized by $\sigma=30 \mathrm{~ns}$, $\tau=0.16 \mu \mathrm{~s}$, (b) GP characterized by $\sigma=1 \mathrm{~ns}$ and $\tau=15 \mathrm{~ns}$.

Figure 5(a) refers to a small-bandwidth GP ( $\sigma=30 \mathrm{~ns}$ and $\tau=0.16 \mu \mathrm{~s}$ ) modulating a carrier signal at $f_{0}=21 \mathrm{GHz}$. The solution time required on a Pentium $4-2.8 \mathrm{GHz}$ with the MATLAB approach was equal to 27 seconds (s).

As expected the pulse peak experiences a negative group delay during the propagation (i.e., the peak of the output pulse precedes that of the input pulse).

With reference to an absorbing medium with a Lorentzian inhomogeneous line shape, a similar phenomenon has been attributed by Crisp to an energy absorption which, with respect to those corresponding to a constant amplitude light beam, is greater in the case of a rising amplitude (positive time derivative), and smaller in the case of a decreasing amplitude (negative time derivative).

In Fig. 5(b) the results are given for the same analysis obtained for a broadband GP ( $\sigma=1 \mathrm{~ns}$ and $\tau=15 \mathrm{~ns}$, solution time on a Pentium $4-2.8 \mathrm{GHz}$ equal to 25 s ). In this case our calculation predicts that the pulse peak travels at a positive group velocity.

## B. Raised Cosine

The group velocity concept is related to the peak of the propagating pulse; consequently, in order to deeply investigate the NGV phenomenon, the case of a propagating signal with a not-defined amplitude peak has been also considered in our analysis.

More specifically, we studied the propagation of a Raised Cosine ( RC ) signal,

$$
\begin{gather*}
A(t)=R C(t)= \\
=\left\{\begin{array}{cc}
S \quad, \quad\left|t^{\prime}\right| \leq(1-\rho) 2 T \\
S f(t) & ,(1-\rho) 2 T \leq\left|t^{\prime}\right| \leq(1+\rho) 2 T \\
0, & \text { elsewhere }
\end{array}\right.  \tag{19}\\
f(t)=\left\{1-\sin \left[\frac{\pi}{\rho}\left(\frac{\left|t^{\prime}\right|}{4 T}-\frac{1}{2}\right)\right]\right\} .
\end{gather*}
$$

From equation (19) it is evident that $A(t)$ has a leading and trailing portion with a sinusoidal time derivative (see Fig. 3), and that a constant amplitude portion is also present in its time characteristic.

As in the GP case, two RC signals have been simulated (referred in the following as $\mathrm{RC1} / 2$ ): RC 1 is a small bandwidth signal, so that its frequency characteristic is within the anomalous dispersion region of the MM-loaded WG, whilst RC2 is a broadband signal: its spectrum has a significant amplitude in both regions of anomalous and normal dispersion corresponding to NGV and backward propagation.

As noted from Figs. 6 and 7, where the results obtained with MATLAB are reported, in both cases the propagating signal experiences a strong distorsion: the signal energy concentrates at the switch-on/off instants and at the instants corresponding to the transition from the sinusoidal to the flat portion of the RC pulse. From Fig. 4 it is evident that these instants correspond to jump discontinuities for the second-order time derivative of the RC function.


Fig. 6. Results obtained for the propagation of a Raised Cosine function ( $\rho=0.1, T=7.8 \mathrm{~ns}, f_{0}=21 \mathrm{GHz}$ ) in the Split Ring Resonator-loaded waveguide ( $f_{\mathrm{pm}}=23 \mathrm{GHz}$, $f_{\text {om }}=21 \mathrm{GHz}, f_{\mathrm{c}}=40 \mathrm{GHz}$ ). (a) Reflected field calculated by using the ADE-FDTD-TF/SF code. (b) Time characteristic obtained with MATLAB for different values of $d$.


Fig. 7. Results obtained by using equation (14) for the propagation of a Raised Cosine (RC) function in the Split Ring Resonator loaded waveguide ( $f_{\mathrm{pm}}=23 \mathrm{GHz}$, $f_{\text {om }}=21 \mathrm{GHz}, f_{\mathrm{c}}=40 \mathrm{GHz}$ ). The RC parameters are: $\rho=0.6$, $T=31.25 \mathrm{~ns}, f_{0}=21 \mathrm{GHz}$.

## C. Triangular Pulse

To conclude, we analyze the case of a triangular function as modulating signal,

$$
A(t)=T P(t)= \begin{cases}\left(\frac{t}{T}\right) & , t \in[0, T]  \tag{20}\\ \left(\frac{2 T-t}{T}\right), & t \in[T, 2 T]\end{cases}
$$

From equation (20) we can see that in this case the leading and trailing portion exhibit a constant derivative respectively equal to $-1 / T$ and to $1 / T$ (see Fig. 3). The results obtained for this broadband TP are given in Fig. 8, they are similar to the one obtained for the GP pulse: due to the asymmetric attenuation experienced by the TP spectrum amplitude (see Fig 8(a)), the output signal is distorted.

(a)

(b)

Fig. 8. Results obtained for a Triangular Pulse characterized by $T=0.3 \mathrm{~ns}$ and $f_{0}=21 \mathrm{GHz}$ : (a) comparison between the spectrum amplitude of the input signal and those of the output signal; (b) time domain characteristics obtained with MATLAB for different values of $d$.

In Fig. 9 the results are given for a $T P$ with $T=100 \mathrm{~ns}$. We can see that, as in the small-bandwidth $R C$ case, the signal experiences a strong distortion: the $T P$ energy concentrates at the instants corresponding to a jump discontinuity for the first-order time derivative of the TP function. Furthermore, from Fig. 9(a), we can see that the attenuation experienced by the $T P$ spectrum amplitude is strongly asymmetric.


Fig. 9. Results obtained for a Triangular Pulse characterized by $T=100 \mathrm{~ns}$ and $f_{0}=21 \mathrm{GHz}$ : (a) comparison between the spectrum amplitude of the input signal and those of the output signal, (b) time domain characteristics obtained with MATLAB for $d=3 \mathrm{~mm}$ (the broken line is the time derivative of the input signal time envelope).

## VII. CONCLUSIONS

In this paper, two strategies for the analysis of a waveguide loaded with a Mu-Negative material have been proposed:

- An approximated analytical approach implemented with MATLAB: reported results demonstrate that it allows to immediately evaluate the effects of the dispersive
behaviour of an effective homogeneous medium on a finite bandwidth propagating signal representing a useful strategy for the so called dispersion engineering;
- An FDTD code: based on the effective medium theory and on the Auxiliary Differential Equations method, a very efficient formulation of the problem under analysis has been suggested.

Both approaches have been used to investigate situations of superluminal propagation. More specifically, we firstly theoretically demonstrate the existence of an anomalous dispersion region in the waveguide dispersion characteristic, then, we analyze the effects of this negative velocity behavior on amplitude modulated signals.

Three different time envelopes have been considered:

- The well behaved Gaussian (GP) function;
- The Raised Cosine (RC) function which presents jump discontinuities in the second order time derivative;
- The Triangular (TP) function which presents jump discontinuities in the first order time derivative;
In all cases a broadband and a small-bandwidth signal have been considered. As expected the smallbandwidth GP experiences a negative group delay preserving its shape, whilst the $R C$ and $T P$ signal are strongly distorted after the propagation: the propagating signal energy concentrates at the instants corresponding to the jump discontinuities respectively in the second and first order time derivative. The phenomenon is due to the strongly asymmetric attenuation experienced by the spectrum amplitude of the propagating signals. The relevant consequence is that only the well behaved Gaussian Pulses, characterized by single-lobe spectrum amplitude, experience a negative group delay, preserving its shape during the propagation.
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#### Abstract

This work deals on the estimation of the radar cross section (RCS) of five three-dimensional conductive objects: the metallic sphere, NASA almond, single ogive, double ogive and conesphere, using the Moment Method. The Rao-Wilton-Glisson (RWG) basis functions were used to expand the surface current of targets inside the Electric Field Integral Equation (EFIE). Triangular domains of RWG basis functions were constructed using MATLAB tessellation capabilities and a MATLAB code was developed and run to solve the electromagnetic scattering problem. As a result five RCS graphs, one for each target, were obtained. The accuracy of the program was validated by comparing the obtained results with those reported in the Literature.
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## I. INTRODUCTION

It is well known that the problem of Electromagnetic Scattering for targets of arbitrary shape is either difficult or impossible to treat analytically. This is due among others to the complicated effect of targets curvatures, corners, and dielectrics which could overlap the target. This is the reason why in order to get an inside into the scattering mechanism, available numerical methods must be used.

This work deals on the estimation of the radar cross section (RCS) of five three-dimensional conductive objects: the metallic sphere, NASA almond, single ogive, double ogive and conesphere, using the moment method [1]. Most of this objects are radar benchmark targets widely used for the validation of computational electromagnetic codes. Theirs geometries are well described in [2].

The electric current and charge densities at the target surface are expanded using the Rao-Wilton-Glisson (RWG) basis functions [3]. Discretization of target surface is achieved using MATLAB tessellation capabilities taking into account the work of Makarov [4]. Although the MATLAB built-in functions are used for writing the
code and for rendering the results, this paper emphasizes the main equations but not on transcribing the code.

This article is organized in the following way: Section 2 presents the theoretical concepts used for the problem. Section 3 presents the numerical approach used to obtain a solution for the scattering problem of electrical conductive objects using the MoM and the RWG basis function. In Section 4 the numerical results obtained from simulation are presented and, finally, in Section 5 conclusions are given.

## II. THEORETICAL CONCEPTS

## A. The Radar Cross Section

The radar cross section (RCS) is a figure of merit that quantifies the amount of electromagnetic energy scattered in a given direction. The RCS, denoted by the greek letter $\sigma$ is defined as follow [5,6],

$$
\begin{equation*}
\sigma\left(\boldsymbol{\kappa}^{i}, \boldsymbol{\kappa}^{\boldsymbol{s}}\right)=\lim _{r \rightarrow \infty}\left(4 \pi r^{2} \frac{\left|\boldsymbol{E}^{\boldsymbol{s}}\right|^{2}}{\left|\boldsymbol{E}^{\boldsymbol{i}}\right|^{2}}\right) \tag{1}
\end{equation*}
$$

where $\boldsymbol{E}^{i}$ is the incident field in a direction $\boldsymbol{\kappa}^{i}, \boldsymbol{E}^{\boldsymbol{s}}$ is the scattered field in a direction $\kappa^{s}$. Whether the directions $\kappa^{i}$ and $\kappa^{s}$ coincide or not, we talk about monostatic RCS or bistatic RCS, respectively. In the present work we will focus on the monostatic RCS, even though the bistatic RCS can also be computed easily.

## B. The Electric Field Integral Equation

In free space, where a scatterer could be in the presence of a forced incident electric field $\boldsymbol{E}^{\boldsymbol{i}}$, there will be a resultant electric field $\boldsymbol{E}$, given by $\boldsymbol{E}=\boldsymbol{E}^{i}+\boldsymbol{E}^{\boldsymbol{s}}$. In this assumption, the field $\boldsymbol{E}^{\boldsymbol{s}}$ would be the scattered field. Over a Perfect Electric Conductor (PEC) scatterer surface, the tangential component of the electric field must vanish, hence,

$$
\begin{equation*}
n \times\left(\boldsymbol{E}^{i}+\boldsymbol{E}^{\boldsymbol{s}}\right)=0 \tag{2}
\end{equation*}
$$

where $\boldsymbol{n}$ is the scatterer's surface normal vector. The Equivalence Principle [5] establishes as a sources for $\boldsymbol{E}^{s}$, a current density $\boldsymbol{J}_{s}$ and a superficial density of charges $\rho_{s}$, both related through the continuity of current
$\rho_{s}=-\frac{\nabla \cdot \boldsymbol{J}_{s}}{\jmath \omega}$. Hence, the $\boldsymbol{E}_{\boldsymbol{s}}$ could be computed by the following expression,

$$
\begin{equation*}
\boldsymbol{E}_{s}=-\jmath \omega \boldsymbol{A}-\nabla \boldsymbol{V} \tag{3}
\end{equation*}
$$

with

$$
\begin{aligned}
& \boldsymbol{A}(\boldsymbol{r})=\frac{\mu}{4 \pi} \int_{S^{\prime}} \boldsymbol{J}_{\boldsymbol{s}}\left(\boldsymbol{r}^{\prime}\right) G\left(r, r^{\prime}\right) \mathrm{d} S^{\prime}, \\
& V(r)=\frac{1}{4 \pi \epsilon} \int_{S^{\prime}} \rho_{s}\left(r^{\prime}\right) G\left(r, r^{\prime}\right) \mathrm{d} S^{\prime}
\end{aligned}
$$

where $G\left(r, r^{\prime}\right)=\frac{e^{-\jmath \kappa\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|}}{\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|}, \boldsymbol{r}$ and $\boldsymbol{r}^{\prime}$ are the position vectors for observation and source points respectively, $\kappa=\omega \sqrt{\mu \epsilon}$ is the wavenumber, and finally $S^{\prime}$ is the scatterer's surface seen as a source domain. By means of simple substitutions, and taking into account that $-\jmath \omega \rho=\nabla^{\prime} \cdot \boldsymbol{J}$, equation (2) is rewritten as follows,

$$
\begin{align*}
\boldsymbol{n} \times j \frac{\omega \mu}{4 \pi} & \int_{S^{\prime}}\left[\boldsymbol{J}_{\boldsymbol{s}}\left(\boldsymbol{r}^{\prime}\right) G\left(r, r^{\prime}\right)+\right. \\
& \left.\frac{1}{\kappa^{2}} \nabla \nabla^{\prime} \cdot \boldsymbol{J}_{\boldsymbol{s}}\left(\boldsymbol{r}^{\prime}\right) G\left(r, r^{\prime}\right)\right] \mathrm{d} s^{\prime}=\boldsymbol{n} \times \boldsymbol{E}_{\boldsymbol{i}} . \tag{4}
\end{align*}
$$

The equation (4) is a integral equation of first kind [7] in the form $\mathcal{L}(\boldsymbol{u})=\boldsymbol{v}$ known as the electric field integral equation (EFIE), where one recognizes,

$$
\begin{aligned}
& \mathcal{L}() \equiv \\
& \boldsymbol{n} \times \jmath \frac{\omega \mu}{4 \pi} \int_{S^{\prime}}\left[() G\left(r, r^{\prime}\right)\right.\left.+\frac{1}{\kappa^{2}} \nabla \nabla^{\prime} \cdot() G\left(r, r^{\prime}\right)\right] \mathrm{d} s^{\prime} \\
& \boldsymbol{u} \equiv \boldsymbol{J}_{\boldsymbol{s}} \\
& \boldsymbol{v} \equiv \boldsymbol{n} \times \boldsymbol{E}_{\boldsymbol{i}} .
\end{aligned}
$$

For most of practical targets, equation (4) can not be solved analytically, but must be solved numerically. Equation (4), in principle, will be used to compute the induced current on the PEC scatterer surface.

## III. THE NUMERICAL SOLUTION

The numerical solution to equation (4) will be obtained using the moment method as described in [1]. The RWG basis function $f_{n}$ will be used for the expansion of the induced current $J_{s}$ [3].

## A. Filling the impedance matrix

To fill the impedance matrix $Z$, two integrals: the integral of the inner product definition $Z_{m n}=$ $\left\langle\boldsymbol{w}_{\boldsymbol{m}}, \mathcal{L}\left(\boldsymbol{f}_{\boldsymbol{n}}\right)\right\rangle=\int_{S_{m}} \boldsymbol{w}_{\boldsymbol{m}} \cdot \mathcal{L}\left(\boldsymbol{f}_{\boldsymbol{n}}\right)$ and the convolution integral given by $\mathcal{L}\left(\boldsymbol{f}_{\boldsymbol{n}}\right)$ must be solved $N \times N$ times [1]. The complexity of the former will be determined by the election of the weighting function $\boldsymbol{w}_{m}$. The weighting functions $\boldsymbol{w}_{m}$ must be in the rank of $\mathcal{L}$ preferably, to accelerate the convergence [1]. Nevertheless, this premise is not restrictive [8]. Although there exist several possibilities for the choosing of $\boldsymbol{w}_{m}$, in this work it is preferred to use Galerkin approach as Rao et al. [3] suggested.

1) Numerical Integration: The integral $Z_{m n}=$ $\int_{S_{m}} \boldsymbol{f}_{\boldsymbol{m}} \cdot \mathcal{L}\left(\boldsymbol{f}_{\boldsymbol{n}}\right) \mathrm{d} S_{m}$ will be approximated by the product of its argument evaluated at the barycenter (center of mass) of each triangle and their areas respectively. Hence,

$$
\begin{align*}
Z_{m n} & =\int_{T_{m}^{+}} \boldsymbol{f}_{\boldsymbol{m}} \cdot \mathcal{L}\left(\boldsymbol{f}_{\boldsymbol{n}}\right) \mathrm{d} S+\int_{T_{m}^{-}} \boldsymbol{f}_{\boldsymbol{m}} \cdot \mathcal{L}\left(\boldsymbol{f}_{\boldsymbol{n}}\right) \mathrm{d} S  \tag{5}\\
& \approx \frac{l_{m}}{2}\left[\left.\boldsymbol{\rho}_{m}^{c+} \cdot \mathcal{L}\left(\boldsymbol{f}_{\boldsymbol{n}}\right)\right|_{\boldsymbol{\rho}_{m}^{c+}}+\left.\boldsymbol{\rho}_{m}^{c-} \cdot \mathcal{L}\left(\boldsymbol{f}_{\boldsymbol{n}}\right)\right|_{\boldsymbol{\rho}_{m}^{c+}}\right]
\end{align*}
$$

where $\rho_{m}^{c \pm}$ is the position vector for the barycenters of triangles $T_{m}^{ \pm}$and $l_{m}$ is the length of the common edge. Taking into account the definition for $\mathcal{L}$, equation (5) is written as,

$$
\begin{array}{r}
Z_{m n}=\jmath \omega l_{m}\left(A_{m^{+}, n} \cdot \frac{\rho_{m}^{c+}}{2}+A_{m^{-}, n} \cdot \frac{\rho_{m}^{c-}}{2}\right)+ \\
l_{m}\left(V_{m^{-}, n}-V_{m^{+}, n}\right) \tag{6}
\end{array}
$$

where

$$
\begin{gathered}
\boldsymbol{A}_{\boldsymbol{m}{ }^{ \pm}, \boldsymbol{n}}=\frac{\mu}{4 \pi} \int_{S^{\prime}} \boldsymbol{f}_{\boldsymbol{n}} \frac{e^{-\jmath \kappa R_{m}^{ \pm}}}{R_{m}^{ \pm}} \mathrm{d} S^{\prime}, \\
V_{m^{ \pm}, n}=-\frac{1}{4 \pi \jmath \omega \epsilon} \int_{S^{\prime}} \nabla^{\prime} \cdot \boldsymbol{f}_{\boldsymbol{n}} \frac{e^{-\jmath \kappa R_{m}^{ \pm}}}{R_{m}^{ \pm}} \mathrm{d} S^{\prime},
\end{gathered}
$$

and $R_{m}^{ \pm}=\left|\boldsymbol{r}_{m}^{c \pm}-\boldsymbol{r}^{\prime}\right|$.
Finally, developing equation (6) is obtained for $Z_{m n}$,

$$
\begin{align*}
& Z_{m n}= \\
& \qquad \begin{aligned}
& \frac{l_{m}}{8}\left(\frac{j \eta \kappa}{\pi}\right) \rho_{m}^{c \pm} \cdot \int_{T_{n}^{+}+T_{n}^{-}} f_{n} G\left(\boldsymbol{r}_{m}^{c \pm}, \boldsymbol{r}^{\prime}\right) \mathrm{d} S^{\prime} \pm \\
& \frac{l_{m} l_{n}}{4}\left(\frac{j \eta}{\pi \kappa}\right)\left[\frac{1}{A_{n}^{+}} \int_{T_{n}^{+}} G\left(\boldsymbol{r}_{m}^{c \pm}, \boldsymbol{r}^{\prime}\right)\right. \\
&\left.\quad-\frac{1}{A_{n}^{-}} \int_{T_{n}^{-}} G\left(\boldsymbol{r}_{m}^{c \pm}, \boldsymbol{r}^{\prime}\right)\right]
\end{aligned}
\end{align*}
$$

where $\rho_{m}^{c \pm}$ and $r_{m}^{c \pm}$ are position vectors for the barycenters of triangles $T_{m}^{ \pm}$measured locally and globally, respectively.

To solve the remaining integrals in equation (7), several approaches can be followed [9,10]. Particulary, for this work, it has been adopted to use the so call barycentric subdivision $[4,11]$. According to this, any triangle $T$ is subdivided in 9 subtriangles applying the $1 / 3$ rule. Hence, the integrand is considered constant in any of the subtriangles. Due to this procedure the singularity of equation (4) is avoided because of subtriangle's midpoints for each source triangles $T_{n}^{ \pm}$never coincide with centers of observation triangles $T_{m}^{ \pm}$. The barycentric subdivision is resumed as,

$$
\begin{equation*}
\int_{S} g(\boldsymbol{r}) \mathrm{d} S=\frac{A}{9} \sum_{k=1}^{9} g\left(\boldsymbol{r}_{\boldsymbol{k}}^{\boldsymbol{c}}\right) . \tag{8}
\end{equation*}
$$

Applying equation (8) to equation (7), one obtains,

$$
\begin{align*}
& Z_{m n}= \\
& \jmath \frac{l_{m} l_{n}}{144 \pi} \omega \mu \rho_{m}^{c \pm} \cdot \sum_{k=1}^{9} \rho_{k}^{c+} G\left(r_{m}^{ \pm}, r_{k}^{c+}\right)+\rho_{k}^{c-} G\left(r_{m}^{ \pm}, r_{k}^{c-}\right) \\
& \quad \pm \jmath \frac{l_{m} l_{n}}{36 \pi} \frac{1}{\omega \epsilon} \sum_{k=1}^{9} G\left(r_{m}^{ \pm}, r_{k}^{c+}\right)-G\left(r_{m}^{ \pm}, r_{k}^{c-}\right) \tag{9}
\end{align*}
$$

Equation (9) shows that $Z_{m n} \equiv Z_{m n^{+}}+Z_{m n^{-}}$. Both terms defined in the following way,

$$
\begin{align*}
& Z_{m n^{+}}=\jmath \frac{l_{m} l_{n}}{144 \pi} \omega \mu \sum_{k=1}^{9} \rho_{m}^{c \pm} \cdot \rho_{k}^{c+} g_{m}^{ \pm}\left(r_{k}^{c+}\right) \\
& \pm \jmath \frac{l_{m} l_{n}}{36 \pi} \frac{1}{\omega \epsilon} \sum_{k=1}^{9} g_{m}^{ \pm}\left(\boldsymbol{r}_{\boldsymbol{k}}^{\boldsymbol{c}}\right)  \tag{10a}\\
& Z_{m n^{-}}=\jmath \frac{l_{m} l_{n}}{144 \pi} \omega \mu \sum_{k=1}^{9} \rho_{m}^{c \pm} \cdot \rho_{k}^{c-} g_{m}^{ \pm}\left(r_{k}^{c-}\right) \\
& \pm \jmath \frac{l_{m} l_{n}}{36 \pi} \frac{1}{\omega \epsilon} \sum_{k=1}^{9} g_{m}^{ \pm}\left(\boldsymbol{r}_{\boldsymbol{k}}^{c-}\right), \tag{10b}
\end{align*}
$$

where $g_{m}^{ \pm}\left(\boldsymbol{r}_{\boldsymbol{k}}^{c \pm}\right)=G\left(\boldsymbol{r}_{m}^{ \pm}, \boldsymbol{r}_{\boldsymbol{k}}^{c \pm}\right)$.
Even when the definitions in equation (10) could be trivial, they give the opportunity to fill $[Z]$ using a triangle-triangle approach instead of a edge-edge approach, making the filling of $[Z]$ faster.

## B. Computing the Scattered Field

Once the $J_{s}$ has been computed through the MoM equation $[Z][I]=[V]$, the scattered field $\boldsymbol{E}_{s}$ must be determine to estimate the RCS $\sigma\left(\boldsymbol{\kappa}^{i}, \boldsymbol{\kappa}^{s}\right)$. The approach used in this work to computed $\boldsymbol{E}^{\boldsymbol{s}}$ is based on the dipole approximation (see Fig. 1) [4].


Fig. 1. Equivalent dipole associated with a generic RWG basis function.

This approach states for the particular case that: The electric field radiated by one single RWG basis function $f_{n}$ can be approximated at far distances by that one of
a dipole placed from $\boldsymbol{r}_{n}^{c+}$ to $\boldsymbol{r}_{n}^{c-}$ with current moment $\boldsymbol{I} \boldsymbol{\Delta} \boldsymbol{l}=I_{n} l_{n}\left(\boldsymbol{r}_{\boldsymbol{n}}^{c-}-\boldsymbol{r}_{n}^{c+}\right)$. Hence, the generalized expression for the $E^{s}$ would be the following,

$$
\begin{align*}
\boldsymbol{E}_{\boldsymbol{s}} & =\sum_{n=1}^{N} \jmath \kappa \eta \frac{e^{-\jmath \kappa\left|\boldsymbol{r}-\boldsymbol{r}_{\boldsymbol{m}}\right|}}{4 \pi\left|\boldsymbol{r}-\boldsymbol{r}_{\boldsymbol{m}}\right|}(\boldsymbol{M}-\boldsymbol{m})  \tag{11}\\
\boldsymbol{H}_{\boldsymbol{s}} & =\sum_{n=1}^{N} \jmath \kappa \frac{e^{-\jmath \kappa\left|\boldsymbol{r}-\boldsymbol{r}_{\boldsymbol{m}}\right|}}{4 \pi\left|\boldsymbol{r}-\boldsymbol{r}_{\boldsymbol{m}}\right|}\left(\boldsymbol{m} \times \boldsymbol{a}_{\boldsymbol{r}}\right), \tag{12}
\end{align*}
$$

with $\boldsymbol{M}=(\boldsymbol{r} \cdot \boldsymbol{m}) / r^{2}, \boldsymbol{m}=m \boldsymbol{a}_{\boldsymbol{l}}$ according to Fig. 1 and $N$ is the number of edges in the target discretization.

## IV. SIMULATION AND RESULTS

In order to evaluate the method explained in the preceding sections, a total of five targets were chosen. These targets have been extensively used by the electromagnetics community as benchmark targets to validate computational electromagnetic methods. To illuminate them, a plane wave is used as the electromagnetic incident field. The parametric equations that model their surfaces can be found in [2]. The chosen targets are presented in Fig. 2.

Figure 3 represents the RCS computed for the metallic sphere as a function of the frequency. It has been performed a frequency sweep in the range of $0.1 \leq \frac{2 \pi a}{\lambda} \leq 6$ with $a=1 \mathrm{~m}$., the radius of the sphere. In Fig. 3 the computed RCS is plotted in continuos red line, while the benchmark values already reported in [12] are plotted using blue rhombus.

Figure 4 represents the monostatic RCS computed for the metallic almond at 1.19 GHz . It is descomposed in terms of vertical $\sigma_{V V}$ and horizontal $\sigma_{H H}$ polarized radar cross section as a function of incident angle $\phi$, starting from $0^{\circ}$ and stoping at $180^{\circ}$ using $0.125^{\circ}$ as a step size. The elevation angle is zero. Zero degrees azimuth corresponds to an incident on the tip. At 1.19 GHz the metallic almond is one wavelength long. The incident angle is the azimuth in a standard spherical coordinate system. The $\sigma_{V V}$ and $\sigma_{H H}$ are defined when $\left|\boldsymbol{E}_{\boldsymbol{i}}\right|=1$ as,

$$
\begin{align*}
\sigma_{V V} & =\lim _{r \rightarrow \infty} 4 \pi r^{2}\left|\boldsymbol{E}_{s}^{\boldsymbol{V}}\right|^{2}  \tag{13}\\
\sigma_{H H} & =\lim _{r \rightarrow \infty} 4 \pi r^{2}\left|\boldsymbol{E}_{s}^{\boldsymbol{H}}\right|^{2} \tag{14}
\end{align*}
$$

The computed estimations of vertical and horizontal RCS are plotted in blue and red continuos line, while the benchmark reported in [2] is plotted as rhombus and squares, respectively.

Figure 5 represents the monostatic RCS computed for the metallic single ogive at 1.18 GHz . The RCS for both, the vertical and the horizontal are plotted in dBSM, as a function of the azimuth angle. The elevation angle is zero again. Zero degrees azimuth correspond to an incident normal to a tip of the metallic single ogive. As


Fig. 2. Chosen Target to validate the method.


Fig. 3. Estimated RCS for the Metallic Sphere as a function of frequency.
expected, the vertically and horizontally polarized RCS are equal at $0^{\circ}$ and $180^{\circ}$ of azimuth in Fig. 5. At 1.18 GHz , the metallic single ogive is one wavelength long. The computed estimations for vertical and horizontal RCS are plotted in blue and red continuos line, respectively, while the benchmark is plotted as rhombus and squares.

Figure 6 represents the monostatic RCS computed for the metallic double ogive at 1.57 GHz . It is decomposed in terms of vertical $\sigma_{V V}$ and horizontal $\sigma_{H H}$ polarized radar cross section as a function of incident angle $\phi$. The RCS for both the vertical and the horizontal polarized RCS are plotted in dBSM. The elevation angle is zero. At 1.57 GHz the metallic double ogive is one wavelength long.


Fig. 4. Estimated $\sigma_{V V}$ and $\sigma_{H H}$ for the metallic almond as a function of the incident angle $\phi$.

Figure 7 represents the monostatic RCS computed for the metallic cone-sphere at 869 MHz . Both horizontal and vertical polarizations are plotted against azimuthal angle. Zero degrees azimuth is toward the pointed end. At 869 MHz , this target is two wavelength long. Good agreement between the computed RCS and those used as a reference is observed from the previous figure.

## V. CONCLUSIONS

In this work, the Method of Moments (MoM) with Rao-Wilton-Glisson basis functions has been used to develop and test a method for the estimation of the radar cross section for metallic conductive object of arbitrary


Fig. 5. Estimated $\sigma_{V V}$ and $\sigma_{H H}$ for the metallic single ogive as a function of the incident angle $\phi$.


Fig. 6. Estimated $\sigma_{V V}$ and $\sigma_{H H}$ for the metallic double ogive as a function of the incident angle $\phi$.


Fig. 7. Estimated $\sigma_{V V}$ and $\sigma_{H H}$ for the metallic conesphere as a function of the incident angle $\phi$.
shape. It has used five extensively used targets to test and validate the method employed. Excellent agreement is seen between the computed results and those already reported in previous investigation. The numerical procedure already described can be easily extended to scatterers of any geometrical shape.
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#### Abstract

A new kind of fast spectral domain method is presented for the solution of integral equations related to planar structures embedded in multilayered media. It is based on the well-known spectral domain Green's function for multilayered media to construct a diagonalized translation operator on the Cartesian wavenumber plane to efficiently evaluate the matrix-vector multiplications during the iterative solution process. This allows fast integral equation solutions for arbitrary layer arrangements similar as with fast multipole methods (FMM) for structures in free space. The convergence properties of the involved spectral domain integrals related to the group interactions are drastically improved by different integration path deformation strategies combined with enhanced LegendreFilon and Laguerre quadrature techniques. Together with the use of diakoptic preconditioners, only a small number of iterations are required with the pertinent Krylov subspace solvers, typically leading to a significantly higher computational performance than comparable commercial integral equation solvers.


Keywords: Planar-3D-structures, multilayered media, fast integral equation solver, adaptive integration path deformation, extended quadrature techniques, and diakoptic preconditioner.

## I. INTRODUCTION

A large class of structures like microstrip or combined slot/microstrip configurations can be modeled as so-called Planar-3D structures embedded within multilayered medias. Using the method of moments (MoM) in combination with the Green's function of the multilayered environment reduces the discretization effort to the strip and/or slot areas of the structure. However, due to the growing complexity of microwave circuits and antennas, the number of unknowns can easily become prohibitive, if standard MoM implementations are applied. To overcome the large computational effort of the standard MoM , different fast integral equation solvers for microstrip structures have been proposed. First implementations were based on a combination of the conjugate gradient method with the fast Fourier transform (CG-FFT) for structures in free space [1,2] and its extension to microstrip structures
[3]. A further extension using the discrete compleximage technique for the characterization of the layered medium was presented in [4]. Other approaches make use of the adaptive integral method (AIM) for accelerating the matrix-vector products combined as well with the complex-image technique [5]. Methods based on the fast multipole method (FMM) and complex-image techniques are given in $[6,7]$. However, the numerical efficiency of the complex-image technique may strongly depend on the number of required complex images. Another approach employing a fast multipole method (FMM) can be found in [8] but is restricted to a thin grounded dielectric slab. These drawbacks are partly overcome by the fast inhomogeneous plane wave algorithm, presented in [9], which is well suited for scatterers located above an arbitrary multilayered medium or for buried objects.

In contrast to these methods, an approach completely based on the spectral domain Green's function of the multilayered medium is presented in this paper. The corresponding Green's function can be easily computed for arbitrary layer/metallization arrangements with the same numerical performance and accuracy, even for problematic configurations like e.g. thin glue layers embedded in much thicker sub/superstrate environments. The method is based on the construction of a diagonalized translation operator on the cartesian wavenumber plane to compute the far interactions between non-overlapping groups of basis functions. The interactions of near-neighbour groups are computed using the matrix entries of the conventional MoM analogously to other fast integral equation formulations. The far interactions are formulated as spectral domain integrals but have bad convergence properties if only real cartesian wavenumbers are used. Thus, an extension on complex integration paths is used on one hand to circumvent singularities of the integrand [11] and on the other hand to get an exponential decay of the integrands. To achieve this decay, the proposals given in [12] are modified in such a way that the employed integration paths do not cross any singularities of the integrands. However, for large group separations the numerical efficiency is still affected by an oscillatory behavior of the integrands. These oscillations are compensated with some modifications of a Legendre-Filon quadrature given in [11] as well. Furthermore, the exponential decay
rate on the modified integration paths depends on the lateral distance of the participated groups which makes it difficult to account for the fast decay rate concerning group interactions with large lateral distances. Therefore an extended Laguerre quadrature technique is introduced which provides practically the same decay rate for all group far interactions. The overall performance of this approach is decisively improved by employing Krylov subspace solvers with extended diakoptic preconditioners [13] for the treatment of the linear systems of equations leading to a very fast convergence of the iterative solution process for a large class of structures. Since our method is still a two-level approach, the numerical complexity for the matrix-vector product evaluation reaches $\approx O\left(N^{1.5}\right)$ with an optimized group size [14] whereas we get roughly $\approx O(N)$ for the storage complexity.

## II. FORMULATION

## A. General Outline of The Fast Algorithm

In a first step, the structure to be analyzed is decomposed into groups, which comprise typical components like couplers, patches, spiral inductors etc. (see Fig. 1). In this context, also a subsequent partitioning into small squares as in [8] may be applied, but with the risk of dissecting resonant components of the structure such as antenna patches what can severely deteriorate the convergence properties of the method. In this paper the studies are focused on microstrip/stripline structures, which can be characterized with the surface impedance boundary condition on the metallizations,

$$
\begin{equation*}
\left.\vec{E}_{s}(x, y)\right|_{\tan }=Z_{F}(x, y) \vec{J}_{e}(x, y)+\left.\vec{E}_{i}(x, y)\right|_{\tan } \tag{1}
\end{equation*}
$$

However, the method can also be extended on mixed structures consisting of both microstrip/stripline and coplanar/slotline components as presented in [15]. Based on equation (1), an integral equation for the surface currents can be formulated in the spectral domain,

$$
\begin{align*}
& \left.\frac{1}{4 \pi^{2}} \int_{k_{y}} \int_{k_{x}}^{\overleftrightarrow{G}_{J}^{E}}\left(k_{x}, k_{y}\right) \cdot \vec{J}_{e}\left(k_{x}, k_{y}\right) e^{j k_{x} x+j k_{y} y} d k_{x} d k_{y}\right|_{t a n} \\
& =Z_{F}(x, y) \vec{J}_{e}(x, y)+\left.\vec{E}_{i}(x, y)\right|_{\text {tan }} \tag{2}
\end{align*}
$$

where $\overleftrightarrow{G}_{J}^{E}\left(k_{x}, k_{y}\right)$ and $\vec{J}_{e}\left(k_{x}, k_{y}\right)$ are the Fourier transforms of the multilayered medium Green's function and the surface currents, respectively, whereas $Z_{F}$ is a surface impedance and $\vec{E}_{i}$ comprises the excitation. The surface currents are discretized with subdomain basis functions $\vec{f}_{m}$ by,

$$
\begin{equation*}
\vec{J}_{e}(x, y)=\sum_{m=1}^{N} I_{m} \vec{f}_{m}(x, y) \tag{3}
\end{equation*}
$$

At the moment asymmetric rooftop functions arranged on arbitrary nonuniform orthogonal meshes are used, which typically show also a sufficient modeling


Fig. 1. Section of a typical microstrip structure with group decomposition and numbering.
flexibility for geometries with oblique or curved margins, if suitable edge-meshing techniques are employed [16]. For the solution of the integral equation with the Galerkin testing procedure, equation (2) is multiplied by the basis functions itself. The subsequent integration over these testing functions $\vec{f}_{n}$ leads to,

$$
\begin{align*}
& \int_{x} \int_{y} \vec{f}_{n}(x, y) \cdot \vec{E}_{s}(x, y) d x d y= \\
& \int_{k_{y}} \int_{k_{x}}\left[\overleftrightarrow{T}_{l l^{\prime}}\left(k_{x}, k_{y}\right) \cdot \vec{F}_{m}\left(k_{x}, k_{y}\right)\right] \cdot \vec{F}_{n}^{*}\left(k_{x}, k_{y}\right) d k_{x} d k_{y} \\
& \quad, n \in g_{l}, m \in g_{l^{\prime}} \tag{4}
\end{align*}
$$

introducing a spectral domain translation operator between the groups $g_{l}$ and $g_{l^{\prime}}$

$$
\begin{equation*}
\overleftrightarrow{T}_{l l^{\prime}}\left(k_{x}, k_{y}\right)=\overleftrightarrow{G}_{J}^{E}\left(k_{x}, k_{y}\right) e^{j k_{x}\left(x_{l}-x_{l^{\prime}}\right)} e^{j k_{y}\left(y_{l}-y_{l^{\prime}}\right)} \tag{5}
\end{equation*}
$$

Furthermore,
$\vec{F}_{l^{\prime} m}\left(k_{x}, k_{y}\right)=\int_{x} \int_{y} \vec{f}_{m}(x, y) e^{j k_{x}\left(x_{l^{\prime}}-x\right)} e^{j k_{y}\left(y_{l^{\prime}}-y\right)} d x d y$
is the Fourier transform of the expansion function $\vec{f}_{m}$ related to the center $\vec{\rho}_{l^{\prime}}=\left(x_{l^{\prime}}, y_{l^{\prime}}\right)$ of group $g_{l^{\prime}}$ near this expansion function. Analogously $\vec{F}_{l n}\left(k_{x}, k_{y}\right)$ is the Fourier transform of the test function $\vec{f}_{n}$ related to the center $\vec{\rho}_{l}=\left(x_{l}, y_{l}\right)$ of group $g_{l}$ near this test function.

To get a fast algorithm for the matrix-vector product evaluation,

$$
\begin{equation*}
Z_{f a r} \cdot \vec{I}=\vec{b} \tag{7}
\end{equation*}
$$

where $Z_{f a r}$ is the matrix with the far interactions (not explicitly generated) and a similar efficiency as with standard fast multipole methods (FMM) in free space, the contribution to the elements of the right hand side of equation (7) $\vec{b}=\left(b_{1}, \ldots, b_{n}, \ldots, b_{N}\right)^{T}$ with regard to the groups $g_{l}$ and $g_{l}^{\prime}$ is carried out by the integral,
$b_{n, l l^{\prime}}=\int_{k_{x}} \int_{k_{y}} \vec{F}_{l n}^{*}\left(k_{x}, k_{y}\right) \cdot \overleftrightarrow{T}_{l l^{\prime}}\left(k_{x}, k_{y}\right) \cdot \vec{J}_{l^{\prime}}\left(k_{x}, k_{y}\right) d k_{x} d k_{y}$
which is evaluated numerically by,
$b_{n, l l^{\prime}} \approx$
$\sum_{k_{x i}, k_{y i}} w_{k x i} w_{k y i} \vec{F}_{l n}^{*}\left(k_{x i}, k_{y i}\right) \cdot \overleftrightarrow{T}_{l l^{\prime}}\left(k_{x i}, k_{y i}\right) \cdot \vec{J}_{l^{\prime}}\left(k_{x i}, k_{y i}\right)$,
where $k_{x i}, k_{y i}$ are suited sampling points of the cartesian wavenumber plane and $w_{k x i}, w_{k y i}$ are appropriate integration weights.

In this representation, the spectral current density of all groups $g_{l^{\prime}}$ with centers $\vec{\rho}_{l^{\prime}}$ (source groups) is formed in the spectral domain by,

$$
\begin{equation*}
\vec{J}_{l^{\prime}}\left(k_{x i}, k_{y i}\right)=\sum_{m \in g_{l^{\prime}}} I_{m} \vec{F}_{l^{\prime} m}\left(k_{x i}, k_{y i}\right), \quad l^{\prime}=1, \ldots, N_{g} \tag{10}
\end{equation*}
$$

with $N_{g}$ the number of groups. Equation (10) forms the aggregation process whereas equations (8) and (9) corresponds to the translation and disaggregation step, finally the elements of the complete right hand side of equation (7) are generated by,

$$
\begin{equation*}
b_{n}=\sum_{\substack{\prime \\ l^{\prime} \neq+N N \\ l^{\prime}=1}}^{N_{g}} b_{n, l^{\prime}}, \quad l=1, \ldots, N_{g} \tag{11}
\end{equation*}
$$

where $N N$ indicates near-neighbour groups.
However, if the spectral domain integrations equation (8) are carried out using standard quadrature techniques with real wavenumbers $k_{x}$ and $k_{y}$, significant convergence problems occur due to integrand singularities, a slow decay and an oscillatory behavior of the integrands. To overcome these drawbacks, at first a special decomposition of the cartesian wavenumber plane is employed.

## B. Decomposition of The Cartesian Wavenumber Plane

The decomposition of the cartesian wavenumber plane is shown in Fig. 2 together with the schematical arrangement of the sampling points $k_{x i}, k_{y i}$. The first quadrant is decomposed into an inner area $\mathrm{A}_{\text {in }}$ and three outer areas $\mathrm{A}_{\text {out } 1}$ to $\mathrm{A}_{\text {out } 3}$. The other quadrants are decomposed analogously.

The Green's function contains singularities in terms of branchpoints and poles related to guided waves like surface or parallel plate waves. The localizations of guided wave poles and branchpoints are restricted by $\left|k_{x p}\right|,\left|k_{y p}\right|<k_{0} \sqrt{\epsilon_{r, \text { max }}}$, where $k_{x p}$ and $k_{y p}$ are the real locations of the singularities forming concentric rings within the inner areas and $\epsilon_{r, \max }$ is the maximum permittivity of all layers. Furthermore, $k_{B x}$ and $k_{B y}$ denote the real locations of the branchpoints.

For the wavenumber $k_{x}$, the chosen integration path deformations in the inner areas are skeched in Fig. 3 a). The integration path extends from $-k_{i}$ on the real axis with a vertical and horizontal path section to $-j k_{x y m}$, then through the origin along the branch cuts to $+j k_{x y m}$
and finally to $+k_{i}$ back to the real axis. The choice for $k_{i}$ is done with a numerical localization algorithm searching for the location $\left|k_{x p m}\right|$ of the pole with the largest propagation constant of the corresponding guided wave. Then the value $k_{i}$ is chosen by $k_{i} \approx 1.1 \cdot\left|k_{x p m}\right|$ leading to a minimization of the inner area extension.


Fig. 2. Decomposition of the cartesian wavenumber plane with schematical distribution of sampling points.

This path is simultaneously used for the $k_{y}$-wavenumber.

## C. Cancellation of Oscillatory Integrand Behavior

The integration paths in the inner area parallel to the real axis have the parametrization,
$k_{u}\left(t_{u}\right)=t_{u} \pm j k_{x y m}, \quad t_{u} \in\left[-k_{i}, k_{i}\right]$, real, $u=x$ or $y$.
The behavior of the integrands of equation (8) with regard to the variables $t_{x}$ and $t_{y}$ and the above integration paths can be well approximated by,
$\operatorname{INT}_{n, l l^{\prime}}\left(t_{x}, t_{y}\right) \approx C_{i n} \vec{F}_{n}^{*}\left(t_{x}, t_{y}\right) \cdot \overleftrightarrow{G}_{J}^{E}\left(t_{x}, t_{y}\right) \cdot \vec{J}_{0 l^{\prime}}\left(t_{x}, t_{y}\right)$
$e^{j t_{x}\left(x_{l}-x_{l^{\prime}}\right)} e^{j t_{y}\left(y_{l}-y_{l^{\prime}}\right)}$
where $\vec{F}_{n}$ and $\vec{J}_{0 l^{\prime}}$ are now the Fourier transforms of the basis function $\vec{f}_{n}$ and the current distribution $\vec{J}_{l^{\prime}}$ of group $g_{l^{\prime}}$ with regard to the origin of the coordinate system (not to the group centers) and a factor $C_{i n}$ not depending on $t_{x}$ and $t_{y}$. The terms $\vec{F}_{n}$ and $\vec{J}_{0 l^{\prime}}$ are actually evaluated in the implementation i.e., the translation operator $T_{l l^{\prime}}$ is only implicitly involved to emphasize the analogies with fast multipole methods and to represent the integrand behavior.

Thus, the integrand mainly shows an oscillatory behavior due to the both exponentials containing the group center distances $\left(x_{l}-x_{l^{\prime}}\right)$ and ( $y_{l}-y_{l^{\prime}}$ ). To largely cancel out these oscillations, the product $\overleftrightarrow{T}{ }_{l l^{\prime}}$
$\left(k_{x}, k_{y}\right) \cdot \vec{J}_{l^{\prime}}\left(k_{x}, k_{y}\right)$ is multiplied by the compensating exponentials $e^{-j t_{x}\left(x_{l}-x_{l^{\prime}}\right)}$ and $e^{-j t_{y}\left(y_{l}-y_{l^{\prime}}\right)}$. To account for these compensative multiplications, specific integration weights $w_{t x i}^{L e g}, w_{t y i}^{L e g}$ for the disaggregation process are determined.

If we emphasize on the integration with regard to $t_{x}$ over an interval $t_{x} \in\left[t_{x a}, t_{x b}\right]$ and $F\left(t_{x}\right)$ is denoted as the smooth part of e.g., the integrand equation (13), we can write,

$$
\begin{equation*}
\int_{t_{x a}}^{t_{x b}} F\left(t_{x}\right) e^{j t_{x}\left(x_{l}-x_{l^{\prime}}\right)} d t_{x} \approx C_{s c} \sum_{i=0}^{N_{L e g}-1} F\left(t_{x i}\right) w_{t x i}^{L e g} \tag{14}
\end{equation*}
$$

where the weights $w_{t x i}^{L e g}$ of this special quadrature are the solutions of the linear system of equations,
$\sum_{i=0}^{N_{\text {Leg }}-1} p_{n}\left(t_{i}\right) w_{t x i}^{L e g}=\int_{-1}^{1} p_{n}(t) e^{j d \cdot t} d t, n=0, \ldots, N_{\text {Leg }}-1$
with $p_{n}(t)$ denoting the Legendre polynomials of order $n$ and $t_{i}$ are the roots of the Legendre polynomial of order $N_{\text {Leg }}$ (i.e the number of used sampling points), and $d=$ $\left(t_{x b}-t_{x a}\right)\left(x_{l}-x_{l^{\prime}}\right) / 2$. Furthermore, we have introduced a scaling factor $C_{s c}=\frac{1}{2}\left(t_{x b}-t_{x a}\right) e^{j \frac{1}{2}\left(t_{x b}+t_{x a}\right)\left(x_{l}-x_{l^{\prime}}\right)}$. Further details of the derivation and solution of equations (14) and (15) leading to this combined Legendre-Filon quadrature are given in [11]. The integration with regard to $k_{y}$ is performed analogously.

On the vertical path sections on or parallel to the imaginary axis no oscillations occur, but we have an exponential increasing and decreasing behavior which becomes distinctive for large group distances. Therefore, this behavior is compensated as well by using a slightly modified integration technique as explained above. With these measures the number of sampling points $N_{i n}$ in the inner areas can be restricted to about 10-15 for both wavenumbers $k_{x}, k_{y}$ using maximum group sizes of a few wavelengths.

## D. Integration Path Deformations in The Outer Wavenumber Plane

These integrand oscillations are also present in the outer integration areas, if real wavenumbers $k_{x}, k_{y}$ are employed. In this case the integrands of equation (8) behave like,

$$
\begin{align*}
& \operatorname{INT}_{n, l l^{\prime}}\left(k_{x}, k_{y}\right) \approx \\
& C_{\text {out }} \vec{F}_{n}^{*}\left(k_{x}, k_{y}\right) \cdot \overleftrightarrow{G}_{J}^{E}\left(k_{x}, k_{y}\right) \cdot \vec{J}_{0 l^{\prime}}\left(k_{x}, k_{y}\right) \\
& e^{j k_{x}\left(x_{l}-x_{l^{\prime}}\right)} e^{j k_{y}\left(y_{l}-y_{l^{\prime}}\right) .} \tag{16}
\end{align*}
$$

Additionally, the Green's functions show a linear growing behavior with $k_{x}, k_{y} \rightarrow \infty$, if source and observation points are in the same plane $z=$ const. Thus, convergence of the integrals is only achieved by the decay of
the Fourier transforms of the group current distributions and the test basis functions.


Fig. 3. Employed integration path deformations with singularity locations and migrations.

The overall convergence is therefore typically very poor and additionally depends on the group geometries. To achieve an extensive convergence acceleration, an adapted complex integration path deformation is employed in the outer areas. This integration path deformation depends on the values of the lateral group distances $\left|\left(x_{l}-x_{l^{\prime}}\right)\right|$ and $\left|\left(y_{l}-y_{l^{\prime}}\right)\right|$.

If $\left|\left(x_{l}-x_{l^{\prime}}\right)\right|>\left|\left(y_{l}-y_{l^{\prime}}\right)\right|$ is valid as given for the group arrangement in Fig. 4(a), the lateral group distance in $x$-direction causes the largest oscillations of the integrand equation (16). Choosing a complex integration path for the wavenumber $k_{x}$ beginning from $k_{x}= \pm k_{i}$ according to,

$$
\begin{equation*}
k_{x}(t)= \pm k_{i}-j t, t \geq 0, \text { real } \tag{17}
\end{equation*}
$$

then the corresponding oscillating exponential is transformed into a decaying exponential from this point,

$$
\begin{equation*}
e^{j k_{x}(t)\left(x_{l}-x_{l^{\prime}}\right)}=e^{ \pm j k_{i}\left(x_{l}-x_{l^{\prime}}\right)} e^{-t\left(x_{l^{\prime}}-x_{l}\right)} \tag{18}
\end{equation*}
$$

provided that $\left(x_{l^{\prime}}-x_{l}\right)>0$.

However, it can be shown that an overall decay of the whole integrand equation (16) on the path equation (17) is only given if the group domains do not overlap with regard to this direction i.e., if we have a finite separation with a distance $\Delta x s_{l l^{\prime}}>0$ (see Fig. 1 and Fig. 4(a)). As will be shown later, the decay behavior of the integrand equation (16) for larger values $t$ in equation (17) is dominated by the exponential $e^{-t \Delta x s_{l l^{\prime}}}$. Therefore, the following case differentiation is made:

If $\left|\Delta x s_{l l^{\prime}}\right|>\left|\Delta y s_{l l^{\prime}}\right|$ (see Fig. 4(a)), then a complex integration path for $k_{x}$ is used according to equation (17) whereas $k_{y}$ remains real in the outer areas.

If $\left|\Delta y s_{l l^{\prime}}\right|>\left|\Delta x s_{l l^{\prime}}\right|$ (see Fig. 4(b)), then the complex integration path for $k_{y}$,

$$
\begin{equation*}
k_{y}(t)= \pm k_{i}-j t, t \geq 0, \text { real } \tag{19}
\end{equation*}
$$

is used, whereas $k_{x}$ remains real, correspondingly the integrand decay is dominated by $e^{-t\left|\Delta y s_{l l^{\prime}}\right|}$ in this case.

If the first case is valid, $\Delta x s_{l l^{\prime}}$ must not be negative i.e., the observation group must be located left from the source group. Analogously, $\Delta y s_{l l^{\prime}}$ must not be negative in the second case i.e., the observation group must be located below the source group. If these geometrical configurations are not fulfilled, the roles of source and observation groups are simply exchanged. This means, that in these cases the aggregation step equation (10) extends over the conjugate complex Fourier transforms $\vec{F}_{l n}^{*}\left(k_{x i}, k_{y i}\right)$ whereas the disaggregation step equation (9) is performed with the simple Fourier transforms $\vec{F}_{l^{\prime} m}\left(k_{x i}, k_{y i}\right)$.

An overview of the pole and branchpoint migration together with the introduced integration path deformations for the wavenumber $k_{x}$ is given in Fig. 3(b) and (c). Figure 3(b) shows the circumstances for the case $0<\operatorname{Re}\left(k_{y}\right)<k_{i}$. In this case, the poles due to guided waves and the branchpoints $\pm k_{B x}$ are located near the real axis. Thus, they are circumvented by the rectangularly shaped integration path of the inner areas. Beginning from $k_{x}= \pm k_{i}$, the integration paths proceed parallel to the imaginary axis. If $\operatorname{Re}\left(k_{y}\right)$ becomes larger, the poles and branchpoints migrate towards the origin. In the case $\operatorname{Re}\left(k_{y}\right)>k_{i}$ (Fig. 3(c)) they proceed together with the branchcuts on the imaginary axis. Therefore the rectangularly shaped integration path can be replaced by a path on the real axis in this case. The significant advantage of this choice of path deformation is given by the fact, that no poles and branchcuts are crossed, thus no residue contributions must be considered.

However, despite of the exponential decay behavior achieved by the introduced complex integration paths, an oscillating exponential always remains e.g., in the case $\left|\Delta x s_{l l^{\prime}}\right|>\left|\Delta y s_{l l^{\prime}}\right|$, the term $e^{j k_{y}\left(y_{l}-y_{l^{\prime}}\right)}$ must be considered. Furthermore, we have a larger number of oscillation cycles in the outer areas compared to the inner areas, since the integration intervals are larger than in the inner areas (see Fig. 1). Applying the Legendre-

Filon quadrature outlined above during the disaggregation process, the exponential $e^{-j k_{y}\left(y_{n}-y_{l^{\prime}}\right)}$ is used for the compensation of the oscillations with regard to $k_{y}$ instead of $e^{-j k_{y}\left(y_{l}-y_{l^{\prime}}\right)}$. Here, $\vec{\rho}_{n}=\left(x_{n}, y_{n}\right)$ denotes the lateral location of the individual test basis function $\vec{f}_{n}(x, y)$ with regard to the origin of the main coordinate system. With this individual treatment of each test function during the disaggregation process, the best oscillation suppression is reached what is especially important for larger groups.


Fig. 4. Group constellations in context with integration path deformations in the outer areas.

The additional effort for computing the quadrature weights for the individual test functions is practically negligible. Although we have no exponential decay for the integrand with regard to the remaining real wavenumber, the upper integration boundary $k_{x, A}, k_{y, A}$ can be restricted to about $15 k_{0}$ with a number of sampling points $N_{k x}, N_{k y}$ of about 5-8.

## E. Extended Laguerre Quadrature Applied to The Outer Integrands

Now the integrals over the outer areas already show excellent convergence properties due to the outlined integration path deformations and quadrature techniques. However, the exponential decay rate on the paths equations (17) and (19) strongly depends on the nonoverlapping group distances $\Delta x s_{l l^{\prime}}$ or $\Delta y s_{l l^{\prime}}$, which is a severe drawback for an integration technique using a rigid sampling point distribution.

The essential decay behavior of the group interaction integrands is demonstrated in Fig. 5 (a), depicting a linear
patch array with 6 patches where each patch is considered as one group. If we consider the interactions of group 1 with the other groups, then the first non-neighbour group is the third one in this case, leading to the minimum nonoverlapping group distance $\Delta x s_{\text {min }}=\Delta x s_{13}$, providing the slowest decay rate. To analyze the essential decay behavior of the group interaction integrands, the patch currents are described by one symmetric rooftop function for each patch. The exponential behavior of the Fourier transform with regard to $k_{x}$ of such a rooftop function is simply given by,

$$
\begin{equation*}
F_{l^{\prime}}\left(k_{x}\right)=\left(w-\frac{w}{2}\left(e^{j \frac{w}{2} k_{x}}+e^{-j \frac{w}{2} k_{x}}\right)\right) e^{j x_{l^{\prime}} k_{x}} \tag{20}
\end{equation*}
$$

i.e., the further dependence $\sim \frac{1}{k_{x}^{2}}$ is not considered here. The exponential behavior of the interaction integrand of observation group 1 with the other non-neighbour source groups is then defined by $\operatorname{INT}_{1 l^{\prime}}\left(k_{x}\right)=F_{1}^{*}\left(k_{x}\right) F_{l^{\prime}}\left(k_{x}\right)$, $l^{\prime}=3, \ldots, 6$, i.e., the influence of the Green's function is neglected for this representation. Figure 5(b) shows the behavior of the interaction integrands $\operatorname{INT}_{1 l^{\prime}}\left(k_{x}\right)$ and of the exponential $e^{-k_{x} \Delta x s_{1 l^{\prime}}}$ on the path $k_{x}=k_{i}-j t$ with $w=12 \mathrm{~mm}, \Delta x_{12}=5 \mathrm{~mm}, f=10 \mathrm{GHz}$ and $k_{i}=\sqrt{2.2} k_{0}$. All curves are normalized to 0 dB for $t=0$. As expected it can be recognized that the decay rate of the integrands for small values of $t$ is even larger than the decay rate of the corresponding exponential $e^{-k_{x} \Delta x s_{1 l^{\prime}}}$, but for larger $t$ both expressions quickly show the same decay rate.


Fig. 5. Linear test array (a) and the decay behavior of the corresponding interaction integrands (b).

If the sampling points for the integration are adjusted to the slowest decay rate with regard to a chosen group decomposition, the integrands with significantly faster decay rates cannot be evaluated with sufficient accuracy
applying these sampling points. To get rid of these different decay rates, the products $\stackrel{\leftrightarrow}{T} l l^{\prime}\left(k_{x}, k_{y}\right) \cdot \vec{J}_{l^{\prime}}\left(k_{x}, k_{y}\right)$ are multiplied by corresponding increasing exponentials $e^{+t \alpha}$, where for small separations $\alpha=\Delta x s_{\text {min }}$ is chosen and $\alpha=\Delta x s_{l l^{\prime}}$ for all separations larger than $\approx 2 \Delta x s_{\min }$.

To account for these multiplications, again special integration weights are determined. If we emphasize on the integration with regard to $k_{x}$ on the path equation (17) and using the substitution $t^{\prime}=\Delta x s_{\min } t$ it can be written,

$$
\begin{align*}
& I=\int_{0}^{\infty} F\left(k_{x}(t)\right) e^{-\Delta x s_{l l^{\prime}} t} d t= \\
& \left.\frac{1}{\Delta x s_{\text {min }}} \int_{0}^{\infty} F\left(k_{x}\left(\frac{t^{\prime}}{\Delta x s_{\text {min }}}\right)\right) e^{-\left(\frac{\Delta x s_{a d d}}{\Delta x s_{\text {min }}}+1\right.}\right) t^{\prime}
\end{align*} t^{\prime} \approx .
$$

$F\left(k_{x}\right)$ denotes the smooth decaying part of the integrand and $\Delta x s_{l l^{\prime}}=\Delta x s_{\min }+\Delta x s_{a d d}$ was used. In the case of a group interaction with the minimum separation $\Delta x s_{\min }$ (i.e., $\Delta x s_{a d d}=0$ ), the exponential of the second integral in equation (21) becomes $e^{-t^{\prime}}$. Such weighting function is related with the standard Laguerre quadrature, thus the weights $w_{s}^{L a g}$ can be directly derived with this quadrature rule in this case. The sampling points $t_{s}$ are the roots of the Laguerre polynomial of order $N_{\text {Lag }}$. However, this quadrature becomes less accurate for separations $\Delta x_{l l^{\prime}}$ larger than about $2 \Delta x s_{\text {min }}$. For these cases, extended Laguerre quadrature weights are computed, using a similar variational approch as for the outlined Legendre-Filon quadrature. This leads to the linear system of equations,

$$
\begin{align*}
& \sum_{s=0}^{N_{L a g}-1} l_{n}\left(t_{s}\right) w_{s}^{L a g}=\int_{0}^{\infty} l_{n}(t) e^{-\left(\frac{\Delta x s_{a d d}}{\Delta x s_{\min }}+1\right) t} d t \\
& n=0, \ldots, N_{L a g}-1 \tag{22}
\end{align*}
$$

where $l_{n}(t)$ are the Laguerre polynomials of order $n$ using the same sampling points $t_{s}$ as the standard Laguerre quadrature. The right hand side is efficiently computed by means of the integral $\int_{0}^{\infty} t^{n} e^{-\alpha t} d t=n!/ \alpha^{n+1}$. By this quadrature technique, all contributions with exponential decay can be evaluated with the same sampling points and accuracy. The number of necessary sampling points $N_{k x}$ and $N_{k y}$ on the paths equations (17) and (19) amounts to approx. 5-7 and can be further reduced for interactions with large separations.

## F. Near-Zone Matrix and Preconditioning Stategies

While the interactions between the well separated groups can be computed by the methods described above, the interactions between near-neighbour groups must be evaluated directly by computing the matrix entries of the standard MoM. This is done with the methods outlined in [11] based on an asymptotic extraction technique for convergence acceleration. However, it can be noted that the outlined integration techniques given above can also be applied for the computation of the standard MoM matrix entries with high accuracy and efficiency, if the participated basis functions do not overlap.

The entries of this near-zone matrix $Z_{\text {near }}$ are stored in the compressed sparse row (CSR) format (see e.g., [17]). This near-zone matrix is also used to build a preconditioner for the pertinent Krylov subspace solvers. At first, a Transpose Free Quasi Minimim Residual (TFQMR) method was employed [18], showing already very good convergence properties, but the currently implemented Generalized Minimum Residual (GMRES)-solver shows so far the best convergence for a large class of structures.

If we have a pure microstrip or aperture structure, the system matrix is symmetric, thus a sparse Cholesky factorization of the near-zone matrix is applied,

$$
\begin{equation*}
Z_{\text {near }}=C \cdot C^{T} . \tag{23}
\end{equation*}
$$

For this factorization a special kind of sparse $L D L^{T}$ factorization based on a pure row-wise access on the matrix entries is used at first. This $L D L^{T}$-factorization is subsequently transformed into the desired Cholesky factorization, which is stored in the modified sparse row (MSR) format. Furthermore, matrix fill-ins are permitted during the factorization process, whereas the number of these matrix fill-ins is reduced by a proper group numbering in advance. The localizations of the fill-ins are determined during a symbolic factorization to guarantee a correct storage allocation.

This Cholesky factorization is subsequently used as a split preconditioner according to,

$$
\begin{equation*}
C^{-1} Z C^{-T} C^{T} \cdot \vec{I}=C^{-1} \cdot U, \quad Z=Z_{\text {far }}+Z_{\text {near }} . \tag{24}
\end{equation*}
$$

The required forward/backward substitutions to carry out equation (24) are as well implemented using a pure rowwise access on the entries of the Cholesky factorization. Since the groups can also be interpreted as so-called macro basis functions of the structure within diakoptic strategies $[13,19]$, we refer to the explained techniques also as a diakoptic preconditioning.

## III. APPLICATIONS

For a first validation, the bistatic radar cross section (RCS) of a $4 \times 4$ patch array on a grounded dielectric slab is analyzed (Fig. 6(a)).


Fig. 6. Reflectarray (a) and bistatic RCS computations with different methods (b); $a=b=60.0 \mathrm{~mm}, \mathrm{~W}=26.0 \mathrm{~mm}$, $\mathrm{L}=36.6 \mathrm{~mm}$.

Similar as in [8], where the structure was examined at first, a homogeneous discretization was chosen with 2300 unknowns altogether. Each patch was considered as one group. Additionally, the structure was analyzed with the Planar-EM solver of Ansoft Designer with about the same number of RWG (Rao Wilton Glisson) basis functions.

The comparison of the bistatic RCS $(\vartheta-\vartheta)$ in Fig. 6(b) shows a very good agreement, only the behavior around the minimum of the RCS at about 48 degrees is predicted slightly different by the three methods. However, the overall computation time of this approach amounts to only 2.5 sec . ( 3 GHz AMD-PC, used for all examples), whereas more than 30 sec . are needed with the solver of Ansoft Designer on the same computer.

As a second example a microstrip antenna array with feeding network consisting of up to four subarrays with 32 elements is considered. Figure 7 (a) shows the structure geometry and the discretization using an edge-meshing for the patches. Further details of the geometry parameters are given in [11,5]. Each subarray was decomposed into 9 groups as indicated by the dashed rectangles by hands
of the first subarray. Figure 7 (b) shows the current distribution at 9.42 GHz .


Fig. 7. Microstrip antenna array (a) with computed current distribution (b).

For results and performance comparisons, the structure was analyzed with Ansoft Designer as well using about the same number of unknowns. Using our diakoptic preconditioner and GMRES implementation, only 2-3 iterations are needed for a residual error of less than 1 percent. Table 1 shows the comparison of the overall solution time in seconds depending on the number of subarrays and unknowns $N$.

Table 1. Comparison of the numerical performance for a microstrip antenna array.

| subarrays $(N)$ | This approach | Ansoft Designer |
| :--- | :--- | :--- |
| $1(1625)$ | 5 | 19 |
| $2(3250)$ | 12 | 55 |
| $3(4875)$ | 24 | 115 |
| $4(6500)$ | 38 | 131 (fast solver) |

It can be recognized that this approach is up to more than four times faster than the simulations of Ansoft Designer. In the case of four subarrays, Ansoft Designer makes use of a fast matrix compression algorithm using multilevel strategies, based on a singular value decomposition (SVD) [20] indicated with fast solver in the table. However,
the application of this method is only advantageous for problems with more than 5000 unknowns, whereas the approach proposed in this paper shows an increased efficiency already for small problems.

Figure 8 shows the results for the far-field antenna patterns. Whereas the E-plane patterns show slight differences between both methods, the H-plane patterns are nearly congruent except for minor deviations at $\pm 40$ degrees. However, the pattern results are also influenced by the meshing modalities to some extend.

As a final example, the monostatic RCS of larger reflectarrays is examined, first characterized in [21] with an entire domain approach. Figure 9 shows the largest array with $11 \times 11$ patches together with the used discretization of 17182 unknowns and a typical group decomposition indicated by the dashed rectangles. For an accurate current description, again an edge-meshing was applied.

A comparison of the numerical performance of this approach and Ansoft Designer in terms of overall solution time in seconds is given in Table 2.

Table 2. Comparison of the numerical performance for two reflectarrays.

| array type $(N)$ | This approach | Ansoft Designer |
| :--- | :--- | :--- |
| $7 \times 7(6958)$ | $12-25$ | 138 (fast solver) |
| $11 \times 11(17182)$ | $60-139$ | 650 (fast solver) |

However, for the fast spectral domain solver the necessary number of iterations and therefore the solution time depends on frequency, whereas nearly the same time is needed by Ansoft Designer for all frequency points. For the fast spectral domain approach, the worst convergence appears at the resonance frequencies with 4-6 necessary iterations, whereas for the remaining frequencies only 2 3 iterations are required for a residual error of less than 1 percent. Although the fast spectral domain approach is currently based only on a two-level strategy, it is up to one magnitude faster than the multilevel algorithms of Ansoft Designer.

The results for the monostatic $\operatorname{RCS}(\vartheta-\vartheta)$ are given in Fig. 10(a) for the three methods. The curves of this approach and Ansoft Designer are nearly congruent, whereas slight differences are observed for the entire domain method especially at the first patch resonance around 2.71 GHz and the minimum at about 3.25 GHz . Due to the incident angle of $\varphi=45^{\circ}$ of the exciting plane wave, both patch resonances are excited as illustrated by hands of the current distribution (this approach) in Fig. 10(b) (first resonance) and Fig. 10(c) (second resonance).


Fig. 8. Far-field pattern comparison for the antenna array of Fig. 7.


Fig. 9. Reflectarray with $11 \times 11$ patches with discretization and group decomposition; $\mathrm{a}=\mathrm{b}=55.517 \mathrm{~mm}, \mathrm{~W}=26.0 \mathrm{~mm}$, $\mathrm{L}=36.6 \mathrm{~mm}$.

The detailed numerical behavior of the fast spectral domain solver is given in Fig. 11 based on computations
of reflectarrays of $3 \times 3$ elements up to $11 \times 11$ elements with three iterations. Additionally the behavior of Ansoft Designer is outlined. As indicated in the diagramms, Ansoft Designer uses a standard MoM up to 5000 unknowns (6x6-array) and switches over to its fast matrix compression algorithm (fast SVD solver) beginning with the 7x7reflectarray. According to [20], the numerical complexity of this fast SVD solver should reach $O(N \log N)$ concerning the matrix-vector product evaluation (Fig. 11(a)).


Fig. 10. Comparison of the monostatic RCS of the $11 \times 11$ reflectarray (Fig. 9) and a $7 \times 7$ reflectarray computed with different methods (a). Computed current distribution at the fist (b) and second patch resonance (c).

Since the necessary number of iterations increases noticeably with increasing number of unknowns, the overall numerical complexity of Ansoft Designer (solid line) is obviously larger than $O(N \log N)$. In contrast to this, the number of necessary iterations remains roughly constant
using the fast spectral domain solver, thus the complexity is only slightly higher than $O\left(N^{1.5}\right)$. This slightly higher complexity is caused by the additional computation of the sparse Cholesky factorization and the forward-backward substitutions in conjunction with the employment of the diakoptic preconditioning. Figure 11 (b) shows the memory requirements of both approaches. Whereas the storage complexity of this approach is slightly higher than $O(N)$, the memory requirement of Ansoft Designer shows a quite complicated behavior, but is typically significantly higher than observed with this approach.


Fig. 11. Comparison of the overall computation time versus number of unknowns (a); Behavior of the storage requirements (b).

The same structures were also analyzed in [7] with a fast multipole approach based on a modified complex discrete image method using a Pentium IV 2.4 GHz PC. In [7], a $3 \times 3$ and a $7 \times 7$ array with 1737 and 8428 unknowns was computed with 0.6 seconds and 7.49 seconds per iteration, respectively. If we consider the lower clock rate of the computer used in [7], this would result in roughly the same computational effort with 0.54 seconds and 7.47 seconds per iteration using this approach and the same number of unknowns.

## IV. CONCLUSIONS

This paper has introduced a new kind of fast spectral domain solver for the characterization of larger microwave structures embedded in arbitrary multilayered media with a similar numerical complexity than fast multipole methods for structures in free space. The group interactions within the fast matrix-vector product computations are evaluated in the cartesian wavenumber plane, where adaptive integration path deformations and enhanced integration techniques such as higher-order Legendre-Filon and extended Laguerre quadrature rules lead to a high accuracy with a low integration effort. Together with diakoptic preconditioning techniques, a fast convergence of the pertinent Krylov subspace solvers is achieved, leading to a very good overall numerical performance of the whole framework. This is demonstrated by means of several applications and comparisons with other solvers, showing a significantly higher computational performance than a comparable commercial software package whereas a similar performance is observed in comparison with a fast multipole method modified for the treatment of multilayered media. The next investigations aim for a substantial reduction of quadrature points by an optimization of the integration path deformations and a further improved treatment of the evanescent wave contributions.
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#### Abstract

We discuss preconditioning strategies for solving large Electric Field Integral Equation systems. We consider several algebraic preconditioners for solving the dense linear system arising from the Galerkin discretization of the pertinent integral equation. We show that approximate inverse methods based on Frobenius-norm minimization techniques can be very effective to reduce the number of iterations of Krylov subspace solvers for this problem class. We describe the implementation of the preconditioner within the Fast Multipole Algorithm and we illustrate how to reduce the construction cost by using static pattern selection strategies. Finally, we present deflating techniques based on low-rank matrix updates to enhance the robustness of the approximate inverse on tough problems. Experiments are reported on the numerical behavior of the proposed method on a set of realistic industrial problems.
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## I. INTRODUCTION

In this study we consider the scattering problem from a perfectly conducting object $\Omega$ with boundary $\Gamma$ and assume that the domain $\Omega$ is illuminated by an incident plane wave $\left(\vec{E}_{i n c}, \vec{H}_{i n c}\right)$ of angular frequency $\omega=c k=2 \pi c / \lambda$, where the constant $c$ is the speed of light, $k$ is the wavenumber and $\lambda=c / f$ is the wavelength ( $f$ is the frequency). We concentrate our attention on the Electric Field Integral Equation (EFIE) formulation that reads as: find the surface current $\vec{j}$ such that for all tangential test functions $\vec{j}^{t}$, we have,

$$
\begin{align*}
\int_{\Gamma} \int_{\Gamma} G(|y-x|) & \left(\vec{j}(x) \cdot \vec{j}^{t}(y)\right. \\
-\frac{1}{k^{2}} \operatorname{div}_{\Gamma} & \left.\vec{j}(x) \cdot \operatorname{div}_{\Gamma} \vec{j}^{t}(y)\right) d x d y \\
& =\frac{i}{k Z_{0}} \int_{\Gamma} \vec{E}_{i n c}(x) \cdot \vec{j}^{t}(x) d x \tag{1}
\end{align*}
$$

In equation (1) we denote by $G(|y-x|)=\frac{e^{i k|y-x|}}{4 \pi|y-x|}$
the Green's function and by $Z_{0}=\sqrt{\mu_{0} / \varepsilon_{0}}$ the characteristic impedance of vacuum ( $\epsilon$ is the electric permittivity and $\mu$ the magnetic permeability). This formulation is the only one that can be used to model arbitrary geometries, including those with cavities, disconnected parts, breaks on the surface and is the most difficult to solve by iterative methods. However, the solution techniques described in this paper are applicable to other integral formulations as well, such as the Combined Field Integral Equation (CFIE) and the Magnetic Field Integral Equation (MFIE) [1]. The Galerkin discretization of equation (1) leads to dense and complex linear systems of equations,

$$
\begin{equation*}
A x=b \tag{2}
\end{equation*}
$$

whose coefficient matrix $A$ is symmetric for EFIE, nonsymmetric for CFIE and MFIE. Each entry of the coefficient matrix is associated with the interaction of a pair of triangles in the mesh; the entries of the unknown vector $x$ are associated with the vectorial flux across an edge in the mesh, and the right-hand side $b$ depends on the frequency and the direction of the illuminating wave. Although efficient out-of-core direct solvers have been developed for this problem class [2, 3], the huge storage requirement remains the main bottleneck to the viability of integral equation methods for solving highfrequency scattering problems in electromagnetism. The use of iterative methods can solve the memory limits of direct solvers but their success depends much on the underlying integral formulation. The CFIE formulation gives rise to well conditioned systems, and the number of iterations of nonsymmetric Krylov solvers scale as $\mathcal{O}\left(n^{0.25}\right)$. On EFIE, Krylov methods scale as $\mathcal{O}\left(n^{0.5}\right)$, thus preconditioning is mandatory to use.

## II. SOLUTION TECHNIQUES

The design of robust preconditioners for boundary integral equations can be challenging; many important research papers (see e.g. [4-7]) have addressed this issue in recent years. Simple preconditioners like the diagonal of A, diagonal blocks, or a band can be effective only when the coefficient matrix has some degree of diagonal
dominance depending on the integral formulation. Block diagonal preconditioners are generally more robust than their point-wise counterparts, but may require matrix permutations or renumbering of the grid points to cluster the large entries close to the diagonal.

In Table 1 we report on experiments with various algebraic preconditioners on a sphere of 1 meter length illuminated at 190 MHz , modeled using EFIE. The mesh is depicted in Fig. 1. Although the size is small, the problem is representative of realistic electromagnetic scattering calculations and is difficult to solve for many iterative solvers and preconditioners. Incomplete factorizations can be effective for solving nonsymmetric dense systems [5] and hybrid integral formulations [8], but on the EFIE the triangular factors can be very illconditioned due to the indefiniteness of $A$ [9]. Although pivoting may help to circumvent numerical instabilities and improve the performance [10], the parallelization may require significant efforts. Approximate inverse methods are generally less prone to instabilities on indefinite systems and they are inherently parallel. Owing to the rapid decay of the discrete Green's function, the location of the large entries in the inverse matrix exhibit some structure, and only a very small number of its entries have large magnitude compared to the others that are much smaller. Several preconditioners of this type have been proposed in electromagnetism (see for instance [4, 7, 11-13]). The approximate inverse can be computed in factorized or unfactorized form, depending on the fact that the preconditioner is expressed as a single matrix or as the product of two (or more) matrices. For a small sphere, we display in Fig. 2 the sparsity pattern of $A^{-1}$ (on the left) and $L^{-1}$, the inverse of its Cholesky factor (on the right), respectively, where all the entries smaller than $5.0 \times 10^{-2}$ have been dropped after a symmetric scaling such that $\max _{i}\left|a_{j i}\right|=\max _{i}\left|\ell_{j i}\right|=1$. The inverse factors $L^{-1}$ can be totally unstructured (see Fig. 2(b)), while entries of $A^{-1}$ decay very rapidly far from the diagonal (see Fig. 2(a)).

Table 1. Number of iterations required by Krylov solvers using various preconditioners to reduce the initial residual by six orders of magnitude on a model problem (see Fig. 1).

| Precon | GMRES(50) | Bi-CGSTAB | UQMR | TFQMR |
| :---: | :---: | :---: | :---: | :---: |
| $M_{j}$ | 473 | 257 | 354 | 228 |
| $S S O R$ | 245 | 185 | 281 | 266 |
| $I L U(0)$ | +500 | 385 | 394 | 439 |
| $A I N V$ | +500 | +500 | +500 | +500 |
| $S P A I$ | 61 | 48 | 93 | 40 |

In this work, we describe an algebraic approximate inverse preconditioner based on Frobenius-norm minimization with a static pattern selection strategy for this problem class. The approximate inverse is computed as the matrix $M$ that minimizes the Frobenius-norm of the


Fig. 1. Model problem, a sphere of 1 meter length, illuminated at 190 MHz . The mesh is discretized with 2430 edges.
error matrix $\|I-A M\|_{F}$, subject to certain sparsity constraints. The Frobenius norm allows the decoupling of the constrained minimization problems into $n$ independent linear least-squares problems, one for each column (resp. row) of $M$ when preconditioning from the right (resp. left). The independence of these least-squares problems follows immediately from the identity,

$$
\begin{equation*}
\|I-A M\|_{F}^{2}=\sum_{j=1}^{n}\left\|e_{j}-A m_{\bullet j}\right\|_{2}^{2} \tag{3}
\end{equation*}
$$

where $e_{j}$ is the $j$ th canonical unit vector and $m_{\bullet j}$ is the column vector representing the $j$ th column of $M$. Both the construction and the application of $M$ are inherently parallel. The preconditioner is combined with the Multilevel Fast Multipole Algorithm (MLFMA) [14, 15] exploiting the box-wise partitioning of the object available in the MLFMA. MLFMA partitions the mesh of the object by recursive subdivision into disjoint aggregates of small size compared to the wavelength, each roughly formed by an equal number of separate triangles. The number of levels for the box-wise partitioning is determined so that the size of the smallest box is of the order of $\lambda / 2$. We skip the description of the MLFMA as it is out of the scope of this paper; details of the parallel implementation we use are found in $[16,17]$. The nonzero pattern of the approximate inverse is computed in advance using the sparsity structure of the near-field matrix. More precisely, the structure of the column of the preconditioner associated with a given edge in the mesh is defined by retaining all the edges within the box itself and one level of neighboring boxes [18]. Thus the preconditioner is constructed from a sparse approximation of the dense coefficient matrix and it has a sparse block structure; each block is a dense matrix associated with one box. Indeed the least-squares problems corresponding to edges within the same box are identical because they are defined using the same nonzero structure and the same set of entries of $A$. It
means that we only have to compute one $Q R$ factorization per box. Blocking the columns enables us to reduce the algorithmic complexity of computing $M$ to $\mathcal{O}(n)$. Parallelism can be exploited by assigning disjoint subsets of boxes to different processors and performing the leastsquares solutions independently on each processor. We remark that the preconditioner computed by Frobeniusnorm minimization is not guaranteed to be symmetric; we may enforce symmetry in $M$ by reflecting at each step the computed entries with respect to the diagonal, and then solving a reduced least-squares problem to compute the remaining entries below the diagonal.


Fig. 2. Sparsity patterns of the inverse of $A$ (on the left) and of the inverse of its lower triangular factor (on the right), where all the entries whose relative magnitude is smaller than $5.0 \times 10^{-2}$ are dropped. The test problem, representative of the general trend, is a small sphere.

In our numerical experiments, reported in the next section, we observe a lack of robustness of the approximate inverse on tough configurations due to the presence of small eigenvalues that cluster near zero in their natural trajectory towards point one of the spec-
trum of the preconditioned matrix under the action of the preconditioner. This consideration motivates us to introduce a stabilization step after computing $M$, which deflates a small group of eigenvalues close to zero in the spectrum of $M A$. Deflating techniques have proved to be useful to accelerate the convergence of iterative methods for general linear systems (e.g. [19-21]). We consider equation (2) and we denote by $M_{1}$ the left preconditioner, meaning that we solve,

$$
\begin{equation*}
M_{1} A x=M_{1} b . \tag{4}
\end{equation*}
$$

We assume that the preconditioned matrix $M_{1} A$ is diagonalisable, that is,

$$
\begin{equation*}
M_{1} A=V \Lambda V^{-1} \tag{5}
\end{equation*}
$$

with $\Lambda=\operatorname{diag}\left(\lambda_{i}\right)$, where $\left|\lambda_{1}\right| \leq \ldots \leq\left|\lambda_{n}\right|$ are the eigenvalues and $V=\left(v_{i}\right)$ the associated right eigenvectors. We denote by $U=\left(u_{i}\right)$ the associated left eigenvectors; we then have $U^{H} V=\operatorname{diag}\left(u_{i}^{H} v_{i}\right)$, with $u_{i}^{H} v_{i} \neq 0, \forall i$. Let $V_{\varepsilon}$ be the set of right eigenvectors associated with the set of eigenvalues $\lambda_{i}$ with $\left|\lambda_{i}\right| \leq \varepsilon$. Similarly, we define by $U_{\varepsilon}$ the corresponding subset of left eigenvectors.

Theorem 1: Let

$$
A_{c}=U_{\varepsilon}^{H} M_{1} A V_{\varepsilon}
$$

$$
M_{c}=V_{\varepsilon} A_{c}^{-1} U_{\varepsilon}^{H} M_{1}
$$

and

$$
M=M_{1}+M_{c}
$$

Then $M A$ is diagonalisable and we have $M A=$ $V \operatorname{diag}\left(\eta_{i}\right) V^{-1}$ with

$$
\left\{\begin{array}{lll}
\eta_{i}=\lambda_{i} & \text { if } \quad\left|\lambda_{i}\right|>\varepsilon \\
\eta_{i}=1+\lambda_{i} & \text { if } & \left|\lambda_{i}\right| \leq \varepsilon
\end{array}\right.
$$

$A_{c}$ represents the projection of the matrix $M_{1} A$ on the coarse space defined by the approximate eigenvectors associated with its smallest eigenvalues. Proof

We first remark that $A_{c}=\operatorname{diag}\left(\lambda_{i} u_{i}^{H} v_{i}\right)$ with $\left|\lambda_{i}\right| \leq$ $\varepsilon$ and so $A_{c}$ is nonsingular. $A_{c}$ represents the projection of the matrix $M_{1} A$ on the space spanned by the approximate eigenvectors associated with its smallest eigenvalues.
Let $V=\left(V_{\varepsilon}, V_{\bar{\varepsilon}}\right)$, where $V_{\bar{\varepsilon}}$ is the set of $(n-k)$ right eigenvectors associated with eigenvalues $\left|\lambda_{i}\right|>\varepsilon$.
Let $D_{\varepsilon}=\operatorname{diag}\left(\lambda_{i}\right)$ with $\left|\lambda_{i}\right| \leq \varepsilon$ and $D_{\bar{\varepsilon}}=\operatorname{diag}\left(\lambda_{j}\right)$ with $\left|\lambda_{j}\right|>\varepsilon$.
The following relations hold: $M A V_{\varepsilon}=V_{\varepsilon}\left(D_{\varepsilon}+I_{k}\right)$ where $I_{k}$ denotes the $(k \times k)$ identity matrix, and $M A V_{\bar{\varepsilon}}=V_{\bar{\varepsilon}} D_{\bar{\varepsilon}}$ since $U_{\varepsilon}^{H} V_{\bar{\varepsilon}}=0$; then we have

$$
M A V=V\left(\begin{array}{cc}
D_{\varepsilon}+I_{k} & 0 \\
0 & D_{\bar{\varepsilon}}
\end{array}\right)
$$

Theorem 2: Let $W$ be such that

$$
\begin{gathered}
\tilde{A}_{c}=W^{H} A V_{\varepsilon} \text { has full rank, } \\
\tilde{M}_{c}=V_{\varepsilon} \tilde{A}_{c}^{-1} W^{H}
\end{gathered}
$$

and

$$
\tilde{M}=M_{1}+\tilde{M}_{c}
$$

Then $\tilde{M} A$ is similar to a matrix whose eigenvalues are

$$
\begin{cases}\eta_{i}=\lambda_{i} & \text { if } \quad\left|\lambda_{i}\right|>\varepsilon \\ \eta_{i}=1+\lambda_{i} & \text { if } \quad\left|\lambda_{i}\right| \leq \varepsilon\end{cases}
$$

## Proof

With the same notation as for Proposition 1 we have: $\tilde{M} A V_{\varepsilon}=V_{\varepsilon}\left(D_{\varepsilon}+I_{k}\right)$ and, $\tilde{M} A V_{\bar{\varepsilon}}=V_{\bar{\varepsilon}} D_{\bar{\varepsilon}}+V_{\varepsilon} C$ with $C=A_{c}^{-1} W^{H} A V_{\bar{\varepsilon}}$; then we have

$$
\tilde{M} A V=V\left(\begin{array}{cc}
D_{\varepsilon}+I_{k} & C \\
0 & D_{\bar{\varepsilon}}
\end{array}\right)
$$

For right preconditioning, that is $A M_{1} y=b$, similar results hold. We should point out that in the nonsymmetric case a natural choice exists for the operator $W$, i.e. to select $W=V_{\varepsilon}$, that saves the computation of left eigenvectors. These formulations enable us to move to one any set of eigenvalues lying in any particular region of the spectrum; if for some particular applications some eigenvalues different from the smallest ones perturb the convergence they can be removed by the same technique. The application of the correction update at each iteration step costs $2 n k+k^{2}$, where $k$ is the size of the coarse space. The novelty of this study with respect to that conducted in [19] is to use MLFMA for computing approximations to the smallest eigenvalues and their corresponding approximate eigenvectors. We use the Implicitly Restarted Arnoldi Method implemented in the ARPACK package [22] that only requires matrix-vector products for the spectral computation. Thus the resulting preconditioner is nearly matrix-free.

## III. PERFORMANCE ANALYSIS

In Table 2 we report on the results of the approximate inverse (referred to as $S P A I$ ) of an experiment on the Cobra problem (Fig. 3(a), $n=60695$ ) and on the Almond problem (Fig. 3(b), $n=104793$ ), two standard test cases in the electromagnetic community. For both geometries, the scattering problem is modeled using the EFIE and the integral equation is discretized by the Galerkin method. We use the Fast Multipole Method for computing approximate matrix-vector products; we refer to [17] for the numerical implementation of the multipole
code. The experiment are run in single precision on eight processors of a Compaq Alpha server. The Compaq Alpha server is a cluster of symmetric multiprocessors. Each node consists of four DEC Alpha processors (EV 6, 1.3 GFlops peak) that share 512 MB of memory. We observe the favorable numerical scalability of the preconditioner for reasonably large value of the restart parameter and the $\mathcal{O}(n)$ complexity of computing $M$ thanks to the blocking strategy.

(a) The Cobra problem. It represents an air intake and has size $67.9 \mathrm{~cm} \times 23.3 \mathrm{~cm} \times 11 \mathrm{~cm}$.

(b) The Almond problem. The size is 2.5 m .

(c) The aircraft problem: an industrial civil aircraft from a European company. It represents a real-life model problem in an industrial context.

Fig. 3. Geometries considered for the numerical experiments. Courtesy of EADS-CCR Toulouse.

In Table 3, we show the parallel scalability of the implementation of the preconditioner in the FMM code on an industrial civil aircraft from a European company, a real-life model problem in an industrial context (the mesh is depicted in Fig. 3(c)). We solve systems of increasing size on a larger number of processors, keeping the number of unknowns per processor constant. It can be observed the very good parallel scalability of the construction and of the application of the preconditioner
typical of approximate inverse methods; for the matrixvector product operation, the nlogn factor appears in the results.

Table 2. Number of iterations and elapsed time required to reduce the initial residual by $10^{-3}$ on 8 processors of the Compaq machine, except those marked with ${ }^{(k)}$, that were run on $k$ processors.

| Almond |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Size | Density SPAI | Time SPAI | GMRES( $\infty$ ) |  | GMRES(120) |  |
|  |  |  | Iter | Time | Iter | Time |
| 104793 | 0.19 | 6 m | 234 | 20m | 253 | 17 m |
| 419172 | 0.05 | 21 m | 413 | 2h 44m | 571 | 2h 26 m |
| 943137 | 0.02 | 49 m | 454 | $3 \mathrm{~h} 35 \mathrm{~m}^{(32)}$ | 589 | 5h 55m |
| Cobra |  |  |  |  |  |  |
| Size | Density SPAI | Time SPAI | GMRES( $\infty$ ) |  | GMRES(120) |  |
|  |  |  | Iter | Time | Iter | Time |
| 60695 | 0.24 | 2 m | 369 | 26 m | 516 | 23m |
| 179460 | 0.09 | 7 m | 353 | 1h 11h | 406 | 1h 2 m |

Table 3. Parallel scalability of the aircraft problem (see Figure 3(c)).

| Problem <br> size | Nb procs | Construction <br> time (sec) | Elapsed time <br> precond (sec) | Elapsed time <br> mat-vec (sec) |
| :---: | :---: | :---: | :---: | :---: |
| 112908 | 8 | 513 | 0.39 | 1.77 |
| 221952 | 16 | 497 | 0.43 | 2.15 |
| 451632 | 32 | 509 | 0.48 | 2.80 |
| 900912 | 64 | 514 | 0.60 | 3.80 |

Finally, in Tables 4 to 6 we analyze the effect of using low-rank deflation techniques on the robustness of the iterative method. We study initially the numerical behavior of the preconditioner on a set of small test problems that are representative of realistic scattering calculations in electromagnetism. The model problems are:

Example 1: a cylinder with a hollow inside (110 MHz, $n=1080$ );
Example 2: a cylinder with a break on the surface (60 $\mathrm{MHz}, n=1299$ );
Example 3: a satellite ( $220 \mathrm{MHz}, n=1701$ );
Example 4: a parallelepiped ( $420 \mathrm{MHz}, n=2016$ ); and
Example 5: a sphere ( $190 \mathrm{MHz}, n=2430$ ).
For physical consistency, we have set the frequency of the incident wave so that there are about ten discretization points per wavelength. In each case, we take as initial guess $x_{0}=0$, and the right-hand side is such that the exact solution of the system is known. We consider the formulation described in Theorem 2 and we apply the spectral updates on top of the preconditioned system $A M_{1} y=b$. In Table 4 we show the number of iterations required by GMRES to obtain convergence for increasing size of the coarse space up to 20 . The

Table 4. Number of iterations required by GMRES and SQMR preconditioned by a Frobenius-norm minimization method updated with spectral corrections to reduce the normwise backward error by $10^{-8}$ for increasing size of the coarse space.

| Size of the coarse space | GMRES(m), Toler. 1e-8 |  |  |  |  | SQMR |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{m}=10$ | $\mathrm{m}=30$ | $\mathrm{m}=50$ | $\mathrm{m}=80$ | $\mathrm{m}=110$ |  |
| Example 1 |  |  |  |  |  |  |
| Unprec. | +1500 | +1500 | +1500 | 651 | 423 | 271 |
| 0 | 358 | 213 | 144 | 79 | 79 | 103 |
| 4 | 313 | 169 | 109 | 68 | 68 | 78 |
| 8 | 294 | 138 | 76 | 58 | 58 | 60 |
| 12 | 190 | 96 | 52 | 51 | 51 | 52 |
| 16 | 184 | 80 | 47 | 47 | 47 | 40 |
| 20 | 174 | 61 | 44 | 44 | 44 | 44 |
| Example 2 |  |  |  |  |  |  |
| Unprec. | +1500 | +1500 | +1500 | +1500 | +1500 | 439 |
| 0 | +1500 | +1500 | 496 | 311 | 198 | 161 |
| 4 | 279 | 192 | 152 | 125 | 93 | 117 |
| 8 | 188 | 147 | 129 | 90 | 84 | 97 |
| 12 | 196 | 148 | 131 | 91 | 83 | 82 |
| 16 | 183 | 137 | 114 | 74 | 74 | 73 |
| 20 | 168 | 130 | 100 | 69 | 69 | 68 |
| Example 3 |  |  |  |  |  |  |
| Unprec. | +1500 | +1500 | +1500 | 1404 | 1193 | 519 |
| 0 | 268 | 174 | 130 | 79 | 79 | 92 |
| 4 | 259 | 150 | 99 | 66 | 66 | 77 |
| 8 | 225 | 109 | 77 | 58 | 58 | 66 |
| 12 | 117 | 81 | 56 | 52 | 52 | 56 |
| 16 | 105 | 74 | 49 | 49 | 49 | 48 |
| 20 | 96 | 58 | 44 | 44 | 44 | 46 |
| Example 4 |  |  |  |  |  |  |
| Unprec. | 1100 | 566 | 434 | 309 | 262 | 185 |
| 0 | 145 | 113 | 90 | 71 | 71 | 61 |
| 4 | 125 | 97 | 74 | 61 | 61 | 54 |
| 8 | 101 | 78 | 58 | 56 | 56 | 49 |
| 12 | 86 | 70 | 52 | 51 | 51 | 42 |
| 16 | 81 | 64 | 49 | 49 | 49 | 41 |
| 20 | 77 | 62 | 47 | 47 | 47 | 39 |
| Example 5 |  |  |  |  |  |  |
| Unprec. | 1241 | 374 | 277 | 216 | 208 | 140 |
| 0 | 297 | 87 | 75 | 66 | 66 | 51 |
| 4 | 345 | 66 | 64 | 58 | 58 | 40 |
| 8 | 55 | 43 | 40 | 40 | 40 | 33 |
| 12 | 52 | 43 | 38 | 38 | 38 | 34 |
| 16 | 52 | 44 | 39 | 39 | 39 | 34 |
| 20 | 53 | 45 | 40 | 40 | 40 | 34 |

numerical experiments are performed in double precision complex arithmetic on a SGI Origin 2000 and the number of iterations are for right preconditioning. We observe that the linear systems are difficult to solve as GMRES does not converge or converges slowly with no preconditioner. We can see that the introduction of the low-rank updates can remarkably accelerate the iterative solution. By selecting up to 10 eigenpairs the number of iterations decreases by at least a factor of two on most of the reported experiments and convergence becomes nearly independent from the restart parameter. On Example 2,
the preconditioning updates enable fast convergence of GMRES with a low restart whereas no convergence was obtained in 1500 iterations without updates.

Table 5. Number of amortization vectors required by the IRAM algorithm to compute approximate eigenvalues nearest zero and the corresponding right eigenvectors. The computation of the amortization vectors is relative to GMRES(10) and a tolerance of $10^{-8}$.

| Size of the <br> coarse space | Number of Amortization Vectors |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Ex. 1 | Ex. 2 | Ex. 3 | Ex. 4 | Ex. 5 |
| 4 | 7 | 1 | 28 | 9 | - |
| 8 | 4 | 1 | 4 | 6 | 1 |
| 12 | 2 | 1 | 2 | 4 | 1 |
| 16 | 2 | 1 | 2 | 7 | 1 |
| 20 | 4 | 1 | 2 | 6 | 1 |

Table 6. Experiments using a sparse approximate inverse preconditioner and spectral deflation combined with MLFMA.

| Cobra problem, $n=60695$ |  |  |  |  |
| :--- | :---: | ---: | :---: | :---: |
| Dimension of the coarse space |  |  |  |  |
|  | 0 | 5 | 10 | 15 |
| GMRES $(10)$ | $2719\left(1^{h} 10^{m}\right)$ | $1458\left(42^{m}\right)$ | $594\left(12^{m}\right)$ | $517\left(11^{m}\right)$ |
| GMRES $(\infty)$ | $378\left(18^{m}\right)$ | $262\left(9^{m}\right)$ | $216\left(7^{m}\right)$ | $188\left(6^{m}\right)$ |


| Almond problem, $n=104793$ |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| Dimension of the coarse space |  |  |  |  |
|  | 0 | 10 | 30 | 50 |
| GMRES(50) | $1524\left(1^{h} 17^{m}\right)$ | $883\left(45^{m}\right)$ | $368\left(20^{m}\right)$ | $284\left(5^{m}\right)$ |
| GMRES $(\infty)$ | $242\left(14^{m}\right)$ | $134\left(9^{m}\right)$ | $92\left(6^{m}\right)$ | $77\left(6^{m}\right)$ |

In Table 5 we show the number of amortization vectors relative to GMRES(10), that is the number of right-hand sides that have to be considered to amortize the extra cost for the eigencomputation. In bistatic radar cross section calculations, linear systems with the same coefficient matrix and up-to hundreds of different righthand sides are solved, ranging over the complete set of directions between the transmitter and the receiver. In Table 6 the low-rank deflation technique is combined with the FMM. We report on an experiment on the Cobra problem (Fig. 3(a), $n=60695$ ) and on the Almond problem (Fig. 3(b), $n=104793$ ). We see on the Cobra problem that with a preconditioning update of only 10 eigenvectors and setting very low restart in GMRES, we are able to reduce the number of iterations by nearly a factor of six; a significant reduction of both number of iterations and solution time is also observed on the Almond problem as well owing to the fact that we use low-accurate MLFMA for computing the spectral information. On that computer, the temporary disk space that can be used by the out-of-core solver is around 189

GB. On that hardware the CPU time is also reduced by a factor of six.

## IV. CONCLUDING REMARKS

We have presented experiments with an adaptive preconditioning method constructed on top of an approximate inverse preconditioner for solving dense linear systems of equations arising in electromagnetic scattering applications. The results show that the proposed method can be very effective to accelerate the convergence of iterative Krylov solvers. Sparse approximate inverses based on Frobenius-norm minimization are very good candidates for preconditioning this problem class for their inherent parallelism and their proved numerical stability on indefinite systems. We have shown that the construction cost can be controlled using static pattern selection strategies and the performance can be enhanced significantly using deflating techniques.
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#### Abstract

In this paper, a fast and accurate technique for solving the inverse scattering problem of two-dimensional objects made of perfect conductor is proposed. In this technique which is called cascaded particle swarm gradient, the solving procedure is properly divided into two steps. In the first step, the position and the equivalent radius of the unknown objects is estimated while in the second step, the accurate shape function of the objects is determined. The former step is performed by a global optimizer namely particle swarm optimization (PSO) technique and the latter is carried out by the well-known gradient method. In this work, the forward scattering problem is solved by the equivalent source method. Several numerical examples are presented to examine the proposed algorithm especially in handling the challenging multi-object problems with concave shape functions in the presence of measurement errors. The results show that the proposed algorithm is about 75 times faster than a conventional PSO while yielding a higher accuracy.
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## I. INTRODUCTION

Inverse scattering problem generally deals with the extraction of some features of inaccessible objects from the field scattered by them. The information of interest usually includes the shape and material characteristics of the unknown objects. Inverse scattering has many important applications in remote sensing, medical and seismic imaging, non-destructive testing, etc.

The electromagnetic inverse scattering problem is inherently ill-posed and non-linear [1, 2]. A large number of inversion techniques have been developed to solve a variety of electromagnetic inverse scattering problems. While One-dimensional (1-D) problems are more of theoretical importance, two-dimensional (2-D) problems are more realistic and can widely be utilized in practice. It can also be extended to the general case of threedimensional problems. Here, a 2-D inverse problem for
perfectly conducting objects will be investigated.
Reconstruction algorithms are categorized into two main classes of analytical and numerical. The numerical reconstruction algorithms can be formulated as an optimization problem. Therefore, they can be solved using either global or local optimizers. The majority of proposed numerical inversion algorithms utilize local optimization methods. Some of the well-known methods of this class are the Newton-Kantorovitch method [3], Born iterative method [4], the distorted Born iterative method [5], the local shape function [6] and the conjugate gradient method [7]. However, all of the above mentioned inversion algorithms utilize deterministic optimization methods (DOMs) which are based on the gradient concept. The DOMs generally need an appropriate starting point and a well-behaved cost function to find the global extremum although this is not always guaranteed in practice. Due to these limitations, new global inversion algorithms based on global optimizers are proposed. Global optimization methods, including neural networks, simulated annealing, genetic algorithm (GA), and particle swarm optimization are generally based on evolutionary strategies. These optimization methods have numerous advantages such as implementation simplicity and robustness with respect to initial conditions. However, they generally demand a large number of cost function evaluations, which is always time consuming. It is believed that combined approaches which appropriately benefit from both kinds of optimizers and/or adapt themselves to the nature of the problem would perform more efficiently. For instance, in [8], the cost function evaluation part of the PSO is replaced by a gradient optimizer to achieve a faster convergence. Moreover, [9] has presented a combination of various evolutionary strategies and quasi-deterministic optimizers for efficient optimizing of frequency selective surfaces.

In [10], the inverse problem of a 2-D conductor is solved using a priori knowledge of the conductor shape as an initial guess for the gradient optimizer while in [11], GA as a global optimizer is utilized to solve the same problem. Considering the nature of this problem, namely
the fact that it can be divided into two steps of finding a preliminary approximation and extracting exact features, it seems likely that a hybrid method which appropriately combines local and global optimizers can adapt itself to the problem more efficiently.

In this paper, because of some similarity between the scattered fields of the unknown object and those of a circular cylinder of an equivalent radius, we first estimate the position and the approximate radius of the unknown object. Obviously, this searching process must be implemented by a global optimizer. In the next step, a local optimizer uses the initial position and radius obtained by the global optimizer and generates the exact shape profile. Here, PSO is used as a global optimizer. Afterwards, a well-known quasi-Newton method called BFGS (Broyden-Fletcher-Goldfarb-Shanno) [12, 13] is used as a local optimizer.

The paper is organized as follows: In Section II, the formulations of forward and inverse problems are briefly presented and then the inverse problem is formulated as a minimization problem. In Section III, the proposed cascaded PSO-Gradient algorithm is demonstrated. Section IV presents numerical results for single and multiple-object inverse problems with concave profiles and noisy scattered information.

## II. FORMULATION OF THE PROBLEM

The geometry of a typical 2-D inverse problem is depicted in Fig. 1. A perfect cylindrical conductor is placed in free space along the z -axis and a set of receivers are placed on a surrounding circle. The parametric shape function for the object can be described in a local polar form as,
$\rho_{b}^{\prime}=\rho_{b}^{\prime}(\varphi), 0 \leq \varphi \leq 2 \pi, O^{\prime}=\rho_{0} \angle \varphi_{0}, \rho_{b}=\rho_{b}^{\prime}+\rho_{0}$,
where the subscript $b$ stands for boundary and $O^{\prime}$ is the origin of a local coordinate system in which the shape function is described. An electromagnetic plane wave with $E_{z}$ component is incident upon the cylinder at the incident angle $\varphi_{\text {inc }}$. Assuming the time harmonic function of $e^{j \omega t}$, we express the incident wave by,

$$
\begin{equation*}
\boldsymbol{E}^{i n c}(x, y)=E_{z}^{\text {inc }}(x, y) \hat{\mathbf{z}}=\boldsymbol{e}^{\boldsymbol{j} \boldsymbol{k}_{0}\left(x \cos \varphi_{\text {inc }}+y \sin \varphi_{\text {inc }}\right)} \hat{\mathbf{z}} \tag{2}
\end{equation*}
$$

where $k_{0}$ is the wave number in free space. Since the incident wave can only produce a z-directed surface electric current, $J_{z}^{s}$, one can obtain the integral equation relating the incident field to the induced current on the conductor by applying the PEC boundary condition at the surface of the cylinder, i.e., $E_{z}^{t}=E_{z}^{s}+E_{z}^{\text {inc }}=0$. Although
the Method of Moments (MoM) is the prominent numerical technique for solving this type of problems, [14] gives an easier and faster method to find the scattered field based on the equivalent source concept. In this method, the perfectly conducting cylinder is replaced by a set of longitudinal fictitious electric current filaments parallel to the z-axis which are properly positioned inside the contour $C$.


Fig. 1. Geometry of the problem.
According to the equivalence theorem if the electric field produced by these currents satisfies boundary conditions of the perfect conductor object, then the scattered field from the conductor object is equal to the electric field produced by the currents. The total electric field radiated by the currents is given by,

$$
\begin{equation*}
E_{z}(\rho)=-\sum_{m=1}^{N_{I}} \frac{k_{0} \eta}{4} I_{m} H_{0}^{(2)}\left(k_{0}\left|\rho-\rho_{m}^{s}\right|\right) \tag{3}
\end{equation*}
$$

where the superscript $s$ in $\rho_{s}^{m}$ stands for source, $\eta$ is the free space intrinsic impedance, $N_{I}$ is the number of current filaments, $H_{0}^{(2)}$ is the Hankel function of second kind and zero order and $I_{m}$ and $\rho_{m}^{s}$ represent the magnitude and position vector of the current m-th filament, respectively. To solve the forward problem, it is enough to fulfill PEC boundary condition on the cylinder boundary by equating the total radiated electric field from current filaments of equation (3) and the incident electric field of equation (2) to zero on the surface of the perfect conductor. By selecting $N_{I}$ points on the boundary ( $\rho_{m}^{b}$ ) and satisfying the boundary condition for these points, which is equivalent to the point-matching technique in MoM , a set of $N_{I}$ linear equations is obtained for the
unknown current filaments. Having access to the forward scattering problem solution, one can also solve the inverse problem. In this problem, the object shape function and its associated current filaments must be found such that the radiated electric field becomes the same as the electric field measured at the observation points. The deviation from this ideal case can be measured by using a mean square error criterion defined as,

$$
\begin{equation*}
e=\sum_{m=1}^{N_{\text {obs }}}\left|E_{\text {meas }}^{o b s}\left(\rho_{m}^{\text {obs }}\right)-E_{I}^{\text {obs }}\left(\rho_{m}^{\text {obs }}\right)\right|^{2} \tag{4}
\end{equation*}
$$

where the superscript "obs"stands for the observation, $N_{o b s}$ is the number of the observation points, $\boldsymbol{\rho}_{m}^{\text {obs }}$ is the position vector of the $m$-th observation point, $E_{\text {meas }}^{\text {obs }}$ is the measured electric field and $E_{I}^{\text {obs }}$ is the electric field radiated by equivalent current filaments at the observation points. Cumulative error $e$ must be minimized to yield a satisfactory object reconstruction.

To complete the formulation, one should represent the shape function of the object in a parametric form. Reference [11] suggests a parametric polar form in a local coordinate system, i.e.,

$$
\begin{equation*}
\rho(\varphi)=\sum_{n=0}^{N_{c} / 2} a_{n} \cos (n \varphi)+\sum_{n=1}^{N_{c} / 2} b_{n} \sin (n \varphi), O^{\prime}=\rho_{0} \angle \varphi_{0} \tag{5}
\end{equation*}
$$

where $N_{c}$ is the number of trigonometric terms in the approximate series. In this way, the cost function $e$ is represented as a function of a vector of parameters. This vector, $X$ can be presented for shape function (5) as,

$$
\begin{equation*}
X=\left[a_{0}, a_{1}, \ldots, a_{N c / 2}, b_{1}, b_{2}, \ldots, b_{N c / 2}, \rho_{0}, \varphi_{0}\right] . \tag{6}
\end{equation*}
$$

Therefore, the total number of parameters in equation (6) becomes $N=N_{c}+3$. The procedure described above can easily be extended to a multi-illumination case where there exists more than one incident electric field. It can also be modified for scattering of multiple objects [10, 11].

## III. CASCADED PARTICLE SWARM-GRADIENT OPTIMIZATION

It is clear that $e$ is a function of the profile of the cylinder, so the inverse scattering problem is reduced to the strategy of finding a proper shape profile ( $X$ vector) that minimizes $e$. In this paper, a novel cascaded strategy provides the proper $X$ in two steps. In the first step, a
rough approximation of the shape function is acquired using PSO and in the second step the gradient optimizer provides the exact shape using the rough approximation.

It is expected that the scattered field of the unknown cylindrical object and a circular cylinder have the maximum similarity when the circular cylinder is placed in the position of the unknown object and have a proper equivalent radius. This can be explained with the help of an example. Fig. 2 depicts an arbitrary shape function given by $\rho(\varphi)=0.3+0.05 \cos (2 \varphi)+0.08 \sin (3 \varphi)$ placed in $0.5 \angle 0^{\circ}$ and its equivalent circular cylinder with the same center and equivalent radius. The incident electric field is located at $\varphi_{\text {inc }}=0$. The magnitude of the scattered field of the original object and that of its equivalent circular cylinder sampled on a circle with a radius of 2 wavelengths are plotted in Fig. 3. The similarity between the two scattered fields is obvious. However, it does not necessarily mean that there is no other circular cylinder leading to a smaller error. In general, increasing the number of incident fields will significantly improve the convergence.


Fig. 2. Arbitrary shape function and its equivalent circular cylinder.

Hence, an initial approximation of the position and the shape of the unknown scatterer can be found by moving the center of a circular cylinder having a variable radius in the search space and comparing the calculated scattered field with the measured scattered field of the unknown object. This searching step is implemented using PSO which is considered as a global optimizer. PSO is a multi-agent stochastic algorithm that emulates food searching process of natural swarms. PSO has a conceptually simple and sensible algorithm based on

Newtonian concept of position and velocity. A detailed description of this technique can be found in $[15,16]$.


Fig. 3. Absolute value of scattered fields for Fig. 2 objects.

In the first step of the proposed cascaded algorithm, the optimization parameter vector is defined as follows,
$X=\left[r_{0}^{(1)}, r_{0}^{(2)}, \ldots, r_{0}^{\left(N_{o}\right)}, \rho_{0}^{(1)}, \rho_{0}^{(2)}, \ldots, \rho_{0}^{\left(N_{o}\right)}, \varphi_{0}^{(1)}, \varphi_{0}^{(2)}, \ldots, \varphi_{0}^{\left(N_{o}\right)}\right]$
where $r_{0}^{(n)}, \rho_{0}^{(n)}$ and $\varphi_{0}^{(n)}$ are the equivalent radius and the polar coordinate components of the $n$-th unknown object, respectively. Then the values of $a_{0}^{(n)}, \rho_{0}^{(n)}$, and $\varphi_{0}^{(n)}$ in equation (6) are replaced by $r_{0}^{(n)}, \rho_{0}^{(n)}$, and $\varphi_{0}^{(n)}$ respectively, while other parameters are set to zero. In the next step, the initial position and radius of the object serves as an appropriate initial guess for a gradient based optimizer [10]. The well-known quasi-Newton method, BFGS, is adopted for this stage to yield accurate shape functions.

After evaluating the performance of individual parts of algorithm, they are unified to establish a cascaded operation which we have named as cascaded particle swarm gradient method.

## IV. NUMERICAL RESULTS AND DISCUSSION

To examine the proposed method and to show its accuracy and convergence, several numerical experiments have been performed. The following mean square error function has been defined to quantitatively measure the accuracy of the shape functions,

$$
\begin{equation*}
S E=\left[\frac{1}{N_{I} N_{o}} \sum_{n=1}^{N_{o}} \sum_{m=1}^{N_{I}} \frac{\left(\rho_{n, m}^{\text {opt }}-\rho_{n, m}^{\text {true }}\right)^{2}}{\left(\rho_{n, m}^{\text {true }}\right)^{2}}\right]^{1 / 2} \tag{8}
\end{equation*}
$$

In all these experiments, the dimensions are normalized to the wavelength and the observation points are placed on a circle with a radius equal to 2 wavelengths. In addition, $N_{\text {obs }}, N_{I}, N_{c}$ are set to 30,20 and 6 , respectively. The search ranges for $r_{0}, \rho_{0}, \varphi_{0}$ are whit in $0.1 \leq r_{0} \leq 1,0 \leq \rho_{0} \leq 1.5$ and $0 \leq \varphi_{0} \leq 360^{\circ}$. SNR and PSO iterations are also selected to be 20 dB and 200, respectively. As a first example, the shape function used in [11] is selected. The shape profile is given by $\rho(\varphi)=0.3+0.05 \sin (2 \varphi)$ in local polar coordinate
whose center is placed at $0.5 \angle 90^{\circ}$. Moreover, two incident electric fields are assumed with incidence angles equal to 0 and $\pi$. Additive white Gaussian noise (AWGN) is added to the measured data with $S N R=20 \mathrm{~dB}$. In [11], a real coded genetic algorithm is proposed for the profile reconstruction of the 2-D conducting objects. It optimizes the whole $X$ vector, namely 9 parameters in this case, simultaneously. In our method, however there are only 3 parameters for position and equivalent radius to be optimized using a global optimizer in the first step and 7 parameters for coefficients of the shape function in equation (6) in the second step. PSO converged after 200 iterations to the values $\rho_{0}=0.4987, \varphi_{0}=89.96^{\circ}$ $r_{0}=0.3040$, and BFGS started with these initial values as initial and converged after 13 iterations.

Besides, a simple PSO code is utilized to solve the same problem. It should be mentioned that the range of variables in (6) is defined in such a way that both methods search over the same area. Figure 4 shows the true profile, the equivalent circular cylinder found by PSO, the final PSO-BFGS reconstructed profile and the simple PSO reconstructed one. Figure 5 shows the convergence of cascaded PSO-gradient for the shape of Fig. 5 compared with the ordinary PSO.

While the cascaded PSO-BFGS solves the problem in just 12 seconds with $S E=1.6 \%$ it takes 15 minutes for the ordinary PSO to converge with $S E=3 \%$. This indeed shows the superiority of the proposed method over an ordinary PSO. PSO-BFGS is about 75 times faster than the ordinary PSO and provides a slightly better accuracy in this particular example. To examine robustness of the algorithm against noise, the above example is solved for various amounts of added noise. Figure 6 shows the $S E$ versus SNR. Achieving a $S E$ of $10.12 \%$ at $\mathrm{SNR}=2.5 \mathrm{~dB}$ demonstrates the excellent noise immunity of the proposed technique.

As the second example, two objects of shape functions $\quad \rho(\varphi)=0.3+0.05 \sin (3 \varphi)$ and $\rho(\varphi)=0.3+0.05 \sin (2 \varphi)$ are selected and placed at $0.5 \angle 90^{\circ}$ and $0.5 \angle 270^{\circ}$ locations, respectively. The existence of two objects with concave shapes makes this example more challenging compared to the previous one.

Again two angles of incidence namely zero and $\pi$ are selected. The SNR of the measured data was set to 20 dB . After 750 iterations, the first step of the algorithm converged to values of $r_{0}^{(1)}=0.307, \rho_{0}^{(1)}=0.513$, $\varphi_{0}^{(1)}=89.7^{\circ}$ for the upper object and $r_{0}^{(2)}=0.306$, for the $\rho_{0}^{(2)}=0.497, \varphi_{0}^{(2)}=269.7^{\circ}$ lower one.


Fig. 4. True, initial guess, and reconstructed profile with PSO-BFGS and ordinary PSO.


Fig. 5. Convergence of the cascaded PSO-BFGS compared with an ordinary PSO for the reconstruction of the shape function of Fig. 4.

These values were used as the initial guess for the gradient algorithm which converged after 19 iterations. Figure 7 shows the true profiles, the equivalent circular cylinders found by PSO, and the final reconstructed profiles. Figure 8 presents the cost function variations during cascaded PSO-BFGS iterations. Clearly, the proposed method can effectively solve the inverse problem in the case of multi-scatterers. The total computation time for achieving $\mathrm{SE}=6.05 \%$ is less than two minutes on a P4-3.2 GHz PC. It should be noted that the deviation observed at the bottom of the upper object is due to the multi-scattering effect.


Fig. 6. Variations of SE versus SNR.


Fig. 7. True, initial, and reconstructed profiles of two scatterers using cascaded PSO BFGS.

To investigate the performance of the two parts of the algorithm against concavity, a statistical experiment is carried out. The ratio of $a_{n} / a_{0}$ or $b_{n} / a_{0}$ can be changed to obtain a variety of profiles with different concavities. Different values of $a_{2} / a_{0}$ and $b_{3} / a_{0}$ can produce three types of profiles, namely elliptical, tri-lobe and their combination. The PSO part is operated 1000 times for different profiles of each type. For each type, the most concaved shape profile for which the performance of the PSO part is still acceptable and the obtained equivalent circle is depicted in Table. 1. The percentage of PSO failed hits, denoted by the FP parameter, demonstrates the performance of PSO in finding the equivalent circle for each profile. The FP values presented in the table. 1 demonstrates the satisfactory performance of the PSO part in finding a proper initial guess even for very concave shape functions.


Fig. 8. Convergence of the proposed method in reconstruction of the profiles of Fig. 7.

It is important to address the performance of the Gradient part against concavity of the shape profile. To do this, the initial circles from Table. 1 are used in the BFGS algorithm as the starting point and the final shape functions are obtained. The obtained shape functions from gradient part are also depicted in Table. 1 (thick dashed lines) and the corresponding shape errors (SE) are also presented. Unsurprisingly, the gradient part fails to give an accurate shape function for the tri-lobe profile; however, the result is still similar to the original shape. A quasi-gradient approach to address this problem is now under investigation.

Furthermore, the angle of incidence is an important issue in multi-objects cases. For instance, the algorithm will fail if we set the incident angles around $\pi / 2$ or $3 \pi / 2$ in the second example. The numerical results indicate that the suitable combination of the global and local optimization techniques as achieved in the proposed method has improved the accuracy and reduced the computation time significantly while avoiding the wellknown disadvantages of both techniques.

Table 1. Obtained shape functions from gradient part.

|  | $\frac{a_{2}}{a_{0}}$ | $\frac{b_{3}}{a_{0}}$ | Profile | FP(\%) | SE(\%) |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 3 | 0.2 | 0 |  | 11.9 | 6 |
| 8 | 0 | 0.75 |  | 12.8 | 32.3 |
| 10 | 0.25 | 0.25 |  | 23.3 |  |

## V. CONCLUSION

In this paper, a cascaded PSO gradient optimization method suitable for solving the inverse scattering problem of 2-D perfect conductors is presented. The versatility of the proposed method is shown by applying it to challenging case of multi-objects with concave shapes and noisy data. The numerical results show satisfactory performance of the proposed method considering the important criteria of computation time and the achieved accuracy.
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#### Abstract

As an efficient artificial truncating boundary condition, conformal perfectly matched layer (CPML) is a multilayer anisotropic absorbing media domain. The conventional finite element analysis of CPML generates a large scale coefficient matrix that leads to prohibitive cost to solve. This paper proposes layer-based integration arithmetic, in which, the CPML multilayer integration is substituted by layer-wise summing of monolayer integration on the normal direction, with considering relative dielectric constant and permeability as constants in each very thin monolayer. The arithmetic needs to divide CPML into through-thickness elements of multiple layers, while the coefficient matrix of each element is evaluated by the layer-based integration. Numerical experiments show that the layer-based integration arithmetic is reliable and CPML under this arithmetic becomes a high-efficiency absorbing boundary condition.


Keywords: conformal PML, layer-based integration arithmetic, and absorbing boundary condition.

## NOMENCLATURE

| $\mu_{r}$ | relative permeability |
| :--- | :--- |
| $\varepsilon_{r}$ | relative dielectric constant |
| $k_{0}$ | wave number |
| $\lambda$ | wave length |
| $\boldsymbol{E}$ | electric field |
| $\bar{\Lambda}$ | constitutive parameter of PML in tensor |
| $\|\boldsymbol{A}\|$ | determinant of matrix $\boldsymbol{A}$ |
| $\boldsymbol{A}^{-1}$ | inverse matrix of matrix $\boldsymbol{A}$ |
| time | time of iterations, unit is second |

## I. INTRODUCTION

The perfectly matched layer (PML) concept introduced by Berenger [1], is an efficient method for truncating the unbounded spatial domain in electromagnetic radiation and scattering problems. Although the PML approach was originally introduced in the context of the finite-difference time-domain (FDTD) method [1], it has been found useful [2] in mesh truncation in the finite element method (FEM) as well. It
has recently been verified that artificial anisotropic media, with properly designed permittivity and permeability tensors, can absorb electromagnetic waves irrespective of their frequency and angle of incidence [3]. Kuzuoglu and Mittra [4] designed first conformal PML, which provides an efficient FEM mesh truncation, especially for problems involving electrically large antennas and complicated scatterers. Some versions of the conformal PML (CPML) suited to the FEM implementation were generalized in $[5,6]$.

For problems as demanding of computational resources as electromagnetic scattering, the conformal PML boundary is always desirable. Generally $6 \sim 10$ layers of conformal PML meet absorbing condition, but more layers are needed for large complicated scatterers. Unfortunately, the layer is so thin that CPML is divided into large quantity of elements in adequate fine size, and finite element analysis of CPML generates a large scale coefficient matrix that leads to prohibitive cost to solve. For reducing quantity of elements, some research works [7-10] are implemented, but not settle this problem completely. To overcome this difficulty, we develop layer-based integration arithmetic, in which, multilayer integration of CPML elements is substituted by layerwise summing of monolayer integration on the normal direction.

The contents of this paper include the layer-based integration arithmetic of conformal PML, arithmetic implementation and numerical experiments, which demonstrate both the applicability and effectiveness of the arithmetic.

## II. CONFORMAL PML FORMULATION

In this section, we start by reviewing the definition of the conformal PML [5]; only the equations relevant to our implementation are presented.

For a general anisotropic PML, the constitutive parameters must be of the form $\overline{\bar{\mu}}=\mu_{r} \overline{\bar{\Lambda}}$ and $\bar{\varepsilon}=\varepsilon_{r} \overline{\bar{\Lambda}}$. In the case of a conformal PML, the tensor is expressed as,

$$
\begin{equation*}
\overline{\bar{\Lambda}}=\boldsymbol{u} \boldsymbol{u}\left(\frac{s_{2} s_{3}}{s_{1}}\right)+\boldsymbol{v} \boldsymbol{v}\left(\frac{s_{1} s_{3}}{s_{2}}\right)+\boldsymbol{w} \boldsymbol{w}\left(\frac{s_{1} s_{2}}{s_{3}}\right) . \tag{1}
\end{equation*}
$$

Here, the conformal PML domain is a smooth convex shell, which encloses the scatterer a small distance away. Let $\boldsymbol{S}$ be the inner surface of this shell; at any given point $\boldsymbol{P}$ on $\boldsymbol{S}$, the unit vectors $\boldsymbol{u}$ and $\boldsymbol{v}$ coincide with the principal directions, and $\boldsymbol{w}$ is the unit surface normal. Assume that there are local coordinates $u, v$ and $w$ running in the $\boldsymbol{u}, \boldsymbol{v}$, and $\boldsymbol{w}$ directions, and $W$ takes the value zero on surface $\boldsymbol{S}$; then the points of constant $W$ correspond to a parallel surface $\boldsymbol{S}^{\prime}$ at a distance $w$ from $\boldsymbol{S}$. If the principal radii at point $\boldsymbol{P}$ are given by $r_{01}(u, v)$ and $r_{02}(u, v)$, then for point $\boldsymbol{P}^{\prime}(u, v, w)$ on $\boldsymbol{S}^{\prime}$, they will be given by $r_{1}(u, v, w)=r_{01}(u, v)+w$ and $r_{2}(u, v, w)=r_{02}(u, v)+w$.

The tensor values in the parentheses give geometrical and physical information on the conformal PML as,

$$
\left\{\begin{array}{l}
s_{1}=\left(r_{01}+\int_{0}^{w} s(\zeta) d \zeta\right) / r_{1}  \tag{2}\\
s_{2}=\left(r_{02}+\int_{0}^{w} s(\zeta) d \zeta\right) / r_{2} \\
s_{3}=s
\end{array}\right.
$$

where $S$ is the complex stretching variable [5] in the $w$ direction.

Assume that $u, v, w$ are coordinate component in local coordinate system $\boldsymbol{u}, \boldsymbol{v}$, and $\boldsymbol{w}$, so matrix of $\overline{\bar{\Lambda}}$ in local coordinate system is given by,

$$
\bar{\Lambda}_{u \cdot v, w}=\left[\begin{array}{ccc}
\frac{s_{2} s_{3}}{s_{1}} & 0 & 0  \tag{3}\\
0 & \frac{s_{1} s_{3}}{s_{2}} & 0 \\
0 & 0 & \frac{s_{1} s_{2}}{s_{3}}
\end{array}\right] .
$$

## III. LAYER-BASED INTEGRATION ARITHMETIC

For 3-D electromagnetic scattering solution under PML absorbing boundary, scattering field can be described as following vector wave equations,

$$
\begin{equation*}
\nabla \times\left(\frac{1}{\mu_{r}} \overline{\bar{\Lambda}}^{-1} \cdot \nabla \times \boldsymbol{E}^{s}\right)-k_{0}^{2} \varepsilon_{r} \overline{\bar{\Lambda}} \cdot \boldsymbol{E}^{s}=\boldsymbol{0} \tag{4}
\end{equation*}
$$

where $\boldsymbol{E}^{s}$ is scattering electric field.

Applying variational principle to equation (4), the resulting functional is written as,

$$
\begin{align*}
F\left(\boldsymbol{E}^{s}\right)= & \frac{1}{2} \iiint_{V}\left[\frac{1}{\mu_{r}}\left(\nabla \times \boldsymbol{E}^{s}\right) \cdot \bar{\Lambda}^{-1} \cdot\left(\nabla \times \boldsymbol{E}^{s}\right) .\right.  \tag{5}\\
& \left.-k_{0}^{2} \varepsilon_{r} \boldsymbol{E}^{s} \cdot \overline{\bar{\Lambda}} \cdot \boldsymbol{E}^{s}\right] d V
\end{align*}
$$

The functional (5) is discretized by finite elements; formulation of element matrix is expressed as,

$$
\begin{align*}
K_{i j}=\iiint_{V} & \frac{1}{\mu_{r}}\left(\nabla \times \boldsymbol{N}_{i}\right) \cdot(\overline{\bar{\Lambda}})^{-1} \cdot\left(\nabla \times \boldsymbol{N}_{j}\right) d V  \tag{6}\\
& -\iiint_{V} k_{0}^{2} \varepsilon_{r} \boldsymbol{N}_{i} \cdot \overline{\bar{\Lambda}} \cdot \boldsymbol{N}_{j} d V
\end{align*}
$$

where $\boldsymbol{N}_{i}$ and $\boldsymbol{N}_{j}$ are vector basis functions.
The conformal PML is multilayer anisotropic absorbing media that is shown as Fig. 1, so formulation of the $k^{\text {th }}$ layer element matrix is written as,

$$
\begin{align*}
K_{i j \_k}= & \iiint_{V}\left(\nabla \times \boldsymbol{N}_{i}\right) \cdot\left(\bar{\mu}_{r k}\right)^{-1} \cdot\left(\nabla \times \boldsymbol{N}_{j}\right) d V  \tag{7}\\
& -\iiint_{V} k_{0}^{2} \boldsymbol{N}_{i} \cdot \bar{\varepsilon}_{r k} \cdot \boldsymbol{N}_{j} d V
\end{align*}
$$

where $k$ is number of medium layer, $n$ is total layer number, $h_{k}$ is thickness of the $k^{\text {th }}$ layer, $\overline{\bar{\mu}}_{r k}=\mu_{r} \overline{\bar{\Lambda}}_{k}$ and $\overline{\bar{\varepsilon}}_{r k}=\varepsilon_{r} \overline{\bar{\Lambda}}_{k}$ are relative dielectric constant and permeability of the $k^{\text {th }}$ layer conformal PML, $\overline{\bar{\Lambda}}_{k}$ is determined by geometric parameters of the $k^{\text {th }}$ layer.


Fig. 1. n layers of conformal PML.
Because monolayer of conformal PML is very thin, layer-face size of solid element should be enough fine to match the thin thickness of monolayer. Especially, when CPML possesses many layers, CPML domain is divided into large quantities of solid elements. The conventional finite element analysis of CPML generates a large scale coefficient matrix that leads to prohibitive cost to solve.

Fortunately, relative dielectric constant and permeability may be considered as constants in each thin layer, so CPML multilayer integration is substituted by layer-wise summing of monolayer integration on the normal direction. The arithmetic needs to divide CPML into through-thickness elements of multiple layers, while the coefficient matrix of each element is evaluated by the layer-based integration. Detail is described as following.

Right hand of equation (6) is rewritten as two integrals,

$$
\begin{gather*}
A_{i j}=\iiint_{V} \frac{1}{\mu_{r}}\left(\nabla \times N_{i}\right) \cdot(\overline{\bar{\Lambda}})^{-1} \cdot\left(\nabla \times N_{j}\right) d V  \tag{8}\\
B_{i j}=\iiint_{V} k_{0}^{2} \varepsilon_{r} N_{i} \cdot \overline{\bar{\Lambda}} \cdot N_{j} d V \tag{9}
\end{gather*}
$$

In equation (8) layer-based integration along the normal direction is written as,

$$
\begin{align*}
& A_{i j}=\iiint_{V} \frac{1}{\mu_{r}}\left(\nabla \times \mathbf{N}_{i}\right) \cdot(\overline{\bar{\Lambda}})^{-1} \cdot\left(\nabla \times \mathbf{N}_{j}\right) d V \\
& =\int_{-1}^{1} \int_{-1}^{1} \int_{-1}^{1} \frac{1}{\mu_{r}}\left(\nabla \times \mathbf{N}_{i}\right) \cdot(\overline{\bar{\Lambda}})^{-1} \\
& \cdot\left(\nabla \times \mathbf{N}_{j}\right) \cdot|J| d u d v d w  \tag{10}\\
& =\int_{-1}^{1} \int_{-1}^{1}\left[\sum_{k=1}^{n} \int_{t_{k-1}}^{t_{k}}\left(\nabla \times \mathbf{N}_{i}\right) \cdot\left(\overline{\bar{\mu}}_{r k}\right)^{-1}\right. \\
& \left.\cdot\left(\nabla \times \mathbf{N}_{j}\right) \cdot|J| d w\right] d u d v \\
& =\int_{-1}^{1} \int_{-1}^{1}\left[\sum_{k=1}^{n} \int_{-1}^{1}\left(\nabla \times \mathbf{N}_{i}\right) \cdot\left(\bar{\mu}_{r k}\right)^{-1}\right. \\
& \left.\cdot\left(\nabla \times \mathbf{N}_{j}\right) \cdot|J| \frac{h_{k}}{t} d w_{k}\right] d u d v
\end{align*}
$$

where $J$ is 3-D isoparametric Jacobi matrix [11], $t$ is total thickness of conformal PML.

$$
\begin{gather*}
J=\left[\begin{array}{lll}
\frac{\partial x}{\partial u} & \frac{\partial y}{\partial u} & \frac{\partial z}{\partial u} \\
\frac{\partial x}{\partial v} & \frac{\partial y}{\partial v} & \frac{\partial y}{\partial v} \\
\frac{\partial x}{\partial w} & \frac{\partial z}{\partial w} & \frac{\partial z}{\partial w}
\end{array}\right]  \tag{11}\\
t=\sum_{m=1}^{n} h_{m}  \tag{12}\\
t_{k}=t_{k-1}+\frac{2 h_{k}}{t}, \quad k=1,2, \cdots n, \quad t_{0}=-1 \tag{13}
\end{gather*}
$$

$$
\begin{gather*}
w=\frac{1-w_{k}}{2} t_{k-1}+\frac{1+w_{k}}{2} t_{k} \\
=\frac{1-w_{k}}{2}\left(t_{k}-\frac{2 h_{k}}{t}\right)+\frac{1+w_{k}}{2} t_{k} \\
=\frac{h_{k}}{t}\left(w_{k}-1\right)+t_{k} \tag{14}
\end{gather*}
$$

where $h_{k}$ is small enough, so we simplify integration function in equation (10) as,

$$
\begin{align*}
& A_{i j}=\int_{-1}^{1} \int_{-1}^{1} {\left[\sum_{k=1}^{n}\left(\nabla \times \boldsymbol{N}_{i}\right) \cdot\left(\bar{\mu}_{r k}\right)^{-1}\right.}  \tag{15}\\
&\left.\cdot\left(\nabla \times \boldsymbol{N}_{j}\right) A_{k} h_{k}\right] d u d v
\end{align*}
$$

where $A_{k}$ is integrating factor of $|J|$ on the surface $w_{k}=0$,

$$
\left\{\begin{array}{l}
A_{k}=\sqrt{A_{k x}^{2}+A_{k y}^{2}+\left.A_{k z}^{2}\right|_{k}}  \tag{16}\\
A_{k x}=\frac{\partial y}{\partial u} \frac{\partial z}{\partial v}-\frac{\partial z}{\partial u} \frac{\partial y}{\partial v} \\
A_{k y}=\frac{\partial z}{\partial u} \frac{\partial x}{\partial v}-\frac{\partial x}{\partial u} \frac{\partial z}{\partial v} \\
A_{k z}=\frac{\partial x}{\partial u} \frac{\partial y}{\partial v}-\frac{\partial y}{\partial u} \frac{\partial x}{\partial v}
\end{array}\right.
$$

Similarly, layer-based integration formula of equation (9) can be obtained,

$$
\begin{equation*}
B_{i j}=\int_{-1}^{1} \int_{-1}^{1}\left[\sum_{k=1}^{n} k_{0}^{2} \boldsymbol{N}_{i} \cdot \bar{\varepsilon}_{r k} \cdot \boldsymbol{N}_{j} A_{k} h_{k}\right] d u d v . \tag{17}
\end{equation*}
$$

Considering that electromagnetic field distribution is nonlinear in multilayer of conformal PML, second-order or higher order vector basis functions are essential to evaluation precision in the layer-based integration arithmetic. In this paper, we employ second-order vector basis functions [12].

## IV. NUMERICAL EXPERIMENTS

In this section, in order to verify the accuracy and efficiency of layer-based integration arithmetic, we implement the arithmetic in three classical experiments.

1- Metal sphere, its diameter is $0.666 \lambda$, incidence wave spreads along $Z$, frequency is 300 MHz , as following Fig. 2(a).

2- Metal ellipsoid shell, its major axis is $1.0 \lambda$, its minor axis is $0.5 \lambda$, incidence wave spreads along $Z$, frequency is 3 GHz , as following Fig. 2(b).
3- Metal wing, its span length is $5.0 \lambda$, its chord length is $2.46 \lambda$, its maximum height is $0.28 \lambda$, incidence wave spreads along $X$, frequency is 300 MHz , as following Fig. 2(c).


Fig. 2(a). Metal sphere.


Fig. 2(b). Metal ellipsoid shell.


Fig. 2(c). Metal wing.
In the experiments, we employ curve hexahedra vector element in [12] and ICCG method to solve system equations in [13]. Results are obtained with $512 \mathrm{M}-$ memory computer. All programs are developed in FORTRAN90 compiled language.

In Fig. 3, we compare evaluation precision of the layer-based integration arithmetic with 6 layers of CPML for solving bistatic RCS of experiments under different element sizes. $\theta$ and $\varphi$ are spherical coordinates. The results show that CPML under the layer-based integration
arithmetic is more accurate and reasonable under $\lambda / 50$ element size. The main cause is that the normal direction and principal radius of curvature of CPML are calculated more accurately under $\lambda / 50$ element size than under $\lambda / 20$ element size, especially on small curvature radius domain.


Fig. 3(a). Bistatic RCS of metal sphere.


Fig. 3(b). Bistatic RCS of metal ellipsoid shell.


Fig. 3(c). Forward bistatic RCS of metal wing.


Fig. 3(d). Side bistatic RCS of metal wing.
In Table 1, we compare scale and speed of the layerbased integration arithmetic with 6 layers of CPML under different element sizes. The results show that CPML under the layer-based integration arithmetic costs much less scale and time than 6 layers of CPML.

Table 1. Scale and time of solution

| Ex | CPML | Element <br> size | Element <br> quantity | Time(s) |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 6 layers <br> layer-based <br> integration | $\lambda / 20$ | 14880 | 16.97 |
|  | 6 layers | $\lambda / 20$ | 8542 | 9.124 |
|  | layer-based <br> integration | $\lambda / 50$ | 53455 | 112.5 |
| 3 | 6 layers | $\lambda / 20$ | 180112 | 264.3 |

## V. CONCLUSION

For reducing quantity of elements in multilayer CPML domain, we develop the layer-based integration arithmetic to evaluate integrations of multilayer elements. In view of its high efficiency on complicated objects, CPML under this arithmetic shows great promise as an ideal absorber for electromagnetic scattering analysis.
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