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# High-order Treatment of Junctions and Edge Singularities with the Locally-corrected Nyström Method 

M. M. Bibby and A. F. Peterson<br>School of Electrical and Computer Engineering<br>Georgia Institute of Technology, Atlanta, GA, 30332-0250, USA<br>mbibby@ece.gatech.edu, peterson@ece.gatech.edu


#### Abstract

High order techniques are known to be effective for the electromagnetic analysis of smooth structures. In the following, high order representations developed for the current density at edges and junctions are incorporated into the locally-corrected Nyström method. Conducting structures used for purposes of illustration include a strip, a structure with three fins and a junction, and a hexagonal cylinder. Results suggest that the accuracy of the numerical results obtained with the new approach is comparable to that obtained for problems with smooth surfaces.


Index Terms-Edge singularities, high order representations, junction conditions, and singular basis functions.

## I. INTRODUCTION

High-order numerical techniques are those in which the representation of the primary unknown is usually in terms of a polynomial of degree $p \geq 2$ and the convergence rate of the solution is much faster than $\mathrm{O}\left(h^{2}\right)$, where $h$ is the nominal cell dimension. These techniques have been effective for obtaining high accuracy and rapid convergence in numerical solutions of integral equations for electromagnetics [1-3], at least for smooth structures. Recent publications report a method-ofmoments (MoM) procedure that permits similar improvement in accuracy for 2D structures with edges where the current density or charge density exhibits a singularity [4-5]. That approach used a high order representation containing appropriate fractional powers of polynomial terms in the cells adjacent to an edge where a current singularity occurs. For those structures, the rate of decrease in
the error improves with reduced cell sizes as either the basis function or the representation order increases. In the following, a similar procedure is incorporated into the locally-corrected Nyström (LCN) method.

In Nyström approaches, the representation of the unknown quantity is provided indirectly by a quadrature rule. Degrees of freedom such as the fractional polynomial powers needed for edge singularities can be obtained by the use of quadrature rules specifically created to incorporate those terms. Extensions of the LCN for the special case of a knife-edge singularity were previously proposed by Gedney et al. [6], Gedney [7], and Tong and Chew [8]. The present work differs in that it is applicable to corners of any angle, and it incorporates quadrature rules that can integrate multiple singular terms at each edge in order to achieve true high order behavior. Results indicate that as the order of the representation for the current density increases, the accuracy of the solution improves at the same rates observed for smooth geometries.

The LCN method is usually implemented without imposing any condition on the continuity of the current density representation across cell boundaries. Consequently, one might question the extent to which the LCN results near a junction between three or more cells (such as the "fin" structure in Fig. 1) satisfy Kirchhoff's current law (KCL). In fact, high order behavior is not obtained unless the current density is modeled to the same accuracy level everywhere. In the following, an approach similar to that used at edges is applied to model the current density in cells adjacent to junctions.


Fig. 1. A perfectly conducting structure, consisting of 3 fins and a junction. The structure is infinite in the $z$ direction, and the angle between adjacent fins is 120 degrees.

A preliminary description of the treatment of edges, with examples that differ from those presented below, was given in [9] and [10]. The treatment of junctions using the MoM and LCN was briefly discussed in [11]. An extensive list of references on the treatment of edge singularities was included in [4]; a similarly extensive list of references on the LCN approach may be found in [10].

## II. SINGULAR REPRESENTATION FOR EDGES

A solution for the surface current density induced on an infinite wedge is developed in [12]. Based on those results, a general asymptotic expression for the current density as a function of $\rho$ on the face of a wedge (Fig. 2) with interior angle $\alpha$, near the tip $(\rho=0)$, can be written for the transverse magnetic (TM)-to-z case as,

$$
\begin{equation*}
J_{z}: \sum_{m=0}^{\infty} \sum_{n=1}^{\infty} c_{m n} \rho^{2 m+v_{n}-1} \tag{1}
\end{equation*}
$$

where a cylindrical coordinate system ( $\rho, \phi, z$ ) is employed. In equation (1),

$$
\begin{equation*}
v_{n}=\frac{n \pi}{(2 \pi-\alpha)}, \quad n=1,2,3, \ldots \tag{2}
\end{equation*}
$$

A similar expression for the transverse electric (TE)-to-z case is,

$$
\begin{equation*}
J_{\rho}: \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} d_{m n} \rho^{2 m+v_{n}} \tag{3}
\end{equation*}
$$

where $v_{n}$ is defined as,

$$
\begin{equation*}
v_{n}=\frac{n \pi}{(2 \pi-\alpha)}, \quad n=0,1,2, \ldots \tag{4}
\end{equation*}
$$



Fig. 2. Wedge tip geometry.
To properly model singular edge currents in the context of the MoM, reference [4] proposed basis functions for use in cells adjacent to geometric corners. For cells that are not adjacent to a corner of the contour, a Legendre expansion of order $q$ is employed. In the corner cells, the representation is augmented by including some number of terms with non-integer exponents from equations (1) or (3). Empirical evidence [4-5] suggests that the singular behavior can be confined to single edge cells if those cells are sufficiently large (perhaps a quarter wavelength in dimension). Since the singular representation in equations (1) or (3) is sufficient only in a small neighborhood of the edge, for large cells it is necessary to mix regular (polynomial) terms with the singular terms to properly represent currents throughout that cell. The authors concluded in [5] that if $q$ polynomial terms are used in non-corner cells, the local error near the corner can be reduced to the level of the error produced in the cells away from the corner by combining $q$ regular terms and $q$ singular terms in corner cells that are twice the size of the noncorner cells. The latter approach is used in the following to create quadrature rules that can be used within a Nyström discretization, and also as the basis functions used for local corrections.

Examples to follow will employ structures with interior wedge angles of 0 and 120 degrees. From equation (1), the transverse-magnetic-to- $z$ (TM) current near 0 degree angle involves exponents, in increasing order, of

$$
\begin{equation*}
\left\{\frac{-1}{2}, 0, \frac{1}{2}, 1, \frac{3}{2}, 2, \frac{5}{2}, 3, \ldots\right\} . \tag{5}
\end{equation*}
$$

For the transverse-electric-to-z (TE) case, the set of exponents for a 0 degree angle obtained from equation (3) is

$$
\begin{equation*}
\left\{0, \frac{1}{2}, 1, \frac{3}{2}, 2, \frac{5}{2}, 3, \frac{7}{2}, \ldots\right\} . \tag{6}
\end{equation*}
$$

For the 120 degree case, TM currents require the exponents

$$
\begin{equation*}
\left\{\frac{-1}{4}, \frac{1}{2}, \frac{5}{4}, \frac{7}{4}, 2, \frac{5}{2}, \frac{11}{4}, \frac{13}{4}, \ldots\right\}, \tag{7}
\end{equation*}
$$

while TE currents require

$$
\begin{equation*}
\left\{0, \frac{3}{4}, \frac{3}{2}, 2, \frac{9}{4}, \frac{11}{4}, 3, \frac{7}{2}, \ldots\right\} \tag{8}
\end{equation*}
$$

However, using the approach of [5], the representation for currents at an edge incorporates an equal number of singular terms and regular terms. When integer exponents occur in the series, and duplicate the regular terms in the basis set, we incorporate additional fractional exponents from the series in their place. Table I summarizes the suggested degrees of freedom for a 0 degree TM corner (a knife edge).

Table I: Exponents of the degrees of freedom used for a given order, for cells near a 0 degree corner (TM case). The corner cells involve twice as many degrees of freedom as the other cells, but are to be twice as large.

| Order of <br> representation <br> $q$ | Exponents <br> used in non- <br> corner cells | Exponents used in <br> corner cells |
| :---: | :---: | :---: |
| 1 | 0 | $-1 / 2,0$ |
| 2 | 0,1 | $-1 / 2,0,1 / 2,1$ |
| 3 | $0,1,2$ | $-1 / 2,0,1 / 2,1,3 / 2,2$ |
| 4 | $0,1,2,3$ | $-1 / 2,0,1 / 2,1,3 / 2,2$, <br> $5 / 2,3$ |
| 5 | $0,1,2,3,4$ | $-1 / 2,0,1 / 2,1,3 / 2,2$, <br> $5 / 2,3,7 / 2,4$ |

Terms with the exponents in Table I are used to construct a hierarchical basis set as described in [4] and [10]. As an example, the "order-2" representations in the end cells for the 0 degree TM corner is obtained using the 4 functions

$$
\begin{equation*}
\left\{u-\frac{3}{2} u^{1 / 2}+\frac{3}{5}-\frac{1}{20} u^{-1 / 2}, u-\frac{4}{3} u^{1 / 2}+\frac{2}{5}, u-\frac{5}{6} u^{1 / 2}, u\right\} \tag{9}
\end{equation*}
$$

where a local coordinate $0 \leq u \leq 1$ is employed with $u=0$ at the corner, and a basic GramSchmidt procedure is used to produce an
orthogonal set. (Since the $u^{-1 / 2}$ term cannot be integrated with itself, here basis functions incorporating the four terms are orthogonalized in the reverse order they appear in equation (5) to produce the set of equation (9). In the non-edge cells, an order-2 representation is obtained using the constant and linear Legendre polynomials,

$$
\begin{equation*}
\{1,2 u-1\} \tag{10}
\end{equation*}
$$

to represent the currents.

## III. LCN IMPLEMENTATION

The LCN approach was proposed in [1] and is described in many publications, including [10], so we omit a review of the technique. Reference [10] also describes the details of how we treat the electric-field integral equation (EFIE) and magnetic field integral equation (MFIE), including the Green's function singularities.

Two important aspects of an LCN approach necessary to implement the singular representation described above are a set of basis functions that can be used to "locally correct" the kernel of the integral operator when the sources reside in a cell containing a corner singularity, and a family of quadrature rules that can integrate the singular functions to high accuracy. The basis functions are obtained by combining the degrees of freedom associated with a particular wedge angle with polynomials, and orthogonalizing those terms using a Gram-Schmidt process, as described above for a 0 degree angle and discussed in [4] and [10] in more generality. Quadrature rules that can integrate the singular functions are usually not readily available, and for this work are synthesized from an expanded set of appropriate degrees of freedom, using a procedure similar to that of [13], which is also reviewed and explained in [10]. Several of these rules are provided below. Since a $q$-point quadrature rule can exactly integrate $2 q$ independent terms, additional degrees of freedom from the family of terms for the relevant corner angle were employed in the generation of the quadrature rules. As in the non-singular case, when the quadrature rules are related to the basis functions in this manner, the accuracy of the overall LCN analysis will be limited by the basis functions used within the local correction procedure, and not by the quadrature rules.

The region over which the basis functions described above are used to "locally correct" the
singular kernel is the local correction footprint. In this work, local corrections are used whenever the observer or test point is within $0.15 \lambda$ of any part of the source cell, where $\lambda$ denotes the wavelength. Otherwise, the actual Green's function is sampled in accordance with the classical Nyström procedure. The $0.15 \lambda$ footprint was selected after extensive numerical experiments. A more sophisticated scheme would adapt the size of the local correction footprint as needed to maintain a smooth transition between the synthetic and actual kernels.

To demonstrate the accuracy of the results that follow, we solve a $2: 1$ over-determined system of equations using a least-square algorithm [2], and calculate the normalized residual error (NRE) for the result from the residual of the over-determined system, as originally suggested by Bunch and Grow [14-15]. The NRE is defined for the TM-to-z electric-field integral equation (EFIE) on a perfectly conducting target as in [2],

NRE $=\frac{\sqrt{\int\left|E_{z}^{m e}+E_{z}^{s}\right|^{2} d t}}{\sqrt{\int\left|E_{z}^{\operatorname{mos}}\right|_{\max }^{2} d t}} \cong \frac{\sqrt{\left.\sum_{i=1}^{N_{i}} w_{i} \mid E_{z}^{\operatorname{mos}( } t_{t}\right)+\left.E_{z}^{s}\left(t_{t}\right)\right|^{2}}}{\left|E_{=}^{\operatorname{mos}}\right|_{\max } \sqrt{\sum_{i=1}^{\sum_{i}} w_{i}}}$
where $\left\{t_{i}\right\}$ and $\left\{w_{i}\right\}$ denote Gauss-Legendre quadrature nodes and weights. $N_{t p}$ is the total number of points included in the measure. For a global measure of $N R E, N_{t p}$ is the total number of test points on the target. Alternatively, the $N R E$ can be determined on a cell-by-cell basis; in that case equation (11) is computed for each cell with $N_{t p}$ equal to the number of test points within that cell. As noted above, the number of test points in a corner cell is twice the number of test points in other cells not adjacent to a corner. For the MFIE or the transverse-electric (TE) EFIE, equation (11) is modified in an obvious way to implement the appropriate residual.

LCN unknowns are the samples of current density at the nodes of a quadrature rule. Since the integral equation is enforced at twice as many match points as unknowns, the test points are not the nodes defining the unknown samples. In this study, test points are the nodes of a GaussLegendre rule with the appropriate number of points, even in the end cells where a different quadrature rule is used to define the LCN
discretization. Appendix A describes an interpolation approach used to distribute the weights associated with the identity operator in the MFIE.

The rate at which the global $N R E$ decreases as a function of cell size or number of unknowns can be used to judge the extent to which high order behavior is exhibited by the results. Consider two results, the first yielding $N R E_{1}$ with $N_{1}$ unknowns, and the second exhibiting $N R E_{2}$ with $N_{2}$ unknowns. The incremental slope of the associated error curve may be obtained from successive results using,

$$
\begin{equation*}
\text { Slope }_{q}=\frac{\log _{10}\left(N R E_{2}\right)-\log _{10}\left(N R E_{1}\right)}{\log _{10}\left(N_{2}\right)-\log _{10}\left(N_{1}\right)} \tag{12}
\end{equation*}
$$

where the subscript serves as a reminder that the expansions are of order $q$. For scatterers with smooth surfaces [2], and targets with edges treated by the MoM approaches of [4-5], values of equation (12) often approximate integers as $N$ increases. Similar behavior is observed with the LCN results.

We use an over-determined system of equations to compute the $N R E$ and its slope and estimate the accuracy of a result. If the error estimate is not needed, LCN results can be obtained more efficiently with square systems of equations [10].

## IV. EXAMPLE: SCATTERING FROM A CONDUCTING STRIP

To illustrate the approach, consider the scattering of a uniform TM plane wave from a flat, perfectly conducting strip with width of 7 wavelengths. The numerical solution is obtained by an application of the LCN approach to the EFIE. Gauss-Legendre quadrature rules are used within the LCN process for interior cells, while the special rules generated for knife-edge corners ( $\alpha=$ 0 ) are used in end cells. These quadrature rules for $q=1-3$ are given in [10]. End cells are twice the dimension of other cells and use twice as many degrees of freedom (special quadrature rules for Nyström sampling and a number of singular terms equal to the number of regular terms in the functions used for the local corrections).

A high accuracy reference solution for the induced current $J_{z}^{\text {exact }}$ on a conducting strip can be obtained in terms of an eigenfunction series of Mathieu functions [16]. To assess the accuracy of
the current density, Fig. 3 shows the error as a function of position on a strip modeled with 26 cells for two cases (the results are actually the superposition of the currents on either side of the strip). In the first case (the upper plots in Fig. 3), the end cell discretizations are obtained from the conventional LCN quadrature (Gauss-Legendre) rules, with the local correction provided by Legendre polynomial functions. In other words, no special edge treatment is applied. In the second case, the representation in the end cells is provided using quadrature rules that can integrate the mixture of exponents appearing in equation (5), and the local corrections are obtained using functions such as those in equation (9).

Figure 3 shows that if the conventional LCN representation is used in the end cells, there is no significant improvement in the results beyond order $q=2$. However, when the singular representation is used in the end cells, there is a continuous improvement in the accuracy of the results as $q$ increases, and the average error has improved by a factor of $10^{-9}$ for $q=8$. We define the global normalized error in the current density (NEJ) as,

where $\left\{t_{i}\right\}$ and $\left\{w_{i}\right\}$ denote Gauss-Legendre quadrature nodes and weights. Figure 4 shows the global $N E J$ as a function of the number of unknowns and the order $q$. As expected for higher order representations, these curves decrease with a steeper slope as $q$ increases, despite the singularities at the strip ends. Although the slopes become somewhat erratic for higher values of $q$, they appear to approach integer values for lower $q$ values and generally decrease as $q$ increases.

Figure 5 shows results for the same strip when illuminated by a normally-incident TE wave, obtained from the LCN solution of the EFIE. The singular representations employed for the TE polarization are based on the exponents in equation (6), and do not include the $u^{-1 / 2}$ term used for the TM case. The basis functions and quadrature rules may be found in [10] up to $q=3$. Although the edge singularity is weaker in the TE case and the current density is bounded, a polynomial representation cannot reduce the error
by more than a factor of $10^{-2}$. However, the singular expansions facilitate a continuous improvement as the order increases, and reduce the average error by $10^{-8}$ for $q=8$.


Fig. 3. Error in the current density as a function of position and order $q$, for a perfectly conducting 71 strip illuminated by a normally-incident TM plane wave. 26 cells are used to model the strip, with the end cells twice as large as the others. The upper figure shows the error when the end cells are treated with the same representation used in other cells; the lower figure shows the error when the singular representation is used in the end cells.

## V. EXAMPLE: SCATTERING FROM A CONDUCTING 3-FIN STRUCTURE

Figure 1 shows a " 3 -fin" structure consisting of three perfectly conducting strips connected at the origin. For TE excitation, current is expected to flow across the junction between the strips. Since the LCN representation does not impose explicit current continuity between junctions, this structure provides a test bed for the satisfaction of Kirchhoff's current law at the junction. In fact, both the open ends of the strips and the junction ends of the strips must be treated specially to obtain high order accuracy in this case. The 3-fin will be treated using the EFIE.


Fig. 4. (a) Global normalized error in the current density, $N E J$, as a function of degrees of freedom and representation order $q$, for a perfectly conducting $7 \lambda$ strip illuminated by a normallyincident plane TM wave and (b) slopes of the $N E J$ curves in (a).


Fig. 5. Error in the TE current density as a function of position and $q$, for a perfectly conducting $7 \lambda$ strip illuminated by a normallyincident plane wave. 26 cells are used to model the strip, with the end cells twice as large as the others. The upper figure shows the error when the end cells are treated with the same representation used in other cells; the lower figure shows the error when the singular representation is used in the end cells.

Suppose that each strip of the 3 -fin is $7 \lambda$ in width, and each is divided into cells with the end cells and junction cells twice as large as the others. The same singular representations are used in the end cells as used for the single TE strip in the preceding section; representations in the junction cells are based on terms with exponents in equation (8) from the wedge solution for a 120 degree interior angle. Orthogonal basis functions used for the local corrections for the 120 degree TE case are given by the set in Table II.

In Table II, functions $B_{1}$ and $B_{2}$ are used for local corrections in cells adjacent to the fin junction for $q=1 . B_{1}$ through $B_{4}$ are used for $q=$ 2 , etc. Table III presents quadrature rules for implementing the Nyström discretization in the junction cells, assuming $u=0$ denotes the corner.

Since the 3 -fin structure does not have an exact solution, we use the $N R E$ to judge the relative accuracy of the results. Figure 6 shows the $N R E$ as a function of position along one of the three fins of the structure, for four situations. In the first (upper plot), a conventional nonsingular representation is used in all cells of the model. In the second, a conventional representation is used in all cells except the edge cells, which are treated using a singular representation for a knife edge. In the third, a conventional representation is used in all cells except the junction cells, where the singular representation for a 120 degree wedge is employed. Finally, the fourth case (bottom plot) employs the singular representation for the knifeedge in the edge cells and the singular representation for the 120 degree wedge in the junction cells.

Table II. Basis functions for 120 degrees, TE case.

$$
\begin{aligned}
& B_{1}=u^{3 / 4} \\
& B_{2}=u^{3 / 4}-\frac{7}{10} \\
& B_{3}=u^{3 / 4}-\frac{1}{5}-\frac{13}{14} u^{3 / 2} \\
& B_{4}=u^{3 / 4}-\frac{1}{26}+\frac{4}{7} u^{3 / 2}-\frac{99}{65} u \\
& B_{5}=u^{3 / 4}-\frac{8}{429}+\frac{16}{11} u^{3 / 2}-\frac{648}{325} u-\frac{2584}{5775} u^{9 / 4} \\
& B_{6}=u^{3 / 4}-\frac{5}{528}+\frac{95}{22} u^{3 / 2}-\frac{1377}{520} u+\frac{323}{105} u^{9 / 4}-\frac{6561}{1144} u^{2}
\end{aligned}
$$

From Fig. 6, it is apparent that the overall accuracy does not improve substantially beyond $q$ $=2$ unless the edge cells employ the singular representation, and that true high order behavior requires that the junction cells also use the enhanced treatment. Figure 7 shows the global $N R E$ as a function of the total number of degrees of freedom in the representation, when both edge cells and junction cells employ the singular representations. As in the previous cases, the NRE data show increasing slopes with order $q$ and the slopes approximate integer values.

Table III. Weights and nodes associated with the generalized quadrature rule for the TE case, wedge angle $=120$ degrees .

| nodes | $u_{i}$ | $w_{i}$ |
| :--- | :---: | :---: |
| 2 | 0.13672511222849918533 | 0.37951320305834680660 |
| $(q=1)$ | 0.72219266699689013444 | 0.62048679694165319340 |
| 4 | 0.01926255761438994475 | 0.06029440891031772626 |
| $(q=2)$ | 0.16721235939430592191 | 0.25171152151926467369 |
|  | 0.51263727731319399021 | 0.40879441442668019898 |
|  | 0.88533792190675015565 | 0.27919965514373740106 |
| 6 | 0.00445775138948688208 | 0.01445955504231629716 |
| $(q=3)$ | 0.04504111963567514576 | 0.07632091915597698975 |
|  | 0.17358207080404601792 | 0.18539035944199733131 |
|  | 0.41224567448376463466 | 0.28274134250464589399 |
|  | 0.70683287748179531992 | 0.28508835965386458933 |
|  | 0.93749552578180260021 | 0.15599946420119889846 |

At the junction of the 3 -fin, the currents flowing into the center point should add to zero, to satisfy Kirchhoff's current law for the TE case. Figure 8 shows the sum of the currents at the center, as a function of degrees of freedom (as the cells are refined) and order $q$, when both edge cells and junction cells employ the singular representations. From the figure, it is apparent that the satisfaction of KCL improves with increases in both mesh density and in the order $q$.


Fig. 6. Local NRE results for one fin of the 3-fin structure when illuminated by a TE wave propagating 20 degrees from the $x$-axis, for four different combinations of representations.


Fig. 7. Global NRE results for the 3 -fin when illuminated by a TE wave propagating 20 degrees from the x -axis.


Fig. 8. Sum of the junction currents for the 3-fin, illustrating the extent to which KCL is satisfied as cells are refined for various representation orders $q$.

In summary, study of the 3-fin structure suggests that junction continuity can be ensured to high order only if the proper junction behavior is incorporated into the representation in the cells at the junction. Treatment using regular cells on either side of a junction will suffice only in the case of two coplanar cells. On the other hand, if it is desired to insulate two cells from each other (an infinitesimal gap), end conditions equivalent to those used at the ends of a TE strip will be required to model that behavior to high order.

## VI. EXAMPLE: SCATTERING FROM A HEXAGONAL CONDUCTING CYLINDER

Several examples of the LCN treatment of conducting cylinders with edges are illustrated in [10], including cylinders with triangular and square cross sections. As a final example, we consider the LCN solution of the MFIE for a perfectly conducting hexagonal cylinder, when each face of the cylinder is $3.5 \lambda$ in width, and a TM wave is incident symmetrically upon one of
the corners between faces. The corners of the hexagon exhibit 120 degree wedge angles, and orthogonal basis functions used for the local corrections for the 120 degree TM case are given by the set in Table IV. In Table IV, functions $B_{1}$ and $B_{2}$ are used for local corrections for $q=1, B_{1}$ through $B_{4}$ are used for $q=2$, etc. Table V presents quadrature rules for implementing the Nyström discretization in the edge cells, assuming $u=0$ is the corner.

Table IV: Basis functions for 120 degrees, TM case.

$$
\begin{aligned}
& B_{1}=u^{-1 / 4} \\
& B_{2}=u^{-1 / 4}-\frac{3}{2} \\
& B_{3}=u^{-1 / 4}-3+\frac{5}{2} u^{1 / 2} \\
& B_{4}=u^{-1 / 4}-\frac{9}{2}+10 u^{1 / 2}-7 u \\
& B_{5}=u^{-1 / 4}-\frac{216}{35}+\frac{200}{7} u^{1 / 2}-72 u+\frac{1716}{35} u^{5 / 4} \\
& B_{6}=u^{-1 / 4}-\frac{2187}{280}+\frac{825}{14} u^{1 / 2}-\frac{1053}{4} u+\frac{1287}{5} u^{5 / 4}-\frac{187}{4} u^{2}
\end{aligned}
$$

Table V. Weights and nodes associated with the generalized quadrature rule for the TM case, wedge angle $=120$ degrees .

| nodes | $u_{i}$ | $w_{i}$ |
| :--- | :---: | :---: |
| 2 | 0.06048307438790956835 | 0.23887432757190171923 |
| $(q=1)$ | 0.63793952019398706980 | 0.76112567242809828077 |
| 4 | 0.00555344256643894865 | 0.02400445850565570990 |
| $(q=2)$ | 0.10317714071097559074 | 0.20343338712212968209 |
|  | 0.43540065702647568767 | 0.43755946702900373626 |
|  | 0.86077917841276450835 | 0.33500268734321087175 |
| 6 | 0.00101938730710741485 | 0.00451930945029498980 |
| $(q=3)$ | 0.02223334550546676504 | 0.04851941270439041254 |
|  | 0.12189892349088265974 | 0.16084006407326768690 |
|  | 0.34991308210221298855 | 0.28863159936577654207 |
|  | 0.66542732067496877426 | 0.31703773119016205046 |
|  | 0.92738778900338639928 | 0.18045188321610831823 |

Figure 9 shows the global NRE data for this problem, while Fig. 10 shows the NRE as a function of position for various values of order $q$. On each face of the hexagonal cylinder, the error is relatively uniform, and improves with increasing $q$. A plot of the magnitude of the current density on three of the six faces of the hexagonal cylinder is shown in Fig. 11.


Fig. 9. Global NRE for the hexagonal cylinder, obtained by solving the TM MFIE with LCN.


Fig. 10. Local NRE for the hexagonal cylinder example.

## VII. CONCLUSIONS

A technique for representing edge and junction effects has been incorporated into the locally-corrected Nyström method. This procedure is shown to produce high order behavior for problems with singularities in the current or charge density at bends or corners. Results having
more than 8 digits of agreement with exact solutions were obtained for the strip examples. Current and charge must also be properly modeled at junctions to maintain high accuracy. For the TE case, where current flows across a junction, as the accuracy of the results improves with representation order the extent to which Kirchhoff's current law is satisfied also improves.

The treatment of more complicated (nonsymmetric) junctions remains a topic for future work. It is expected that it may be necessary to incorporate fractional exponents for the full set of wedge angles to properly model the currents in that situation.


Fig. 11. LCN solution for the current magnitude obtained from the MFIE for a perfectly conducting hexagonal cylinder, when each face of the cylinder is 3.51 in width, and an TM wave with unit $H_{z}$ is incident symmetrically upon one of the corners between faces. The solution for $q=8$ is shown over one half of the computational domain.

## APPENDIX A. INTERPOLATION TECHNIQUE USED TO IMPLEMENT IDENTITY OPERATORS WHEN OBSERVATION POINTS DO NOT COINCIDE WITH QUADRATURE NODES

When the observation points coincide with quadrature nodes, the Nyström treatment of
equations such as the MFIE that have an identitytype operator is obvious: the unknown samples become part of the discrete equation. When observation points do not coincide with quadrature nodes, the basis set used to implement local corrections may be used to provide an interpolation. Suppose that the current density $J(u)$ is defined at samples $\left\{u_{1}, u_{2}, \ldots, u_{p}\right\}$. We seek the coefficients $\left\{\alpha_{i}\right\}$ in the expression

$$
J\left(u_{0}\right)=\alpha_{1} J\left(u_{1}\right)+\alpha_{2} J\left(u_{2}\right)+\mathrm{L}+\alpha_{p} J\left(u_{p}\right)=\mathbf{s}^{\tau}\left[\begin{array}{c}
\alpha_{1}  \tag{A.1}\\
\alpha_{2} \\
\mathrm{M} \\
\alpha_{p}
\end{array}\right]
$$

where

$$
\mathbf{s}^{T}=\left[\begin{array}{llll}
J\left(u_{1}\right) & J\left(u_{2}\right) & \mathrm{L} & J\left(u_{p}\right) \tag{A.2}
\end{array}\right] .
$$

If the samples $\left\{J\left(u_{i}\right)\right\}$ are known, we obtain a set of coefficients $\left\{\beta_{i}\right\}$ from the system,

$$
\mathbf{M b}=\left[\begin{array}{cccc}
B_{1}\left(u_{1}\right) & B_{2}\left(u_{1}\right) & \mathrm{L} & B_{p}\left(u_{1}\right) \\
B_{1}\left(u_{2}\right) & B_{2}\left(u_{2}\right) & & B_{p}\left(u_{2}\right) \\
\mathrm{M} & & & \mathrm{M} \\
B_{1}\left(u_{p}\right) & B_{2}\left(u_{p}\right) & \mathrm{L} & B_{p}\left(u_{p}\right)
\end{array}\right]\left[\begin{array}{c}
\beta_{1} \\
\beta_{2} \\
\mathrm{M} \\
\beta_{p}
\end{array}\right]=\mathbf{s},(\mathrm{A} .3)
$$

where $\left\{B_{i}\right\}$ are the basis functions. The matrix operator $\mathbf{M}$ used on the left-hand side of (A.3) is the same system used in the local correction process for the cell in question [10]. Although the $\left\{J\left(u_{i}\right)\right\}$ are not known, in principle we can use the coefficients $\left\{\beta_{i}\right\}$ to determine,

$$
J\left(u_{0}\right)=\sum_{i=1}^{p} \beta_{i} B_{i}\left(u_{0}\right)=\mathbf{b}^{T}\left[\begin{array}{c} 
 \tag{A.4}\\
B_{1}\left(u_{0}\right) \\
B_{2}\left(u_{0}\right) \\
\vdots \\
B_{p}\left(u_{0}\right)
\end{array}\right]=\mathbf{s}^{T} \mathbf{M}^{-T}\left[\begin{array}{c}
B_{1}\left(u_{0}\right) \\
B_{2}\left(u_{0}\right) \\
\vdots \\
B_{p}\left(u_{0}\right)
\end{array}\right]
$$

where we solved equation (A.3) to obtain $\mathbf{b}=\mathbf{M}^{-1} \mathbf{s}$. By equating (A.1) and (A.4), we obtain the coefficients in equation (A.1) as,

$$
\left[\begin{array}{c}
\alpha_{1}  \tag{A.5}\\
\alpha_{2} \\
\mathbf{M} \\
\alpha_{p}
\end{array}\right]=\mathbf{M}^{-T}\left[\begin{array}{c}
B_{1}\left(u_{0}\right) \\
B_{2}\left(u_{0}\right) \\
\mathbf{M} \\
B_{p}\left(u_{0}\right)
\end{array}\right] .
$$

These coefficients $\left\{\alpha_{i}\right\}$ are the weights used to distribute the identity operator among the current density samples when the observation point $u_{0}$ is not in the set $\left\{u_{1}, u_{2}, \ldots, u_{p}\right\}$.
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#### Abstract

A method for completely minimizing a 3D-solenoidal basis set, and identifying its linearly independent basis functions in method of moments (MoM) based volume integral equation (VIE) is presented. The method uses the connecting information of the geometric mesh and the properties of the 3D solenoidal basis function to remove the null space of the basis set. Consequently, the approach is not prone to numerical inaccuracies due to finite machine precision resulting from matrix manipulations. In addition, our method is not restricted to simply connected or contiguous mesh regions; it is applicable to a wide variety of complicated mesh regions featuring holes and voids. Finally, an expression for determining the minimum number of linearly independent solenoidal basis functions in a given tetrahedral mesh is presented.


Index Terms - Divergence-free, method of moments (MoM), and solenoidal edge basis function.

## I. INTRODUCTION

When applying VIE based method of moments (MoM) formulations in electromagnetic problems involving arbitrary shaped threedimensional (3D) bodies, the solution domain is best discretized using a number of tetrahedral elements [1]. In each tetrahedral element, a basis
function is defined to best approximate the properties of the electromagnetic quantity of interest. It has been shown that the choice of an appropriate basis function is of critical importance when applying MoM formulations [2-4]. The most widely used basis function for 3D VIE modeling is the Schaubert-Wilton-Glisson (SWG) basis function defined in [1]. It is well suited for modeling the electric flux density $\mathbf{D}$ as it enforces the boundary condition of a continuous normal component of $\mathbf{D}$ on the faces of the tetrahedra where it is defined. However, the SWG basis function does not have the property of zerodivergence, which is demanded of $\mathbf{D}$ in a dielectric. This has encouraged a number of authors to use a divergence-free or solenoidal basis function that more accurately describes the physics within a dielectric [5, 6]. One such basis function is the 3D solenoidal basis introduced by de Carvalhoet al [7, 8] for modeling the electromagnetic scattering of inhomogeneous dielectrics. Kulkaniet al [2] demonstrated considerably better performance of the 3Dsolenoidal basis function compared with the SWG basis function, including the fact that there was a significant reduction ( 1.67 to 2 times) of the number of unknowns for the same tetrahedral mesh. Although, their analysis was promising, they stressed the difficulty of implementing a preliminary conditioning operation to remove the null space associated with the solenoidal basis set.

Several approaches were proposed and implemented in order to identify the linearly independent 3D solenoidal basis functions in a given tetrahedra mesh. In [2], the Gram or covariance is formed and reduced by row operations to an echelon form using Gauss-Jordan elimination with partial pivoting. This is a complex method involving matrix manipulations that are prone to numerical inaccuracies due to finite machine precision. As a result, methods utilizing only the connecting information in the geometric mesh have been developed by several authors. In one method, reference [5] constructed an undigraph using the nodes and edges in the geometric mesh, and created a generating tree linking the nodes and edges. The limitation of this method is that it is only applicable to simply connected mesh regions (or mesh regions without holes). In another method, reference [3] proposed a solution where the nodes of the mesh are counted and tested, one-by-one, with a set of established criteria. Unfortunately, this method like the previous one is not applicable to objects and regions with holes.

In this paper, we expand on the work reported in [3] and introduce a simple, yet robust method for determining the linearly independent 3D solenoidal basis functions in a given tetrahedral mesh. The proposed method is based on the connecting information in the geometric mesh and the properties of the 3D solenoidal basis function. As such, it is not prone to numerical inaccuracies resulting from complex matrix manipulations. It is also applicable to all mesh regions with multiple holes and voids. Specifically, it can be used to accurately determine the number of voids in a given tetrahedral mesh. In addition, an accurate expression for determining the minimum number of linearly independent basis functions in a given mesh is presented.

## II. THEORY AND FORMULATION

## A. Basis definition

The 3D-solenoidal basis function is defined within a tetrahedron of volume $V$ as shown in Fig. 1. It is a constant vector field that is perpendicular to the basis edge vector as depicted in Fig. 1. In this case, vector $\overrightarrow{\boldsymbol{C D}}$ denotes the basis edge vector while vector $\overrightarrow{\boldsymbol{A B}}$, represents the opposite edge vector
parallel to the constant vector field. For any given point within the tetrahedron, the basis function with respect to the corresponding basis edge vector can be expressed mathematically as,

$$
\begin{equation*}
f(\mathbf{r})=\frac{\mathbf{e}}{3 V} \mathbf{u}(\mathbf{r}) \tag{1}
\end{equation*}
$$

where

$$
u(r)=\left\{\begin{array}{cc}
1 & \mathrm{r} \in V  \tag{2}\\
\mathbf{0 r} \notin V
\end{array} .\right.
$$



Fig. 1. Definition of the 3D solenoidal basis function in a tetrahedron.

The basis function $\boldsymbol{f}(\mathbf{r})$ defined in equation (1) is such that its divergence within the tetrahedron is zero, i.e., $\boldsymbol{f}(\mathbf{r})$ is solenoidal. Also, $\boldsymbol{f}(\mathbf{r})$ has the desired property that the normal component of its flux is continuous across any internal face boundary, and the total flux of its normal component through any face that is not parallel to $f(\mathbf{r})$ is equal to one. In a typical tetrahedral mesh region consisting of multiple interconnecting tetrahedra, equation (1) can be modified to include the contributions from all neighbouring tetrahedra that share a common basis edge vector giving,

$$
\begin{equation*}
\mathbf{F}_{i}(\mathbf{r})=\sum_{k=1}^{N_{T}} \frac{\mathbf{e}_{k}}{3 V_{k}} \mathbf{u}_{k}(\mathbf{r}) \tag{3}
\end{equation*}
$$

where $N_{T}$ is the total number of tetrahedra connected to the $i^{\text {th }}$ edge. With the definition of equation (3), any physical electromagnetic quantity that is solenoidal can be approximated in the discretized region using the 3D solenoidal basis function. Examples of physical quantities include the electric flux density $\mathbf{D}$ in a pure dielectric, the magnetic flux density $\mathbf{B}$, the curl of the magnetic field $(\nabla \times \mathbf{H})$ or the total volumetric current density, and the curl of the electric field $(\nabla \times \mathbf{E})$.

## B. Size of the basis set

It was shown in [2] that the size of the 3Dsolenoidal basis set is far smaller than the number of edges in the mesh region. The number of linearly independent solenoidal basis functions is given by,

$$
\begin{equation*}
N_{\text {Basis }} \leq N_{\text {Faces }}-N_{\text {Tetrahedra }} \tag{4}
\end{equation*}
$$

where $N_{\text {Basis }}$ is the number of linearly independent solenoidal basis functions, $N_{\text {Faces }}$ is the number of faces, and $N_{\text {Tetrahedra }}$ is the number of tetrahedra in the mesh. When the meshregion is not simply connected, i.e., is made up of holes and voids, equation (4) can be modified into,

$$
\begin{equation*}
N_{\text {Basis }}=N_{\text {Faces }}-N_{\text {Tetrahedra }}-N_{\text {Voids }} \tag{5}
\end{equation*}
$$

where $N_{\text {Voids }}$ is the number of voids in the mesh. Equation (5) can be explained by considering a mesh region with no voids. A simple void can be created by removing an internal tetrahedron from the mesh. In this case, the previous number of independent solenoidal basis function will not change since the normal component of flux from the remaining neighbouring tetrahedra into the void is unchanged. Consequently, the number of voids has to be accounted for as in equation (5) since there is no change in the number of faces. The simple void can be made larger by the continuous removal of one tetrahedron and the faces it introduced in the region bounding the simple void. In this case, equation (5) is unaltered because each time a tetrahedron is removed, the exact number of faces it introduced in the mesh is also removed. Using a similar argument, the inclusion of a hole has no effect on equations (4) or (5). This can be explained by considering a simple hole that is created by removing exactly one tetrahedron and the faces it introduced in the mesh region. This simple hole can be extended by the continuous removal of exactly one tetrahedron and the faces it introduced in the region bounding the simple hole. In this case, the number of independent solenoidal basis function is still given by equations (4) or (5), since the number of tetrahedra and faces removed remain balanced.

## C. Minimization Algorithm

Consider a mesh region containing a single tetrahedron as shown in Fig. 2. Formally, there are six defined solenoidal basis functions corresponding to the six labeled edges. In $\mathfrak{R}^{3}$ space, only three of these functions are linearly
independent, and a more natural choice of these functions would be $\mathbf{F}_{4}(\mathbf{r}), \mathbf{F}_{5}(\mathbf{r})$, and $\mathbf{F}_{6}(\mathbf{r})$ defined on edges 4, 5, and 6 as shown in Fig. 2. In addition, edges 4,5 , and 6 form the basis function face of the tetrahedra. We define the seed node $\mathrm{N}_{1}$ as the node that is opposite to the basis function face associated with the tetrahedron. Also, we describe the neighbouring edges of node $\mathrm{N}_{1}$ as those edges that contain node $\mathrm{N}_{1}$ : edges 1,2 , and 3 respectively. A typical mesh region can be constructed by the addition of more tetrahedra to the single tetrahedron structure of Fig. 2. When tetrahedra are added, they will share nodes, edges or faces depending on the mesh geometry.


Fig. 2. 3D solenoidal basis functions defined as bold lines on the opposite face to seed node $\mathrm{N}_{1}$.

According to [3], all tetrahedra having the same seed node are grouped together to form a structure very similar to an icosahedron (soccer ball structure [3]) where the seed node is at the center of the structure. The basis functions associated with all the tetrahedra in this structure are defined on the edges of the exterior faces. Subsequently, nodes on these exterior faces are used in turn as seed nodes to create more structures and this process continues as described in [3]. However, as more of these icosahedra like structures are formed, a situation will arise when a newly formed structure shares a node, an edge or a face with one or more previously formed structures. When this occurs, (5) is no longer satisfied,leading to an incorrect result. If the mesh region is simply connected or contiguous, then this problem can be avoided by appropriate seed node selection as discussed in [3]. In order to resolve this problem for non-contiguous mesh regions with multiple holes and voids, we introduce
additional solenoidal basis functions in the structure when it shares one or more edges, or faces with one or more previously formed structures. These additional functions are determined by the nature of the contact between the structures. For simplicity, we will consider two possible scenarios for contact: edge contact and face contact between any two tetrahedra of the structure as shown in Fig. 3. Using equation (5) on the edge contact configuration shown in Fig. 3 (a) indicates that six and not five solenoidal basis functions are required. In order to find out which additional basis functions are required while still adhering to the icosahedra approach, we observe that basis function $\mathbf{F}_{6}(\mathbf{r})$ will be modified by the contact based on equation (3). Since the new tetrahedron shares an edge with the previous defined one, $\mathbf{F}_{6}(\mathbf{r})$ is modified accordingly into,

$$
\begin{equation*}
\mathbf{F}_{6}(\mathbf{r})_{\text {New }}=\mathbf{F}_{6}(\mathbf{r})_{\text {Previous }}+\frac{\mathbf{e}_{9}}{3 V_{9}} \mathbf{u}_{9}(\mathbf{r}) . \tag{6}
\end{equation*}
$$

This modification will destabilize the previous choice of basis functions in the structure, and basis functions $\mathbf{F}_{4}(\mathbf{r}), \mathbf{F}_{5}(\mathbf{r}), \mathbf{F}_{6}(\mathbf{r}), \mathbf{F}_{10}(\mathbf{r})$, and $\mathbf{F}_{11}(\mathbf{r})$ no longer linearly combine to produce the dependent basis $\mathbf{F}_{1}(\mathbf{r}), \mathbf{F}_{2}(\mathbf{r})$, and $\mathbf{F}_{3}(\mathbf{r})$. However, since

$$
\begin{gather*}
\frac{\mathbf{e}_{9}}{3 V_{9}} u_{9}(r)=F_{7}(r) \pm F_{10}(r) \\
=F_{8}(r) \pm F_{11}(r), \tag{7}
\end{gather*}
$$

we can choose either $\mathbf{F}_{7}(\mathbf{r})$ or $\mathbf{F}_{8}(\mathbf{r})$ as an additional basis function so that the dependent bases can now be determined. Similarly, it can be shown that for the contact configuration in Fig. 3 (b), two additional solenoidal basis functions must be chosen from the set $\left\{\mathbf{F}_{7}(\mathbf{r}), \mathbf{F}_{8}(\mathbf{r}), \mathbf{F}_{9}(\mathbf{r})\right\}$, since we have that,

$$
\begin{equation*}
\mathbf{F}_{7}(\mathbf{r}) \pm \mathbf{F}_{\mathbf{8}}(\mathbf{r}) \pm \mathbf{F}_{9}(\mathbf{r})=\mathbf{0} . \tag{8}
\end{equation*}
$$

Using the results from these configurations, we describe an algorithm to determine the linearly independent solenoidal basis functions from the set of all edges. A flow diagram of the algorithm is depicted in Fig. 4. The first process is to specify an arbitrary node as the head node and insert it into an empty linked list. Next, we pick the head or first node from the list as the first seed node, and we find all tetrahedra sharing this node. A two-step validation test is then performed on all tetrahedra found. The first step involves checking each tetrahedron found for one or more neighbouring edges that are not shared with any tetrahedra of a previous seed node, and one or more nodes on the basis function face that are already in the linked list.

This is the mesh continuity test as defined in [3]. If no tetrahedron is found that satisfies these conditions then the test is successful. On the other hand, if one or more tetrahedra fail the test then we apply the next step of validation. The introduction of this second step is the key contribution of this paper that differentiates it from the work in [3]. The second step examines each tetrahedron that failed the mesh continuity test to determine how they touch the other tetrahedra from previously listed seed nodes. For this test to be successful, all tetrahedra must touch other tetrahedra from previously listed seed nodes as shown in either contact configuration of Fig. 3. If one or more tetrahedra touch in any other way, the seed node is removed and inserted at the end of the linked list and the process is repeated with a new seed node. Upon a successful outcome from validation testing, the appropriate edges of the basis function faces or neighbouring edges of all tetrahedra found are selected as basis function, and the nodes on the basis function faces are inserted into the linked list. This process is repeated until all nodes in the mesh are exhausted.

(a)

(b)

Fig. 3. Possible contact configuration of two tetrahedra from seed nodes $\mathrm{N}_{1}$ and $\mathrm{N}_{2}$ : (a) tetrahedra share an edge and (b) tetrahedra share a face.

## III. EXAMPLES AND TESTING

In this section, we challenge our algorithm using different tetrahedra meshes of simple and complex geometrical structures containing multiple holes and voids. These meshes were created with the software package Netgen [9]; they are depicted in Fig. 5. The algorithm was implemented and executed on an Intel Core i52520M 2.5 GHz PC with 4.0 GB of RAM running

Open Suse 12.1. We tabulate the mesh parameters of each discretized region, as well as the output from the algorithm into Table I .In every case considered, the algorithm is able to identify the independent 3D solenoidal basis functions. Also, we observe that equation (5) is in agreement with the output from the algorithm. The algorithm is indeed very robust, and is applicable to a very broad class of complex meshes with multiple holes and voids, as seen. Moreover, the complete minimum number of independent solenoidal bases is always smaller than the number of edge bases in the discretization (typically by a factor ranging between $16 \%$ and $20 \%$ ), resulting in further reduction in memory resources. The execution time for large meshes is in the order of a few seconds, and is less than a second for smaller meshes (fewer than 19,000 edges). These results are an indication of superior performance when compared to linear algebraic methods using the same PC hardware. Finally, the algorithm is very straight forward to implement, and does not suffer from numerical inaccuracies due to floating point matrix operations since it uses the connecting information in the mesh.


Fig. 4. Algorithm for identifying linearly independent basis functions.

Table I. Output from the algorithm for the mesh regions shown in Fig. 5.

| Mesh <br> Region | $\boldsymbol{N}_{\text {Edges }}$ | $\boldsymbol{N}_{\text {Faces }}$ <br> $\boldsymbol{N}_{\text {Tetrahedra }}-$ <br> $\boldsymbol{N}_{\text {Voids }}$ | $\boldsymbol{N}_{\text {Basis }}$ <br> (Algorithm <br> output) | Time <br> (s) |
| :--- | :--- | :--- | :--- | :--- |
| Fig.5(a) | 12864 | 10723 | 10723 | $<1$ |
| Fig.5(b) | 11065 | 9253 | 9253 | $<1$ |
| Fig.5(c) | 187547 | 156001 | 156001 | 199 |
| Fig.5(d) | 24177 | 19455 | 19455 | 1 |
| Fig.5(e) | 34957 | 28240 | 28240 | 4 |
| Fig.5(f) | 13001 | 10544 | 10544 | $<1$ |



Fig. 5. Mesh regions generated with NETGEN: (a) cube with three cylindrical voids, (b) cube with a single void of merged cylinders, (c) steel frame with multiple holes, (d) gyroscope, (e) three connected tori with single connecting void, and (f) group of five connecting spheres and two separated spheres.

## IV. CONCLUSION

In this paper, we presented a novel method for the determination of the minimum number of 3Dsolenoidal basis functions in a given tetrahedral discretization. The method was derived using the connecting information in the mesh structure and the properties of the 3D-solenoidal basis function. The method is able to identify the independent basis functions even in the presence of holes and voids within the mesh structure. To our knowledge, this is the only algorithm that is insensitive to the presence of holes and voids in the mesh discretization. In addition, it provides significant savings in computational resources when compared to algorithms involving complex matrix manipulations. Finally, it is worthy of note that the contact configurations of Fig. 3 can be expanded to accommodate other ways tetrahedra from two or more seed nodes can come into contact. This will provide an improvement in the speed of the algorithm at the expense of an increase in the complexity of identifying the type of contact, and the additional basis edges resulting from that contact. The chosen contact configuration is simple and sufficient to guarantee proper functioning of the algorithm in any region.
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#### Abstract

Efficient and unsplit-field higher-order PML formulations using the stretched coordinate perfectly matched layer (SC-PML) formulations and the bilinear Z-Transform (BZT) method are presented for truncating the finite-difference time-domain (FDTD) lattices. This method is completely independent of the material properties of the FDTD computational domain and hence can be applied to the modeling of arbitrary media without any modification because of the D-B constitutive relations used. The higher-order PML has the advantages of both the conventional PML and the complex frequency-shifted PML (CFS-PML) in terms of absorbing performances. Two 3D FDTD simulations of the metal plate buried in dispersive soil space FDTD domains have been carried out to validate these formulations. It is shown that the proposed PML formulations with the higher-order scheme are efficient in terms of attenuating both the low- frequency propagating waves and evanescent waves and reducing late-time reflections.


Index Terms-Bilinear Z-transform (BZT) method, finite-difference time-domain (FDTD), and perfectly matched layer (PML).

## I. INTRODUCTION

Since the introduction of the perfectly matched layer (PML) absorbing boundary condition by Berenger [1], various modified PMLs have been
presented to terminate the finite-difference timedomain (FDTD) lattices. Among the various implementations of PMLs, the stretched coordinate PML (SC-PML) by Chew and Weedon [2] has the advantage of simple implementation in the corners and edges of PML regions. Furthermore, Ramadan applied Z-transform to implement PML [3]. Recently, complex frequency-shifted PML (CFS-PML), introduced by Kuzuoglu and Mittra [4] and implemented by simply shifting the frequency- dependent pole off the real axis and into the negative-imaginary half of the complex plane, has drawn considerable attention due to the fact that this PML is efficient in attenuating low-frequency evanescent waves and reducing late-time reflections [5]. However, the CFS-PML would have a poor absorption of low-frequency propagating waves as shown in [6-8]. To overcome the limitations of both the conventional PML and the CFS-PML, the higher-order PML was proposed by Correia, which retains the advantages of both the CFS-PML and conventional PML in [8]. It has shown that the 2nd-order PML is highly effective in absorbing both evanescent and low-frequency propagating waves in both open-region and periodic problems in [9]. In [9], the 2nd-order PML based on the SC-PML was implemented by using the split-field PML formulations and the auxiliary differential equation (ADE) method. However, besides the drawback of more requirements of the memory and the computational time, the
higher-order PML implementation proposed in [9] was difficult to be extended to the case with more than two poles because the polynomial expansion was employed.

In this paper, efficient and unsplit-field higher-order PML formulations are proposed based on the SC-PML formulations and the bilinear Z-transform method. The proposed BZT PML algorithm is different from the proposed PML algorithm in [9] and [12-19], the proposed BZT PML algorithm is based on D-B formulations, and consequently, the proposed higher-order PML formulations require less memory and computational time as compared with that in [9]. Two 3D numerical simulation for the metal plate buried in dispersive soil space FDTD domains are given to validate the proposed formulations, as the investigation on the performance of the higher-order PML for dispersive soil half-space problem is very rare in the literatures. Only the 2nd-order case is described in this paper, but this approach is easy to be applied to any number of poles.

## II. FORMULATION

In the SC-PML regions, the $x$-projection of Ampere's law for the frequency-domain modified Maxwell's equations can be written as,

$$
\begin{equation*}
j \omega \varepsilon_{0} \varepsilon_{r} E_{x}=\frac{1}{S_{y}} \frac{\partial H_{z}}{\partial y}-\frac{1}{S_{z}} \frac{\partial H_{y}}{\partial z} . \tag{1}
\end{equation*}
$$

To make the PML completely independent of the material properties of the FDTD computational domain, equation (1) can be written in terms of the electric flux density D as,

$$
\begin{equation*}
j \omega \varepsilon_{0} D_{x}=\frac{1}{S_{y}} \frac{\partial H_{z}}{\partial y}-\frac{1}{S_{z}} \frac{\partial H_{y}}{\partial z} \tag{2}
\end{equation*}
$$

where $D_{x}=\varepsilon_{r} E_{x}, \varepsilon_{r}$ is the relative permittivity of the FDTD computational domain. Consequently, this PML can be applied to truncate arbitrary media and all that is needed is to modify $D_{x}=\varepsilon_{r} E_{x}$ under consideration. The method is available in [11] to obtain E from D. $S_{\eta}(\eta=y$, or $z)$ is the complex stretched coordinate variable.

For the conventional PML, $S_{\eta}$ is defined as,

$$
\begin{equation*}
S_{\eta}=\kappa_{\eta}+\sigma_{\eta} / j \omega \varepsilon_{0} \tag{3}
\end{equation*}
$$

where $\sigma_{\eta} \geq 0$ is the conductivity profile different from zero only in the PML region to provide
attenuation for the propagating waves and $\kappa_{\eta} \geq 1$ is different from 1 only in the PML region to attenuate the evanescent waves.

With the CFS scheme, $S_{\eta}$ is defined as,

$$
\begin{equation*}
S_{\eta}=\kappa_{\eta}+\sigma_{\eta} /\left(\alpha_{\eta}+j \omega \varepsilon_{0}\right) \tag{4}
\end{equation*}
$$

where $\alpha_{\eta}$ is assumed to be positive real.
The idea of the higher-order PML was proposed in [9] by generalizing this metric for the case where more than one pole was present. For the 2nd-order PML, $S_{\eta}$ is defined as,

$$
\left.\begin{array}{rl}
S_{\eta}=S_{1 \eta} \cdot S_{2 \eta}= & \left(\kappa_{1 \eta}+\frac{\sigma_{1 \eta}}{\alpha_{1 \eta}+j \omega \varepsilon_{0}}\right) \\
& \left(\kappa_{2 \eta}+\frac{\sigma_{2 \eta}}{\alpha_{2 \eta}+j \omega \varepsilon_{0}}\right. \tag{5}
\end{array}\right) .
$$

Transforming equation (2) from the frequency domain to the $Z$-domain, we obtain,

$$
\begin{equation*}
\frac{1-z^{-1}}{\Delta t} \varepsilon_{0} D_{x}=S_{y}(z) \cdot \frac{\partial H_{z}}{\partial y}-S_{z}(z) \cdot \frac{\partial H_{y}}{\partial z} \tag{6}
\end{equation*}
$$

where $\Delta t$ is the time step and $S_{\eta}(z),(\eta=y, z)$, is the $Z$-transform of $1 / S_{\eta}$, which can be obtained by first transforming $1 / S_{\eta}$ to the s-domain using the relation $j \omega \rightarrow s$, and then applying the bilinear transform method [10] using the relation $s \rightarrow(2 / \Delta t)\left(1-z^{-1}\right) /\left(1+z^{-1}\right)$,

$$
\begin{equation*}
S_{\eta}(z)=w_{1 \eta}\left(\frac{1-a_{1 \eta} \cdot z^{-1}}{1-b_{1 \eta} \cdot z^{-1}}\right) \cdot w_{2 \eta}\left(\frac{1-a_{2 \eta} \cdot z^{-1}}{1-b_{2 \eta} \cdot z^{-1}}\right) \tag{7}
\end{equation*}
$$

where

$$
\begin{aligned}
& w_{m \eta}=\frac{2 \varepsilon_{0}+\alpha_{m \eta} \Delta t}{2 \varepsilon_{0} \kappa_{m \eta}+\alpha_{m \eta} \kappa_{m \eta} \Delta t+\sigma_{m \eta} \Delta t}, \quad m=1,2 \\
& a_{m \eta}=\frac{2 \varepsilon_{0}-\alpha_{m \eta} \Delta t}{2 \varepsilon_{0}+\alpha_{m \eta} \Delta t}, \quad m=1,2, \\
& b_{m \eta}=\frac{2 \varepsilon_{0} \kappa_{m \eta}-\alpha_{m \eta} \kappa_{m \eta} \Delta t+\sigma_{m \eta} \Delta t}{2 \varepsilon_{0} \kappa_{m \eta}+\alpha_{m \eta} \kappa_{m \eta} \Delta t+\sigma_{m \eta} \Delta t}, \quad m=1,2 .
\end{aligned}
$$

Substituting equation (7) into equation (6), we obtain,

$$
\begin{gather*}
\frac{1-z^{-1}}{\Delta t} \varepsilon_{0} D_{x}=w_{1 y}\left(\frac{1-a_{1 y} \cdot z^{-1}}{1-b_{1 y} \cdot z^{-1}}\right) \cdot w_{2 y}\left(\frac{1-a_{2 y} \cdot z^{-1}}{1-b_{2 y} \cdot z^{-1}}\right) \cdot \frac{\partial H_{z}}{\partial y} \\
-w_{1 z}\left(\frac{1-a_{1 z} \cdot z^{-1}}{1-b_{1 z} \cdot z^{-1}}\right) \cdot w_{2 z}\left(\frac{1-a_{2 z} \cdot z^{-1}}{1-b_{2 z} \cdot z^{-1}}\right) \cdot \frac{\partial H_{y}}{\partial z} . \tag{8}
\end{gather*}
$$

Introducing four auxiliary variables $Q_{x \eta}$ and $P_{x \eta}(\eta=y, z)$,

$$
\begin{align*}
& Q_{x y}=\frac{w_{1 y} w_{2 y} \Delta t}{\varepsilon_{0}} \cdot\left(\frac{1}{1-b_{1 y} \cdot z^{-1}}\right) \cdot \frac{\partial H_{z}}{\partial y}  \tag{9}\\
&=b_{1 y} \cdot z^{-1} Q_{x y}+\frac{w_{1 y} w_{2 y} \Delta t}{\varepsilon_{0}} \cdot \frac{\partial H_{z}}{\partial y} \\
& P_{x y}=\left(\frac{1-a_{2 y} \cdot z^{-1}}{1-b_{2 y} \cdot z^{-1}}\right) Q_{x y}  \tag{10}\\
&=b_{2 y} \cdot z^{-1} P_{x y}+Q_{x y}-a_{2 y} \cdot z^{-1} Q_{x y}, \\
& \begin{aligned}
Q_{x z} & =\frac{w_{1 z} w_{2 z} \Delta t}{\varepsilon_{0}} \cdot\left(\frac{1}{1-b_{1 z} \cdot z^{-1}}\right) \cdot \frac{\partial H_{y}}{\partial z} \\
& =b_{1 z} \cdot z^{-1} Q_{x z}+\frac{w_{1 z} w_{2 z} \Delta t}{\varepsilon_{0}} \cdot \frac{\partial H_{y}}{\partial z}, \\
P_{x z} & =\left(\frac{1-a_{2 z} \cdot z^{-1}}{1-b_{2 z} \cdot z^{-1}}\right) Q_{x z} \\
& =b_{2 z} \cdot z^{-1} P_{x z}+Q_{x z}-a_{2 z} \cdot z^{-1} Q_{x z} .
\end{aligned} \tag{11}
\end{align*}
$$

Considering that the $z^{-1}$ operator corresponds to a single-step delay in the discrete time domain, equation (9) to equation (12) can be written in the FDTD form, respectively, as equation (13) to equation (16), where

$$
\begin{align*}
& \left.Q_{x y}\right|_{i+1 / 2, j, k} ^{n+1}=\left.b_{1 y(j)} \cdot Q_{x y}\right|_{i+1 / 2, j, k} ^{n} \\
& +u_{y(j)} \cdot\left(\left.H_{z}\right|_{i+1 / 2, j+1 / 2, k} ^{n+1 / 2}-\left.H_{z}\right|_{i+1 / 2, j-1 / 2, k} ^{n+1 / 2}\right), \\
& \left.P_{x y}\right|_{i+1 / 2, j, k} ^{n+1}=\left.b_{2 y(j)} \cdot P_{x y}\right|_{i+1 / 2, j, k} ^{n}  \tag{13}\\
& +\left.Q_{x y}\right|_{i+1 / 2, j, k} ^{n+1}-\left.a_{2 y(j)} \cdot Q_{x y}\right|_{i+1 / 2, j, k} ^{n},  \tag{14}\\
& \left.Q_{x z}\right|_{i+1 / 2, j, k} ^{n+1}=\left.b_{1 z(k)} \cdot Q_{x z}\right|_{i+1 / 2, j, j} ^{n} \\
& +u_{z(k)} \cdot\left(\left.H_{y}\right|_{i+1 / 2, j, k+1 / 2} ^{n+1 / 2}-\left.H_{y}\right|_{i+1 / 2, j, k-1 / 2} ^{n+1 / 2}\right) \text {, } \\
& \left.P_{x z}\right|_{i+1 / 2, j, k} ^{n+1}=\left.b_{2 z(k)} \cdot P_{x z}\right|_{i+1 / 2, j, k} ^{n}  \tag{15}\\
& +\left.Q_{x z}\right|_{i+1 / 2, j, k, k} ^{n+}-\left.a_{2 z(k)} \cdot Q_{x z}\right|_{i+1 / 2, j, k} ^{n} . \tag{16}
\end{align*}
$$

Equation (8) can be written as,

$$
\begin{align*}
& \left.D_{x}\right|_{i+1 / 2, j, k} ^{n+1}=\left.D_{x}\right|_{i+1 / 2, j, k} ^{n}+\left.P_{x y}\right|_{i+1 / 2, j, k} ^{n+1}- \\
& \left.\quad a_{1 y(j)} \cdot P_{x y}\right|_{i+1 / 2, j, k} ^{n}-\left(\left.P_{x z}\right|_{i+1 / 2, j, j} ^{n+1}-\left.a_{1 z(k)} \cdot P_{x z}\right|_{i+1 / 2, j, k} ^{n}\right) \tag{17}
\end{align*}
$$

where $u_{y}=w_{1 y} w_{2 y} \Delta t / \varepsilon_{0} \Delta y$ and $u_{z}=w_{1 z} w_{2 z} \Delta t / \varepsilon_{0} \Delta z$. $\Delta y$ and $\Delta z$ are space step. A similar method can be used for other regions of SC-PML.

In order to perform a comparison between the proposed higher-order PML formulations and the higher-order PML formulations proposed in [9] in terms of the amount of the auxiliary variables, we assume an FDTD computational domain of $\mathrm{L} \times \mathrm{M} \times$ N cells with W-cell thick PML used on each one of the sides of domain. In the SC-PML region, the higher-order PML formulations proposed in [9] totally requires $288 \mathrm{~W}^{3}+112\left(\mathrm{LW}^{2}+\mathrm{MW}^{2}+\mathrm{NW}^{2}\right)+$ 40(LMW+LNW+MNW) auxiliary variables, however, the proposed higher-order PML formulations totally requires $192 \mathrm{~W}^{3}+64\left(\mathrm{LW}^{2}+\right.$ $\left.\mathrm{MW}^{2}+\mathrm{NW}^{2}\right)+16($ LMW + LNW + MNW $)$ auxiliary variables. As a result, the proposed higher-order PML formulations save $96 \mathrm{~W}^{3}+48\left(\mathrm{LW}^{2}+\mathrm{MW}^{2}+\right.$ NW $^{2}$ ) $+24($ LMW + LNW+MNW) auxiliary variables as compared with the higher-order PML formulations proposed in [9]. Saving auxiliary variables multiply by each variable, which occupies number of bytes in memory, which can be concluded that the proposed higher-order PML formulations save memory as compared with the higher-order PML formulations proposed in [9]. Obviously, if an FDTD computational domain (L, M , and N ) is constant, saving memory will increase as the increase of PML layers. Similarly, if PML layers are constant, saving memory will increase as the increase of FDTD computational domain (L, M, and N ).

It is obvious that, because of no polynomial expansion, the proposed implementation of the higher-order PML is easier than that in [9] to be extended to the case with more than two poles.

## III. NUMERICAL RESULT

To show the validity of the proposed formulations, we implement a 3D FDTD simulation for the metal plate buried in an inhomogeneous, dispersive, and conductive soil half-space problem in a highly elongated FDTD grid. The metal plate size is $40 \times 10 \times 2$. The dielectric constant of soil is specified as the second-order Debye model with an added conductivity term $\varepsilon_{r}(\omega)=\varepsilon_{\infty}+\sigma / j \omega \varepsilon_{0}$ $+\sum_{p=1}^{2} A_{p} /\left(1+j \omega \tau_{p}\right)$, where $\varepsilon_{\infty}=4.15$ is the infinite frequency permittivity, $A_{1}=1.8$ and $A_{2}=0.6$ are the pole amplitudes, $\tau_{1}=3.79 \mathrm{nsec}$ and $\tau_{2}=0.151 \mathrm{nsec}$ are the relaxation time and $\sigma=1.11$
$\mathrm{ms} / \mathrm{m}$ is the conductivity. The half-space occupies $50 \%$ of the vertical height of the horizontally elongated simulation region. The space is discretized with the FDTD lattice with $\Delta x=\Delta y=\Delta z$ $=0.05 \mathrm{~m}$ and time step is $\Delta t=77 \mathrm{ps}$. The simulation is done with a $126 \times 46 \times 26$ grid including 10 -cell thick PML layers, as shown in Fig. 1. Assuming that the origin is at a corner of the FDTD grid, a vertically polarized point source located at (13, 13, 13) (above the soil) is excited by a differentiated Gaussian pulse with a half pulse bandwidth $=1155$ ps. Within the PML, $\sigma_{\eta}$ and $\kappa_{\eta}$ are scaled using a fourth-order polynomial scaling and $\alpha_{\eta}$ is a constant. The relative reflection error (in decibels) versus time is computed at an observation point located at (113, 33, 12) using error (decibels) $R_{d B}(t)=20 \log _{10}\left(\left|E_{z}^{R}(t)-\quad E_{z}^{T}(t)\right| /\left|E_{z_{-} \text {max }}^{R}\right|\right)$ where $E_{z}^{T}(t)$ is the field computed using the test domain, and $E_{z}^{R}(t)$ is the reference field based on an extended lattice, and $E_{z_{-} \text {max }}^{R}$ is the maximum value of the reference solution over the full-time simulation. For the 2 nd-order PML, the relative reflection error between the formulations in [9] and the proposed formulations is first computed over 1500 time steps for $\sigma_{1 \eta \text { popt }}=0.175 / 150 \pi \Delta x, \kappa_{1 \eta}=1$, $\alpha_{1 \eta}=0 \quad, \quad \sigma_{1 \eta}=\sigma_{1 \eta \text { opt }} \rho^{4} \quad, \quad \alpha_{2 \eta}=0.0055+\sigma_{1 \eta}$, $\sigma_{2 \eta}=\sigma_{2 \eta \text { opt }} \rho^{2}, \quad \kappa_{2 \eta}=1+\kappa_{2 \eta \text { opt }} \rho^{2}, \quad \kappa_{2 \eta \text { opt }}=10$ and $\sigma_{2 \eta \text { opt }}=4 / 150 \pi \Delta x$. Where the $\sigma_{\text {opt }}$ is chosen as $\sigma_{\text {opt }}=(m+1) / 150 \pi \Delta x$ and $\rho$ is zero at the interface of the PML and the FDTD computational domains and 1 at the end. This same example is repeated with the SC-PML $\left(\alpha_{\eta}=0, \kappa_{\text {max }}=11\right.$ and $\left.\sigma_{\text {max }}=0.18 \mathrm{~S} / \mathrm{m}\right)$ and the convolution PML in [5] $\left(\alpha_{\eta}=0.0055, \sigma_{\text {max }}=0.24 \mathrm{~S} / \mathrm{m}\right.$ and $\kappa_{\text {max }}=7$ ). In this paper, $\sigma$ and $\kappa$ are evaluated as the average value in the cell around the index location [1]. These optimum parameters are chosen empirically to obtain the lowest reflection. The results are illustrated in Fig. 2.

The maximum relative reflection errors of the conventional SC-PML, the CPML, the 2nd-order PML in [9], and the proposed 2nd-order PML are $-45 \mathrm{~dB},-52 \mathrm{~dB},-62 \mathrm{~dB}$ and -70 dB , respectively. It can be concluded from Fig. 2 that the absorbing performance of the proposed 2nd-order PML formulations have 18 dB and 25 dB improvement in
terms of the maximum relative error as compared with the CPML and the SC-PML, respectively, and holds much lower reflection error for the late-time region than the CPML and the SC-PML. Table I and II are using different perfectly matched layer algorithm procedures, which occupy of memory and different time steps, and computational time, respectively. Obviously, when FDTD computational domain is invariant, saving memory will increase with the increase of PML layers and saving time will increase with the increase of time steps.


Fig. 1. A metal plate buried in an inhomogeneous, dispersive, and conductive soil half-space problem.

Table I: Memory requirements (bytes) for the different PML implementations.

|  | PML <br> layers $=10$ | PML <br> layers=16 |
| :---: | ---: | :---: |
| 2nd-order PML in <br> [9] | $49,506 \mathrm{~K}$ | $105,509 \mathrm{~K}$ |
| Proposed 2nd- <br> order PML <br> CPML | $30,848 \mathrm{~K}$ | $65,244 \mathrm{~K}$ |
| SC-PML | $24,084 \mathrm{~K}$ | $49,664 \mathrm{~K}$ |

In the second numerical example, in order to validate the proposed formulations, the problem of the electromagnetic scattering by a highly elongated object is studied. Particularly, a thin 100 $\mathrm{mm} \times 25 \mathrm{~mm}$ plate is immersed in a background media [5] with constitutive parameters $\varepsilon$ and $\sigma$. For the purposes of this study, constitutive parameters for soil are assumed, giving $\sigma=0.273$ and $\varepsilon_{r}=7.73$. The plate is illuminated by a vertically polarized electric current element placed just above one corner of the plate. The current source is given a differentiated Gaussian time signature with a 6 GHz bandwidth. The simulation is done with a
$126 \times 51 \times 26$ grid including 10-cell-thick PML layers placed only three cells from the scatter on all sides with the space steps $\Delta x=\Delta y=\Delta z=5 \mathrm{~mm}$, as shown in Fig. 3. Within the PML, $\sigma_{i}$ and $\kappa_{i}$ are scaled using an $m$ th order polynomial scaling. It is noted that $\alpha$ is not scaled, and is constant through the PML.

Table II: Computational time (s) for different PML implementations (PML layers = 10).

|  | Time steps <br> $=2000$ | Time steps <br> $=4000$ |
| :---: | :---: | :---: |
| 2nd-order PML in <br> $[9]$ | 757.90 | 1390.48 |
| Proposed 2nd- <br> order PML | 484.18 | 828.30 |
| CPML | 312.48 | 625.08 |
| SC-PML | 314.55 | 626.53 |



Fig. 2. The relative reflection error of the conventional SC-PML, the CPML, the 2nd-order PML in [9] and the proposed 2nd-order PML for a metal plate buried on an inhomogeneous, dispersive, and conductive soil half-space problem.


Fig. 3. Shows the FDTD grid geometry in this simulation.

To study the reflection error due to the proposed PMLs, a reference problem is also simulated. To this end, the same mesh is extended 75 cells out in all dimensions, leading to a $272 \times$ $201 \times 176$ cell lattice. The proposed PMLs are used to terminate this lattice with optimal PML parameters to minimize any spurious reflection. The fields within the lattice are then excited by an identical source, and the time-dependent fields are recorded within the region representing the original lattice. The relative reflection error (in dB ) versus time is computed at an observation point in the corner of the computational domain using $R_{d B}(t)=20 \log _{10}\left(\left|E_{x}(t)-E_{\text {xref }}(t)\right| /\left|E_{\text {x_refmax }}\right|\right) \quad$ where $E_{x}(t)$ represents the time-dependent discrete electric field of the observation point, $E_{\text {xref }}(t)$ is a reference solution based on an extended lattice, and $E_{x_{\_ \text {reffinax }}}$ represents the maximum value of the reference solution over the full-time simulation. The relative error computed is recorded in Fig. 4. The relative reflection error is first computed over 1800 time iterations. This same example is repeated with SC-PML $\left(\alpha_{n}=0 \kappa_{\text {max }}=14\right.$ and $\sigma_{\text {max }}=2.290$ $\mathrm{S} / \mathrm{m}$ ) and the convolution PML (CPML) [5] $\left(\alpha_{\eta}=0.04 \kappa_{\text {max }}=11\right.$ and $\left.\sigma_{\text {max }}=4.198 \mathrm{~S} / \mathrm{m}\right)$. For the 2nd-order PML including the proposed PML formulations and the formulations in [9], the following parameters are chosen:
$\kappa_{1 \eta}=1, \quad \alpha_{1 \eta}=0, \quad \sigma_{1 \eta \text { ppt }}=0.175 / 150 \pi \Delta x$, $\sigma_{1 \eta}=\sigma_{1 \eta \text { opt }} \rho^{4}, \kappa_{2 \eta \text { opt }}=14, \quad \kappa_{2 \eta}=1+\kappa_{2 \eta \text { opt }} \rho^{2}$, $\alpha_{2 \eta}=0.04+\sigma_{1 \eta} \quad, \quad \sigma_{2 \eta \text { opt }}=4 / 150 \pi \Delta x \quad$ and $\sigma_{2 \eta}=\sigma_{2 \eta \text { opt }} \rho^{2}$, where $\rho$ is zero at the interface of the PML and the FDTD computational domains and 1 at the end. In all computations of this paper, $\sigma$ and $\kappa$ are evaluated as the average value in the cell around the index location [1]. These optimum parameters are chosen empirically to obtain the lowest reflection.

These results are illustrated from Fig. 4. The maximum relative reflection errors of the conventional SC-PML, the CPML, the proposed 2nd-order PML and the 2nd-order PML in [9] are $-50 \mathrm{~dB},-86 \mathrm{~dB},-93 \mathrm{~dB}$, and -93 dB , respectively. It can be concluded from Fig. 4 that the absorbing
performance of the proposed 2nd-order PML formulations has more 7 dB and 43 dB improvement in terms of the maximum relative error as compared with the CPML and the SC-PML, respectively, and holds much lower reflection error for the late-time region than the SC-PML.


Fig. 4. The relative reflection error of the conventional SC-PML, the CPML, the 2nd-order PML in [9] and the proposed 2nd-order PML.

Tables III and IV are using different perfectly matched layer algorithm procedures, which occupy memory and different time steps, which occupy of computational time, respectively. Obviously, when FDTD computational domain is invariant, saving memory will increase with the increase of PML layers and saving time will increase with the increase of time steps.

Table III: Memory requirements (bytes) for the different PML implementations.

|  | PML <br> layers $=10$ | PML <br> layers $=16$ |
| :---: | ---: | ---: |
| 2nd-order PML in <br> [9] | $43,803 \mathrm{~K}$ | $98,748 \mathrm{~K}$ |
| Proposed 2nd- <br> order PML | $31,288 \mathrm{~K}$ | $65,832 \mathrm{~K}$ |
| CPML | $25,343 \mathrm{~K}$ | $53,323 \mathrm{~K}$ |
| SC-PML | $26,332 \mathrm{~K}$ | $55,428 \mathrm{~K}$ |

## IV. CONCLUSION

Efficient and unsplit-field higher-order PML formulations based on the SC-PML and the bilinear Z-transform method has been presented. It can be shown in the numerical simulation that the proposed 2nd-order PML formulations hold good
absorbing performance in terms of attenuating both the low-frequency propagating waves and evanescent waves, and also require less memory and computational time as compared with that in [9].

Table IV: Computational time (s) for the different PML implementations (PML layers=10).

|  | Time steps <br> $=1000$ | Time steps <br> $=2000$ |
| :---: | :---: | :---: |
| 2nd-order PML in <br> [9] | 707.37 | 1443.65 |
| Proposed 2nd- <br> order PML | 500.98 | 1031.18 |
| CPML <br> SC-PML | 378.07 | 777.51 |
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#### Abstract

In this paper, the finite-element boundary integral (FE-BI) method with UV method is applied to analyze the electromagnetic scattering from arbitrary three-dimensional bianisotropic objects located above a lossy half space. The form of electric field in bi-anisotropic materials is provided and cast into linear equations by finite element method (FEM), which is valid for any complex materials. The boundary integral equation (BI) is used to truncate the computational domain by using a half-space dyadic Green's function via the discrete complex image method (DCIM). A fast numerical approach, the UV method, is employed to decrease the memory requirement and the total CPU time for FE-BI solution. Numerical results are carried out so as to validate our developed algorithm. Further, the effects of different material parameters on the scattering characteristics of typical bi-anisotropic object in half space are examined and compared.


Index Terms - Bi-anisotropic media, electromagnetic scattering, FE-BI, half-space, and UV method.

## I. INTRODUCTION

Artificial microwave complex materials, including isotropic/bi-isotropic, anisotropic/bianisotropic media, have been many potential applications in the fields of antennas, alteration of the radar cross sections, since the media parameter provides an extra degree of freedom to control the
scattering properties of targets [1-2].
Many numerical techniques have been extensively studied for investigation of electromagnetic scattering from complex material objects in free space, such as the finite difference time domain method (FDTD) [3], the finite element method (FEM) [4], the method of moment (MoM) [5-7], the volume-surface integral equation (VSIE) [8] and the hybrid finite-element boundary integral method (FE-BI) [9]. However, to the best of our knowledge, very few works are directly related to the applications of numerical methods to investigate complex material objects located above a lossy half space, especially containing the bianisotropic media. FDTD and FEM based on differential equation are very flexible in terms of material geometry and composition. However, they are vulnerable to the impact of boundary truncation for scattering analysis [11]. MoM is the most popular approach, which has been developed for the electromagnetic scattering by a 3-D chiral object in the presence of a lossy half space [12, 13]. However, MoM is still quite cumbersome to be applied to the case of strongly inhomogeneous dielectric objects. Moreover, this method relies on the closed-form Green's functions, which are very difficult to obtain for general bi-anisotropic media [12].

The hybrid method FE-BI is well known as a powerful tool to solve the complex scattering problems [9, 10, 14], which deals with the inside fields via FEM flexibly and applies boundary integral equation with an appropriate Green's
function to truncate the computational domain for the unbounded domain. In this paper, FE-BI has been extended to study electromagnetic scattering from arbitrary bi-anisotropic objects located above a lossy half space. In the boundary integral formulations, one of the most complicated issues is evaluation of the half-space dyadic Green's function [12, 13, 17-20]. Each component of the dyadic is represented in general via a Sommerfield integral (SI), the direct numerical evaluation of which makes a MoM analysis prohibitive. The numerical integration of SI is time consuming since the integrand is both highly oscillating and slowly decaying. Therefore, the discrete complex image method (DCIM) [15] is employed to overcome this difficulty.

However, the final FE-BI system of equations consists of a partly-full, partly-sparse matrix, the equation of that is difficult to solve efficiently for iterative methods. Fortunately, the difficulty can be overcome by use of the fast multipole method (FMM) [16]. In [12, 13, 17, 18], FMM has been extended for general targets in the presence of a lossy half space. The "far" terms are evaluated via an approximation to the dyadic Green's function, using a single appropriately weighted image in the real space [17]. However, this real-image representation of the Green's function is appropriate for expansion when the source and observation points are separated by a wavelength or more [16]. This determines the large minimum group size of the FMM, which leads to a low efficiency. In this paper, the rank-based methods, the multilevel UV method [21] is applied to overcome the above difficulty for the approximation to the half-space Green's function in the "far" terms. The computational complexity and memory requirement of the multilevel UV method is $O(r N \log N)$, where $r$ is the typical rank at the largest level [21]. The multilevel UV method is the impedance matrix decomposition based method and kernel function independent. The half-space Green's function in the "far" terms is evaluated via DCIM, and the multilevel UV method needs only to deal with the final lowranked far matrix. Thus, the approximation error is controllable via the threshold in the UV matrix compression [21]. The multilevel UV method is easy to be applied in the existing FE-BI code without large change of the algorithms.

The paper is organized as follows. The formulation employed to solve the problem is reported in section II, together with an introduction of the multilevel UV method for FEBI analysis. In section III, numerical results are carried out so as to validate our developed algorithm. The final remarks are included in section IV.

## II. FORMULATION

An arbitrary complex media object above a half space is considered. The relative permittivity and permeability of the object and the lower halfspace are denoted by $(\overline{\bar{\varepsilon}}, \overline{\bar{\mu}}, \overline{\bar{\xi}}, \overline{\bar{\zeta}})$ and $\left(\varepsilon_{\varepsilon_{g}, \mu_{g r}}\right)$. FEM is used to describe the electric field in volume V . A boundary integral equation about the equivalent electric current $\mathbf{J}$ and magnetic current $\mathbf{M}$ on the surface of the object is solved by MoM to complement FEM equations.

## A. Weak form of wave equation in complex media

The electric and magnetic fields $\mathbf{E}$ and $\mathbf{H}$ radiated by the surface current $\mathbf{J}$ and $\mathbf{M}$ in an unbounded bi-anisotropic media are governed by the following constitutive relations $[4,10]$,

$$
\begin{align*}
& \mathbf{D}=\overline{\bar{\varepsilon}} \bullet \mathbf{E}+\bar{\xi} \cdot \mathbf{H}  \tag{1}\\
& =\overline{=}= \\
& \mathbf{B}=\bar{\zeta} \cdot \mathbf{E}+\mu \cdot \mathbf{H},
\end{align*}
$$

where $\overline{\bar{\varepsilon}}$ and $\overline{\bar{\mu}}$ are the permittivity and permeability tensors, respectively. $\overline{\bar{\xi}}$ and $\overline{\bar{\zeta}}$ are the tensors describing the magnetoelectric coupling effects in bi-anisotropic media. The wave equation has the following equation,

$$
\begin{equation*}
\mathcal{L} \cdot \mathbf{E}=-j \omega \mathbf{J}_{i} \tag{2}
\end{equation*}
$$

where $\mathcal{L}=(-\nabla+j \omega \overline{\bar{\xi}}) \cdot{ }^{-1} \cdot(\nabla+j \omega \overline{\bar{\zeta}})+\omega^{2} \overline{\bar{\varepsilon}}$.
By taking the inner product with test functions $\mathrm{E}^{\mathrm{a}}$ both sides of equation (2), then we have the following weak form of vector electric wave equation,

$$
\begin{align*}
F\left(\mathbf{E}, \mathbf{E}^{a}\right)= & <\mu^{-1} \cdot\left(\nabla \times \mathbf{E}^{a}+j \omega \overline{\bar{\xi}} \cdot \mathbf{E}^{a}\right), \nabla \times \mathbf{E}+j \omega \overline{\bar{\zeta}} \cdot \mathbf{E}> \\
& +\omega^{2}<\mathbf{E}^{a}, \overline{\bar{\varepsilon}} \cdot \mathbf{E}>-\left\langle\mathbf{E}^{a}, j \omega \mathbf{J}_{i}>-\left\langle j \omega \mathbf{J}_{i}^{a}, \mathbf{E}>\right.\right.  \tag{3}\\
& -j \omega \int\left(\left(\hat{n} \times \mathbf{E}^{a}\right)^{*} \cdot \mathbf{H}^{e \mathrm{e}} d S .\right.
\end{align*}
$$

## B. Half-space boundary integral formulation

The electric and magnetic fields outside S can be calculated by the surface boundary integral at the
surface S. As a scatterer, this object is illuminated by a total "incident field" including two components, one is the incident field $\left(\boldsymbol{E}^{\text {inc }}, \boldsymbol{H}^{\text {inc }}\right)$ and the other is the reflected field ( $\boldsymbol{E}^{\text {ref }}, \boldsymbol{H}^{\text {ref }}$ ) in the presence of the half space. The combined-field integral equation (CFIE) is used as follows,

$$
\begin{align*}
& \hat{t} \cdot\left(\mathbf{E}^{i n c}(\mathbf{r})+\mathbf{E}^{r e f}(\mathbf{r})\right)=\hat{t} \cdot\left[\frac{1}{2} \mathbf{E}(\mathbf{r})+j k_{0} \iint_{S} \overline{\mathbf{K}}_{i}^{A}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \cdot \mathbf{J}_{S}\left(\mathbf{r}^{\prime}\right) d S^{\prime}\right. \\
& +\frac{j}{k_{0}} \oiint_{S} \nabla^{\prime} \cdot \mathbf{J}_{S}\left(\mathbf{r}^{\prime}\right) \nabla K_{i i}^{\text {te }}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) d S^{\prime}  \tag{4}\\
& \left.+\iint_{S} \nabla \times \overline{\bar{G}}_{i i}^{F}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \cdot \mathbf{M}_{S}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) d S^{\prime}\right], \\
& \hat{n} \times\left(\overline{\mathbf{H}}^{n c}(\mathbf{r})+\overline{\mathbf{H}}^{r f}(\mathbf{r})\right)=\hat{n} \times\left[\frac{1}{2} \overline{\mathbf{H}}(\mathbf{r})+j k_{0} \iint_{S^{\prime}} \overline{\mathbf{K}}_{i}^{F}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \cdot \mathbf{M}_{s}\left(\mathbf{r}^{\prime}\right) d S^{\prime}\right. \\
& +\frac{j}{k_{0}} \oiint_{s} \nabla^{\prime} \cdot \mathbf{M}_{s}\left(\mathbf{r}^{\prime}\right) \nabla K_{i i}^{\text {Sn }^{n}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) d S^{\prime}}  \tag{5}\\
& \left.-\iint_{S} \nabla \times \overline{\bar{G}}_{i i}^{A}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \cdot \mathbf{J}_{S}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) d S^{\prime}\right],
\end{align*}
$$

where $\mathbf{J}_{s}=\eta \hat{n} \times \mathbf{H}$ and $\mathbf{M}_{s}=\mathbf{E} \times \hat{n}$ are the electric current and the equivalent magnetic current over the surface S , respectively. $\overline{\overline{\mathbf{K}}}_{i i}^{A}, \overline{\bar{G}}_{i}^{F}, \overline{\overline{\mathbf{K}}}_{i i}^{F}, \overline{\overline{\mathbf{G}}}_{i i}^{A}$ and $K_{i i}^{\phi e}$ and $K_{i i}^{\phi m}$ are the dyadic and the scalar Green's functions for the half-space region, which can be evaluated efficiently via the complex-image technique [15].

RWG [22] and Whitney basis functions [23] are used to expand the current and electric field. Combining equations (3) to (5), the final FE-BI matrix equation is obtained,

$$
\left[\begin{array}{lll}
K_{I I} & K_{I S} & 0  \tag{6}\\
K_{S I} & K_{S S} & B \\
0 & P & Q
\end{array}\right]\left\{\begin{array}{l}
E_{I} \\
E_{S} \\
J_{S}
\end{array}\right\}=\left\{\begin{array}{l}
0 \\
0 \\
b
\end{array}\right\}
$$

where $\left\{\mathrm{E}_{i}\right\}$ is a vector containing the discrete electric field inside $\mathrm{V},\left\{\mathrm{E}_{s}\right\}$, and $\left\{J_{s}\right\}$ are vectors containing the discrete electric and current on S , respectively, and finally $\mathrm{K}_{\mathrm{II}}, \mathrm{K}_{\mathrm{IS}}, \mathrm{K}_{\mathrm{SI}}, \mathrm{K}_{\mathrm{SS}}$, and B denote the corresponding highly sparse FEM matrices, and $\{\mathrm{b}\}$ is a vector related to the incident field.

## C. The multilevel UV method

The dense matrices $[\mathrm{P}]$ and $[\mathrm{Q}]$ generated by BI equation, which is a bottleneck of the FE-BI method that severely limits the capability of the FE-BI method in dealing with large objects. However, with the discrete complex image, the half-space Green function can be expanded to the exponential form, and then the half-space Green function varies smoothly with distance. Therefore, by grouping with the octree structure, similar to [18, 21], the dense matrices $[\mathrm{P}]$ and $[\mathrm{Q}]$ can split
into many low-rank submatrix blocks, which can be low rank compression. In this paper, the multilevel UV method is applied to reduce the computational complexity and memory requirement of the BI part.

The multilevel UV method is a rank-based method. Generally, the interaction matrix is fullranked when the observation groups are in the near field of the source group, while the interaction matrix between them is low-ranked when the observation groups are in the far field. Application of the UV decomposition to the low-ranked impedance matrix will result in significant memory and computational time savings. The basic principles of the UV decomposition can be found more detail in [21].

The whole object is divided into levels with the octree algorithm. Figure 1 illustrates a three level octree structure for a two-dimensional domain. The highest level has four blocks and the lowest level has $4 l$ blocks where $l$ is the number of levels. As proposed in [16], for the observation block (block 1) at level-1, the corresponding impedance matrix $\mathbf{Z}$, which refers to the matrices $[\mathrm{P}]$ and $[\mathrm{Q}]$ in FE-BI, can be decomposed into $l$ ( $l$ is the number of levels) sparse matrices,

$$
\begin{equation*}
\mathbf{Z}=\mathbf{Z}^{0}+\mathbf{Z}^{1}+\cdots+\mathbf{Z}^{l-1}, \tag{7}
\end{equation*}
$$



Fig. 1. A three level octree structure.
Since $Z^{0}$ is the near impedance matrix for the interactions of self and neighboring blocks at level$1, Z^{0}$ is full-ranked and stored directly. $Z^{1}$ and so forth are the impedance matrices for the interactions of the far field, which is defined as the parent block's near field and the current block's far field. As shown in Fig. 1, the far field of block 1 at level1 is the blocks 2,5 , and 6 at level- 2 , since block 1 at level-2 is the parent block of block 1 at level-1 and the blocks 2,5 , and 6 are the neighbors of block 1 at level-2. Similarly, the far field of block 1 at level-1 is the region of blocks 3,4 , and 2 at level-3. The far field interactions are only evaluated at the peer level. The concept of the far field used above is
the same as it in the multilevel fast multipole algorithm (MLFMA) [16].

For $Z^{1}$ and so forth, the matrices are operated with two different ways according to their size, when applying the UV method. When the size of the matrix is small, it will be computed directly and its rank $r$ is evaluated by singular value decomposition (SVD), then the $\mathbf{U}$ and $\mathbf{V}$ matrixes can be obtained. When the size of the matrix is large, the column and row sampling according to rank estimates is performed and SVD on the sampled matrix is implemented instead. So it should be noted that average ranks of the matrix blocks and the approximation precision increase by the decrease of truncation error. In the code, the rank of the first pair of groups is evaluated and the others are assumed the same as the first pair to further reduce the time for evaluating the rank. The above technique is feasible, since only the coarse estimation of the rank is needed in the UV algorithm [21]. The $m \times n$ matrix is then decomposed into $\mathbf{U}(m \times r)$ and $\mathbf{V}(r \times n)$ matrices, which leads to the significant time and memory savings when the matrix is low-ranked.

## III. NUMERICAL RESULTS AND DISCUSSIONS

In this section, numerical examples are considered to demonstrate the accuracy and flexibility of our FE-BI algorithm for the analysis of electromagnetic scattering from arbitrary objects in half space. For the precision of the UV method. The truncation error of SVD is $1 \mathrm{e}-4$ in the codes for these numerical examples. All numerical experiments are performed on a Pentium 4 with 2.9 GHz CPU and 2 GB RAM in double precision.

At first, Fig. 2 shows the bistatic scattering cross section of a bi-isotropic chiral sphere in the case of VV-polarizations. The chiral sphere is situated 40 cm above a lossy half space with a diameter of 0.6 m . The half space is characterized by $\varepsilon_{g r}=5.0-j 0.2$ and $\sigma_{g}=0.01 \mathrm{~S} / \mathrm{m}$ and at 300 MHz . The total number of unknowns is 45227 consisting of 40700 for the finite-element discretization and 4527 for BI. Two-level UV method is employed with the minimum group size $0.076 \lambda_{0}$. The chiral body is assumed to have a relative chirality $\xi_{r}$ and parameters $\varepsilon=\varepsilon_{0} \varepsilon_{r} /\left(1-\xi_{r}^{2}\right), \mu=\mu_{0} \mu_{r} /\left(1-\xi_{r}^{2}\right), \quad \xi=-j \sqrt{\varepsilon \mu} \xi_{r} /\left(1-\xi_{r}^{2}\right)$, $\zeta=-\xi \quad$, where $\varepsilon_{r}=3.0 \quad, \quad \mu_{r}=1.0$ and
$\xi_{r}=0.3,0.5,0.8$. As shown in Fig. 2, the numerical results of the bistatic RCS is compared with those obtained by MoM [12]. It is obvious that an excellent agreement is obtained between them. Therefore, our algorithm has been proven to be accurate enough. The efficiency of the UV method for FE-BI solution is verified by comparing with the FE-BI without UV method. It takes 798.3 minutes to compute using FE-BI without UV method but only 265.2 minutes are need for the UV method. The memory requirement is 625.41 MB for BI part without UV method, but 211.38 MB for BI part with UV method.


Fig. 2. Bistatic scattering cross section in the case of VV-polarization of a homogeneous chiral sphere above a lossy half space.

To validate our algorithm for computing the electromagnetic scattering of bi-anisotropic targets, the scattering cross section of a bianisotropic omega cylinder is computed and compared to the results in [10]. The bi-anisotropic omega media has constitutive tensors are in the form as follows,

$$
\begin{align*}
& \stackrel{\bar{\varepsilon}}{=}=\varepsilon_{0}\left[\begin{array}{lll}
\varepsilon_{1} & 0 & 0 \\
0 & \varepsilon_{2} & 0 \\
0 & 0 & \varepsilon_{3}
\end{array}\right], \quad \overline{\bar{\mu}}=\mu_{0}\left[\begin{array}{lll}
\mu_{1} & 0 & 0 \\
0 & \mu_{2} & 0 \\
0 & 0 & \mu_{3}
\end{array}\right],  \tag{8}\\
& \overline{\bar{\xi}}=\left[\begin{array}{lll}
0 & 0 & 0 \\
-j \Omega & 0 & 0 \\
0 & 0 & 0
\end{array}\right], \quad \overline{\bar{\zeta}}=\left[\begin{array}{ccc}
0 & j \Omega & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
\end{align*}
$$

where $\varepsilon_{1}=2.0, \varepsilon_{2}=3.0, \varepsilon_{3}=2.0, \mu_{1}=1.2, \mu_{2}=1.2, \mu_{3}=1.0$ and $\Omega=0.0,0.5$, and 1.0. Figures 3 and 4 show the bistatic scattering cross section of the finite omega cylinder in a free space, in the case of VVand HH-polarizations [10]. The cylinder is meshed
into 4948 triangles and 34317 tetrahedrons. In Fig 3 , the results obtained by our algorithm are in good agreement with those in [10].


Fig. 3. Bistatic scattering cross section of a finite omega cylinder in free space in the case of VVpolarization.


Fig. 4. Bistatic scattering cross section of a finite omega cylinder in free space in the case of HH polarization.

Further, the bistatic scattering cross sections of the cylinder located at 0.3 m above a half space is studied via the FE-BI, as shown in Fig. 5. In the solution of FE-BI, two-level UV method is employed with the minimum group size $0.126 \lambda$. The efficiency of the UV method for FE-BI solution is verified by comparing with the FE-BI without UV method. It takes more than 24 hours to compute using FE-BI without UV method but only 594.3 minutes are needed for the UV method. The memory requirement is 1.681 GB for BI part without UV method, but 387.28 MB for BI part with UV method.


Fig. 5. Bistatic scattering cross section of a finite omega cylinder in half space in the case of VVpolarization.

Figure 5 at first shows the bistatic scattering cross section in the case of VV-polarization. It is shown that the $\Omega$ parameter has little effect on the scattering pattern in half space as well as in free space, shown in Fig. 3. As shown in Fig. 4, for the HH-polarization, the scattering pattern in free space can be modified effectively by the $\Omega$ parameter. However, as shown in Fig. 6, for the HH-polarization, the $\Omega$ parameter has less effect on the scattering pattern in half space than it has in free space. Moreover, it is interesting to note that the values of the HH-polarization RCS in free space increase with increasing magnitude of the $\Omega$ parameter, as observed in Fig. 4. However, the values of the HH-polarization RCS in half space slightly decrease with the increasing magnitude of the $\Omega$ parameter, as observed in Fig. 6. Of course, the scattering characteristics of a bi-anisotropic object depend on the combination of many different parameters, such as the four constitutive tensors, the incident wave form, the direction and polarization state etc. [10].

## IV. CONCLUTION

In this paper, the FE-BI method has been developed for the analysis of electromagnetic scattering from arbitrary bi-anisotropic objects located above a lossy half space. The accuracy of the proposed method has been proven by comparison with published data. The multilevel UV method has been successfully applied to FEBI to decrease the memory requirement and CPU time of solution. The effect of bi-anisotropic
parameters on the scattering characteristics is examined by considering the canonical examples. The present analysis shows that for VVpolarization scattering pattern, the bi-anisotropic parameters have less effect either in free space or half space. For HH-polarization scattering pattern, the bi-anisotropic parameters have great effect in free space, but it has actually little effect in free space in this analysis. Further, the present analysis may be useful in choosing appropriate bianisotropic materials to control the scattering characteristics in half space.


Fig. 6. Bistatic scattering cross section of a finite omega cylinder in half space in the case of HH polarization.
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#### Abstract

The concept of using high order modes of a bow-tie shaped dielectric resonator in the design of N -way power divider is presented in this paper. The design of 6 -way power divider operating at X -band frequency range is illustrated, simulated and tested for concept validation. The combination of probe type excitation and microstrip technology is used to excite an H polarized resonating mode around 10 GHz . Both input matching and in phase tapered power distribution are experimentally maintained within 150 MHz frequency band around the resonant frequency. Measured scattering parameters magnitude and phase of the proposed 7-port structure are shown to verify the expected simulation results. Also, the proposed power divider is used to excite an antenna array of six rectangular dielectric resonators using narrow slots coupled to the power divider output through microstrip lines. Good agreement between simulated and measured results is obtained for application validation.


Index Terms-Antenna array feed, bow-tie shaped dielectric resonators, higher-order modes, power divider, and X-band.

## I. INTRODUCTION

Dielectric resonators (DRs) have been used in the design of microwave components such as microwave filters and stabilized oscillators [1-3]. These ceramic resonators are made of low loss, temperature-stable and of high dielectric constant materials [4-5]. However, for antenna applications, such dielectric resonators can be of low radiation Q-factor. Hence, high radiation efficiency device characteristics are obtained [6-8]. All these
properties made them suitable for multi- functional applications as either radiator and/or resonator for microwave circuits [9-12].

High-order mode dielectric resonators were studies for several years due to their desirable properties in the design of microwave and millimeter devices. They have been used for measurements of dielectric loss tangent and for sensing applications in the microwave and millimeter wave regions due to their high Q-factor and strong field concentration in the surrounding area of the dielectric boundaries [13-14]. Among such high-order modes are the so-called dielectric resonator whispering-gallery modes (WGMs), which are usually travelling along the dielectric resonator's boundary with oscillating field distributed between the outer boundary and the inner caustic of the resonator.

These high-order modes have practical use in many optical, millimeter and even sub-millimeter electronic systems [15]. Recent research work was devoted in the use of such H-polarized WGM in the design of N -way microwave power divider with equal in-phase and out-of-phase power distribution [16-17]. The objective of this work is to investigate the availability of exciting an H polarized high order mode with high radial index to be used in the design of microwave tapered power divider.

In this paper, an extension to [18] for a bowtie shaped dielectric resonator operating in the H polarized high-order radial field variation mode is presented. The bow-tie shaped dielectric resonator is enclosed by cylindrical cavity to obtain an Nports microwave power divider. The resonator is placed on top of a rectangular ground plane and excited by microstrip feeding network to be
printed on a microwave substrate and coupled to the dielectric resonator through conducting probes penetrating inside the resonator at certain designed positions with fixed heights. An early stage of fabricating the physical layout for the proposed structure is shown in Fig. 1 for 6 -way power divider. The proposed design is assumed to produce in-phase tapered power distribution at the output ports while the spacing distance between the adjacent output ports are kept to be half wavelength apart to feed linear antenna array.

A brief description of the proposed geometry and the design procedure using ANSYS HFSS commercial software [19] are provided in section II. In section III, simulated results are compared with the measured results for further concept validation in addition to demonstrating the advantages of using shielded cavity resonator to suppress radiation losses and enhance the coupling to the resonating mode. In section IV, the design of 6-elements linear rectangular dielectric resonator antenna array is described.

## II. DESCRIPTION OF PROPOSED POWER DIVIDER

The proposed X-band power divider geometry is shown in Fig. 2. The bottom layer is sketched in solid lines while the top layer is in dashed lines to have a better understanding of the designed configuration. The proposed power divider consists of a bow-tie shaped dielectric resonator with 24 mm sector radius, 5 mm height, and $23^{\circ}$ sector angle placed on top of a rectangular RT/duroid 6010LM dielectric substrate with dielectric constant 10.2 and 0.625 mm thickness. The resonator is exposed to the grounded side of the microstrip feeding network.


Fig. 1. Early fabrication stage for the proposed Xband 6 -way power divider using bow-tie shaped dielectric resonator (side view).


Fig. 2. Bottom view of the proposed X-band 6way tapered higher order dielectric resonator power divider.

The design procedure was done in two successive phases. The first phase focused on the design of the dielectric resonator and compromises its shape to meet the desired specifications. The second phase involved the design of the microstrip feeding network that is printed on the other side of the dielectric substrate. In phase and symmetrical tapered power distribution are obtained at the different output ports while acceptable impedance matching at the input port is achieved as shown in Fig. 2. This power divider is more compact in size compared to other traditional power dividers. The design is not restricted to $2^{\mathrm{n}}$-output ports.

It is important to understand the electrical nature of the excited higher order mode to help in choosing the dielectric resonator's shape and the appropriate excitation or coupling technique. A sector-shaped dielectric resonator is designed and excited through coaxial probe at the center. Thus, higher-order transverse magnetic mode with three radial magnetic loops on each side of the probe and of different field strength are recognized around 10 GHz .

For transverse magnetic modes with larger radial mode index, the magnetic field lines are circularly oriented with successive out of phase
field loops (in y-axis). The number of these loops is equal to the radial index of the excited mode, which are three in this case. Due to the fact that symmetrical tapering scheme is required, a bowtie shaped resonator is suggested as shown in Fig. 1. The magnetic field distribution inside the bowtie shaped dielectric resonator at the resonant frequency of the excited mode is shown in Fig. 3, where out-of-phase magnetic field loops are observed while exciting the resonator from port 1 and terminating the other ports with matched loads.


Fig. 3. Magnetic field representation of the excited high-order dielectric resonator mode inside the bow-tie shaped resonator at 10 GHz .

An easy method to couple with the Hpolarized high-order mode is by using coaxial probes as reported in [16]. Conducting probes are inserted inside the dielectric resonator at the center of each magnetic loop. Parametric studies were conducted at the beginning to obtain the proper positioning and height of the six conducting probes for acceptable coupling to the resonating mode while maintaining the probe radius to be 0.27 mm . The conducting probes were placed at distances of 6,12 , and 18 mm away from the center of the resonator as shown in Figs. 1, and 3. It was found that the optimum length of the conducting probes to penetrate inside the resonator, $\boldsymbol{H p}$, is 1 mm for appropriate coupling to the desired mode. The design of the non-radiating microstrip feeding network on the bottom side of the dielectric substrate was modeled. Conducting "vias" were used to connect between the inserted probes and the open ended terminals of the nonradiating microstrip lines.

The output ports were connected to three pairs of symmetrical microstrip lines around the x -axis from the other side of the dielectric substrate with $50 \Omega$ SMA connectors as shown in Fig. 2. The input port was also connected to a microstrip pad
of width $w_{2}$. In-phase power distribution at the output ports was obtained by introducing different sections of meandering lines as part of the feeding network design. The spacing distance, $L_{o}$, between the successive adjacent ports is kept to be half a wavelength around 10 GHz for the antenna array application. Table I lists all the design parameters that have been used in Fig. 2. Since it was stated in previous work [16-17] that radiation losses from the bow-tie shaped dielectric resonator are significant, a cylindrical conducting cavity of 45 mm radius and 10 mm height was used to shield the resonator and prevent any radiation losses as shown in Fig. 4. The cavity design parameters were chosen while maintaining acceptable impedance matching at the input port while reducing any disturbance to the excited mode due to the designed shielding cavity.

Table I: The proposed 6-way power divider design parameters.

| Design <br> Parameter | Parameter <br> Value $(\mathrm{mm})$ | Design <br> Parameter | Parameter <br> Value $(\mathrm{mm})$ |
| :--- | :--- | :--- | :--- |
| $W$ | 110 | $w_{o}$ | 0.6 |
| $L$ | 110 | $w_{l}$ | 1 |
| $L_{o}$ | 15 | $w_{2}$ | 2.2 |
| $r_{1}$ | 6 | $r_{3}$ | 18 |
| $r_{2}$ | 12 | $R_{D R}$ | 24 |



Fig. 4. Illustration of simulated 6-way power divider with the proposed cylindrical shielding cavity to suppress the radiation losses of the bowtie dielectric resonator.

## III. POWER DIVIDER RESULTS

A homemade bow-tie shaped dielectric resonator was machined according to the selected design parameters listed in Table I. The resonator was machined to have three holes of 0.27 mm
radius at each side of the resonator while the middle hole was of 1 mm radius to host the input probe. Measurements were conducted on the fabricated design for verification.

Figure 5 illustrates the simulated and measured scattering parameters of the power divider. It can be noticed that tapering in the coupled power is achieved within the range of 2 dB between the different output ports. The concept of using the bow-tie resonator was intended to achieve tapering for the power. However, the measured tapering level was smaller than anticipated. It could be controlled further by changing the probes' lengths, but this will add to the practical difficulty of adjusting the probe's length with our in house limited facilities.


Fig. 5. Measured and simulated reflection and coupling coefficients for the shielded 7-port Xband in-phase power divider.

The advantages of the resonant-type power divider are the high efficiency of the power distribution and the assurance that the output signals are exactly in-phaseor out-of-phase with respect to each other before entering the microstrip lines feeding network. Assuming that the input source andthe output ports are properly matched, the efficiency of the power divider can be obtained as,

$$
\begin{equation*}
\eta=\frac{\sum_{i=2}^{7}\left|S_{1 i}\right|^{2}}{1-\left|S_{11}\right|^{2}} . \tag{1}
\end{equation*}
$$

By using the measured values of the scattering parameters shown in Fig. 5, the efficiency at 10 GHz comes out to be $62 \%$. It is believed that a significant portion of the losses occurs in the microstrip feeding network. In addition, phase measurements were also done for the different ports with respect to the input port and compared with the simulated results as shown in Fig. 6. Differences between the simulated and measured results can be noticed, which could be attributed to the fabrication tolerances.


Fig. 6. Comparison between the measured and simulated coupling coefficients phase with respect to the input ports.

## IV. ANTENNA ARRAY RESULTS

A rectangular dielectric resonator with length, $\mathrm{L}_{\mathrm{DR}}$, width, $\mathrm{W}_{\mathrm{DR}}$, and height, $\mathrm{H}_{\mathrm{DR}}$ is placed on a rectangular ground plane and excited with rectangular narrow slot to resonate at 10 GHz . The slot is of length $\mathrm{L}_{\mathrm{s}}$ and width $\mathrm{W}_{\mathrm{s}}$ and is excited by a microstrip line that is terminated by an open stub of length $L_{t}$ beyond the middle of the narrow slot as shown in Fig. 7. The proposed power divider is used as a feeder for the modeled linear rectangular DRA array. The spacing between the elements is maintained to be half a wavelength at 10 GHz .

The reflection coefficient of a single element is shown in Fig. 8 (a), and the radiation pattern of a single element over a finite ground plane is shown in Fig. 8 (b). All the dimensions are listed in Table II.


Fig. 7. Proposed rectangular dielectric resonator antenna array excited with narrow slots and coupled to microstrip feeding network.


Fig. 8. Simulated results for a single rectangular DRA element excited by a narrow slot: (a) antenna reflection coefficient and (b) far filed radiation patterns.

Table II: Dimensions of single element DRA.

| Design Parameter <br> Symbol | Parameter Value <br> $(\mathbf{m m})$ | Design Parameter <br> Symbol | Parameter Value <br> $(\mathbf{m m})$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| L | 151.25 | $\mathrm{~L}_{\mathrm{s}}$ | 4.6 |  |  |
| W | 165 | $\mathrm{~W}_{\mathrm{S}}$ | 0.9 |  |  |
| $\mathrm{~L}_{\mathrm{DR}}$ | 6.3 | $\mathrm{~L}_{\mathrm{t}}$ | 6.375 |  |  |
| $\mathrm{~W}_{\mathrm{DR}}$ | 6.3 | $\mathrm{~W}_{\mathrm{m}}$ | 0.8 |  |  |
| $\mathrm{H}_{\mathrm{DR}}$ | 5 | D | 14.73 |  |  |
| $\mathrm{R}_{\text {Cavity }}$ | 45 | $\mathrm{H}_{\text {Cavity }}$ | 10 |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |

Finally, Fig. 9 illustrates the complete design configuration simulated using ANSYS HFSS commercial software [19]. The physical layout of the antenna array with the proposed power divider in its final presentation is shown in Fig. 10 from both top and bottom views.


Fig. 9. Simulated rectangular DRA array fed by the proposed X -band power divider based on bowtie shaped dielectric resonator.


Fig. 10. Top and bottom views of the array and the power divider.

Figure 11 shows the measured and simulated reflection coefficients of the final proposed design configuration shown in Fig. 10. Acceptable matching to input impedance with 100 MHz impedance bandwidth around the designed resonant frequency is achieved. In addition, simulated and measured far field radiation patterns at 10 GHz for the designed array fed with the proposed power divider are shown in Fig. 12.


Fig. 11. Measured and simulated input reflection coefficient of the proposed rectangular DRA array fed by the 7 -way power divider.


Fig. 12. Measured and simulated far field radiation patterns of the proposed antenna array.

Broadside type of radiation pattern with 12 dB side lobe level is achieved as shown in Fig. 12. Based on HFSS results, the computed directivity is 11.6 dB and the gain is 11.5 dB indicating very high radiation efficiency. As mentioned before, the tapering level can be controlled by the probe lengths or by the radial position of the probes from the center of the bow-tie resonator. These are possible techniques that can be investigated in the future.

## V. CONCLUSION

An X-band high-order bow-tie shaped dielectric resonator enclosed by a cylindrical cavity was designed, built, and tested to perform
as a 7 -way tapered power divider. The excitation of the transverse magnetic mode was carried out by using microstrip feeding technology integrated with probe coupling technique. The amplitudes of both reflection and transmission coefficients were measured and compared with the simulated results. In addition, phase measurements were also done for the transmission coefficients. Finally, the application of the proposed power divider was demonstrated in feeding 6-element rectangular dielectric resonator antenna array. Antenna array reflection coefficient and far field radiation patterns were obtained and compared with measured data.
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#### Abstract

This paper presents a modeling of weakly conducting thin sheets in the time domain discontinuous Galerkin method. This interface condition is used to avoid the mesh of resistive sheets in order to evaluate the shielding effectiveness in high frequency electromagnetic compatibility problems. This condition is valid when the thickness of the sheet is smaller than the skin depth. This approach is validated by a comparison with an analytical solution. A 1D two sheets example, 2D and 3D cavities are treated to illustrate the efficiency of the condition.


Index Terms - Discontinuous Galerkin, resistive sheet, and shielding effectiveness.

## I. INTRODUCTION

The accurate evaluation of the shielding effectiveness of enclosures of complex shapes is a crucial issue in many electromagnetic compatibility (EMC) problems. It requires adequate numerical approaches. The ability to model features that are small relative to the cell size is often important in electromagnetic simulations. This may lead to subsequent increase in memory and execution time due to a refined mesh around small details of the geometry. This is particularly true for thin sheets, which may involve a mesh of bad quality.

In order to avoid the spatial discretization of thin sheets, different interface conditions have
been proposed. In the frequency domain, analytical solutions $[1,2]$ can be included in a three dimensional model [3]. Many papers have been devoted to extend the approach in the time domain using an inverse Fourier or Laplace transform combined to a convolution product with the FDTD method [4-6]. Nevertheless, the stair casing error present in the FDTD method may affect significantly the numerical results.

The discontinuous Galerkin (DG) method is a powerful approach for solving time dependent problems. It is based on the local resolution of the equations in each cell and uses flux terms to connect adjacent elements [7-9]. It has the advantage of the unstructured mesh and high spatial order unlike the conventional FDTD. Such a high level spatial scheme can reduce the dispersive error induced by the low level of the spatial approximation in the FDTD.

Composite materials become widely used in aerospace and aircraft industries. They are generally composed by a resin matrix reinforced by conducting fibres [10, 11]. These materials offer low weight but are not as electrically conductive as metallic ones. So they have a significant impact on the electromagnetic behaviour of the enclosures. The effect of such a low conductivity on the envelope resonances needs to be studied.

In [12] a resistive sheet was proposed for a DG method based on hexahedral elements. It showed its advantages in terms of accuracy and
memory storage compared with the FDTD method but suffers from the use of cubic cells.

In this paper a specific interface condition is proposed to replace a thin resistive cell in a DG method based on an unstructured mesh. The formalism is developed in the general 3D case, it is then implemented for simplex elements in 2D (triangles) and 3D (tetrahedral). It allows to take into account conductors with a thickness smaller than the skin depth. This method is implemented in a DG module of GMSH [13].

## II. PROBLEM FORMULATION

The Maxwell's equations are solved in the time domain as,

$$
\left\{\begin{array}{c}
\varepsilon \partial_{\mathrm{t}} \overrightarrow{\mathbf{E}}-\nabla \times \overrightarrow{\mathbf{H}}=-\overrightarrow{\mathbf{J}}  \tag{1}\\
\mu \partial_{\mathrm{t}} \overrightarrow{\mathbf{H}}+\nabla \times \overrightarrow{\mathbf{E}}=0
\end{array},\right.
$$

where $\varepsilon$ is the permittivity of the medium and $\mu$ its permeability. The current density of the conductive medium is such as $\overrightarrow{\mathbf{J}}=\sigma \overrightarrow{\mathbf{E}}$, with $\sigma$ is the conductivity.

For the computational applications, the fields are discretized on a mesh made of triangular or tetrahedral elements, with first-order basis functions. The time-stepping is performed with the leapfrog scheme. The numerical scheme is based on the variational formulation of equation (1) given by, in each tetrahedral element $T$,

$$
\left\{\begin{array}{c}
\int_{T} \varepsilon \frac{\overrightarrow{\mathbf{E}}^{\mathrm{n}+1}-\overrightarrow{\mathbf{E}}^{\mathrm{n}}}{\Delta \mathrm{t}} \cdot \overrightarrow{\boldsymbol{\varphi}}=\left[\int_{\mathrm{T}} \overrightarrow{\mathbf{H}}^{\mathrm{n}+\frac{1}{2}} \cdot \nabla \times \overrightarrow{\boldsymbol{\varphi}}\right.  \tag{2}\\
\left.+\int_{\partial \mathrm{T}}(\overrightarrow{\mathbf{n}} \times \overrightarrow{\mathbf{H}})^{\mathrm{num}, \mathrm{n}+\frac{1}{2}} \cdot \overrightarrow{\boldsymbol{\varphi}}-\int_{\mathrm{T}} \sigma \overrightarrow{\mathbf{E}}^{\mathrm{n}} \cdot \overrightarrow{\boldsymbol{\varphi}}\right] \\
\int_{\mathrm{T}} \mu \frac{\overrightarrow{\mathbf{H}}^{\mathrm{n}+\frac{1}{2}}-\overrightarrow{\mathbf{H}}^{\mathrm{n}} \frac{1}{2}}{\Delta \mathrm{t}} \overrightarrow{\boldsymbol{\phi}}=-\left[\int_{\mathrm{T}} \overrightarrow{\mathbf{E}}^{\mathrm{n}} \cdot \nabla \times \overrightarrow{\boldsymbol{\phi}}\right. \\
\left.\quad+\int_{\partial \mathrm{T}}(\overrightarrow{\mathbf{n}} \times \overrightarrow{\mathbf{E}})^{\mathrm{num}, \mathrm{n}} \cdot \overrightarrow{\boldsymbol{\phi}}\right]
\end{array}\right.
$$

where $(\overrightarrow{\mathbf{n}} \times \overrightarrow{\mathbf{E}})^{\text {num }}$ and $(\overrightarrow{\mathbf{n}} \times \overrightarrow{\mathbf{H}})^{\text {num }}$ are the numerical flux that must be evaluated with a particular discretization. There are generally two choices, which make the scheme dissipative or dispersive,
where $\overrightarrow{\boldsymbol{n}}$ the outward normal, $\mathrm{Z}=1 / \mathrm{Y}=\sqrt{\mu / \varepsilon}$ ,$\llbracket u \rrbracket=\frac{u^{+}-u^{-}}{2}$ and $\{u\}=\frac{u^{+}+u^{-}}{2}$. The subscript "-" denotes the values for fields in the current element, while " + " is for the adjacent element. For $\alpha=0$, centred flux are obtained and the numerical scheme is dispersive [14]. For $\alpha=1$, upwind flux are obtained and the numerical scheme is dissipative [8]. In this work, upwind fluxes are used. For expensive reference simulations (when the sheet is meshed and 3D cavity), an implicit Runge-Kutta scheme that permits a large time step is considered.

## III. CONSTRUCTION OF THE INTERFACE CONDITION

The electromagnetic field equations in the sheet are considered in 1D and in the frequency domain,

$$
\left\{\begin{array}{c}
\partial_{\mathrm{x}} \mathrm{E}_{\mathrm{y}}=-\mathrm{j} \omega \mu \mathrm{H}_{\mathrm{z}}  \tag{4}\\
\partial_{\mathrm{x}} \mathrm{H}_{\mathrm{z}}=-(\sigma+\mathrm{j} \omega \varepsilon) \mathrm{E}_{\mathrm{y}},
\end{array}\right.
$$

where $\varepsilon, \mu$, and $\sigma$ are respectively the permittivity, the permeability, and the conductivity of the sheet (Fig. 1).


Fig. 1. Resistive sheet.
So the intrinsic impedance of the sheet is,

$$
\begin{equation*}
\eta=\sqrt{\frac{\mathrm{j} \omega \mu}{(\sigma+\mathrm{j} \omega \epsilon)}}, \tag{5}
\end{equation*}
$$

and the planar propagation constant is,

$$
\begin{equation*}
\gamma=\sqrt{\mathrm{j} \omega \mu(\sigma+\mathrm{j} \omega \varepsilon)} . \tag{6}
\end{equation*}
$$

For low frequency, the impedance and the propagation constant can be written as,

$$
\left\{\begin{array}{l}
\eta=\sqrt{\frac{j \omega \mu}{\sigma}}  \tag{7}\\
\gamma=\sqrt{j \omega \mu \sigma}
\end{array} .\right.
$$

Using the analytical 1D solution [5], the electromagnetic fields on the two sides of the shield are connected by,

$$
\begin{equation*}
\binom{H_{z}(\omega, 0)}{H_{z}(\omega, d)}=M\binom{E_{y}(\omega, 0)}{E_{y}(\omega, d)} \tag{8}
\end{equation*}
$$

where M is the admittance matrix,

$$
M=\left(\begin{array}{ll}
y_{1}(\omega) & -y_{2}(\omega)  \tag{9}\\
y_{2}(\omega) & -y_{1}(\omega)
\end{array}\right) .
$$

$\mathrm{y}_{11}$ and $\mathrm{y}_{21}$ have the following expression,

$$
\begin{align*}
& \mathrm{y}_{1}(\omega)=-(\eta \tanh (\gamma d))^{-1} \\
& \mathrm{y}_{2}(\omega)=-(\eta \sinh (\gamma d))^{-1} . \tag{10}
\end{align*}
$$

The asymptotic behaviour of $\mathrm{y}_{11}$ and $\mathrm{y}_{21}$, when $\omega \rightarrow 0$,

$$
\begin{align*}
& y_{1} \sim y_{1}^{\mathrm{LF}}=-\frac{\mathrm{i}}{\omega \mu \mathrm{~d}}-\frac{\sigma \mathrm{d}}{3}+\mathrm{O}(\omega) \\
& \mathrm{y}_{2} \sim \mathrm{y}_{2}^{\mathrm{LF}}=-\frac{\mathrm{i}}{\omega \mu \mathrm{~d}}+\frac{\sigma \mathrm{d}}{6}+\mathrm{O}(\omega) . \tag{11}
\end{align*}
$$

For the low frequencies, $\left(\mathrm{y}_{2}-\mathrm{y}_{1}\right) \approx \frac{\sigma \mathrm{d}}{2}$. The error of this approximation depends on $\gamma d$. The real and imaginary parts of $\gamma d$ are equal to $\frac{d}{\delta}$, where $\delta=\sqrt{\frac{2}{\mu \sigma \omega}}$ is the skin depth. So the error of the approximation is determined by the rate $\frac{d}{\delta}$. For our problem, we choose $\frac{d}{\delta} \leq 1$. In the worst case (i.e., $d=\delta)$, the error on $\left(\mathrm{y}_{2}-\mathrm{y}_{1}\right)$ is then approximately $3 \%$.

The continuity of the electric field is supposed, and a simplified relation is deduced,

$$
\left\{\begin{array}{c}
E_{y}(\omega, 0)=E_{y}(\omega, d)  \tag{12}\\
H_{z}(\omega, d)-H_{z}(\omega, 0)=\sigma d \frac{E_{y}(\omega, 0)+E_{y}(\omega, d)}{2} .
\end{array}\right.
$$

For the time domain application, due to the linearity of the relation, it stays unchanged,

$$
\left\{\begin{array}{c}
\mathrm{E}_{\mathrm{y}}(\mathrm{t}, 0)=\mathrm{E}_{\mathrm{y}}(\mathrm{t}, \mathrm{~d})  \tag{13}\\
\mathrm{H}_{\mathrm{z}}(\mathrm{t}, \mathrm{~d})-\mathrm{H}_{\mathrm{z}}(\mathrm{t}, 0)=\sigma \mathrm{d} \frac{\mathrm{E}_{\mathrm{y}}(\mathrm{t}, 0)+\mathrm{E}_{\mathrm{y}}(\mathrm{t}, \mathrm{~d})}{2} .
\end{array}\right.
$$

The relation of equation (12) can be formulated with the tangential components of the fields,

$$
\left\{\begin{align*}
\overrightarrow{\mathbf{n}} \times \overrightarrow{\mathbf{E}}^{+} & =\overrightarrow{\mathbf{n}} \times \overrightarrow{\mathbf{E}}^{-}  \tag{14}\\
\overrightarrow{\mathbf{n}} \times \overrightarrow{\mathbf{H}}^{+}-\overrightarrow{\mathbf{n}} \times \overrightarrow{\mathbf{H}}^{-} & =\mathrm{Y}_{\mathrm{s}} \overrightarrow{\mathbf{n}} \times \overrightarrow{\mathbf{n}} \times \frac{\left(\overrightarrow{\mathbf{E}}^{-}+\overrightarrow{\mathbf{E}}^{+}\right)}{2},
\end{align*}\right.
$$

where $\overrightarrow{\mathbf{n}}$ is the outward unit normal of the $\left(\overrightarrow{\mathbf{E}}^{-}, \overrightarrow{\mathbf{H}}^{-}\right)$element and $\mathrm{Y}_{\mathrm{s}}=\sigma \mathrm{d}$. The propagation of a plane wave with normal incidence is considered from "-" incident medium to "+". The resulting flux terms for the proposed interface condition are obtained using equation (13) and flux term in equation (3) with $\alpha=0 .(\overrightarrow{\mathbf{n}} \times \overrightarrow{\mathbf{E}})^{\text {num }}$ stays unchanged relative to equation (3) thanks to the continuity of the electric field. To define $(\overrightarrow{\mathbf{n}} \times \overrightarrow{\mathbf{H}})^{\text {num }}, \overrightarrow{\mathbf{n}} \times \frac{\{\mathrm{Z} \overrightarrow{\mathbf{H}}\}}{\{Z\}}$ is replaced by $\overrightarrow{\mathbf{n}} \times \overrightarrow{\mathbf{H}}^{+}$ computed using equation (14),

$$
\left\{\begin{array}{c}
(\overrightarrow{\mathbf{n}} \times \overrightarrow{\mathbf{H}})^{\text {num }}=\overrightarrow{\mathbf{n}} \times \overrightarrow{\mathbf{H}}^{-}+Y_{\mathrm{s}} \overrightarrow{\mathbf{n}} \times \overrightarrow{\mathbf{n}} \times\{\overrightarrow{\mathbf{E}}\}  \tag{15}\\
(\overrightarrow{\mathbf{n}} \times \overrightarrow{\mathbf{E}})^{\text {num }}=\overrightarrow{\mathbf{n}} \times \frac{\{\hat{\mathbf{E}}\}}{\{\mathrm{Y}\}}
\end{array} .\right.
$$

## IV. 1D TEST EXAMPLE

## A. Validation test

To validate this condition, we consider $\overrightarrow{\mathbf{E}}=\left(0,0, \mathrm{E}_{\mathrm{z}}\right)$ and $\overrightarrow{\mathbf{H}}=\left(0, \mathrm{H}_{\mathrm{y}}, 0\right)$, and two domains separated by a sheet of 1 mm thickness (Fig. 1). This sheet is illuminated by a planar cosine pulse with frequency $\mathrm{f}=100 \mathrm{MHz}$. The transmitted and reflected fields are computed for $\sigma \in[1,500] \mathrm{S} / \mathrm{m}$. The minimal skin depth is 2.25 mm . Figure 2 illustrates the comparison between the transmitted field of the computed solution and the analytical solution, which is calculated in the frequency domain. The difference between the analytical and computed solution is negligible.

For the same example, the frequency is varied from 100 MHz to 1000 MHz , for conductivity $\sigma=100 \mathrm{~S} / \mathrm{m}$. The shielding effectiveness for the electric field is defined by the following expression,

$$
\begin{equation*}
S E_{E}=20 \log _{10}\left|\frac{\vec{E}_{i}}{\vec{E}_{t}}\right|, \tag{15}
\end{equation*}
$$

where $\overrightarrow{\mathrm{E}}_{i}$ is the incident electric field and $\overrightarrow{\mathrm{E}}_{t}$ is the transmitted electric field.

The error on the shielding effectiveness of the sheet between analytical and computed solution remains less than $1 \%$. These examples validate the interface condition when the skin depth is larger than the thickness of the sheet.


Fig. 2. Transmitted field.

## B. Double sheets

The incident electromagnetic field is similar to the first example. Three domains separated by two sheets of 1 mm thickness and conductivity $\sigma=50 \mathrm{~S} / \mathrm{m}$ are considered. The distance between the two sheets is 10 cm (Fig. 3). The incident field is a Gaussian pulse $E_{Z}=e^{-a\left(t-t_{0}\right)^{2}}$ centered at $\mathrm{t}_{0}=5.10^{-9} \mathrm{~s}$, with the parameter $\mathrm{a}=\frac{9.10^{16} \log (\mathrm{l} 100)}{(0.75)^{2}} \mathrm{~s}^{-2}$. In this example, three solutions are compared (Fig. 4). The first one corresponds to the situation where the sheet is meshed. This problem is solved with DG method. The second one is solved with finite integration technique (FIT) [15]. The third one corresponds to the interface condition and is solved with DG method. A good agreement is obtained with the interface condition; the computational time is reduced by a factor of 10 . This is due to the fact that in the case where the sheet is meshed a great number of elements are required. Moreover, an implicit scheme is needed to avoid a reduced time step. The FIT method solution has the same behaviour but the maximum value is less important than for the other solutions.

## V. 2D CAVITY

An illustration of this DG scheme is presented in a 2 D case with the interface condition. Let us consider a cavity whose dimensions are $50 \mathrm{~cm} \times$ 40 cm . A 10 cm aperture is located on the front side. The thickness of the wall is 1 mm (Fig. 5). The incident field is a product between cosine and
a sinus cardinal. $\mathrm{E}_{\mathrm{z}}=\operatorname{sinc}\left(\mathrm{w}_{\mathrm{r}}\left(\mathrm{t}-\mathrm{t}_{0}\right)\right) \cos \left(\mathrm{w}_{\mathrm{c}}(\mathrm{t}-\right.$ $\left.\mathrm{t}_{0}\right)$ ) with $\mathrm{w}_{\mathrm{r}}=300 \mathrm{MHz}$ and $\mathrm{w}_{\mathrm{c}}=700 \mathrm{MHz}$. This field is centered at $t_{0}=5.10^{-8} \mathrm{~s}$, and excites a large frequency band $\mathrm{f} \in[400,1000] \mathrm{MHz}$.


Fig. 3. Double conductive sheet.


Fig. 4. Transmitted field in the midpoint between the sheets.


Fig. 5. 2D cavity.
A fast Fourier transform (FFT) is applied to the total field at the center of the cavity. Different cases are considered. The perfect electric conductor (PEC) case is computed with DG
method and FIT method. The cases of finite conductivity values are computed with the interface condition with DG method.

In Fig. 6 the shielding effectiveness is plotted at the center of the cavity for the different cases. The results obtained with the PEC interface condition in DG method (red) is close to that obtained with FIT (blue). For finite values of conductivity $\quad \sigma=100 \mathrm{~S} / \mathrm{m}$ (green) and $\sigma=$ $10 \mathrm{~S} / \mathrm{m}$ (black), it can be noted that the resonance peaks are attenuated due to the conductivity. This behaviour is in accordance to that observed in a composite shield studied in the frequency domain [16]. In Fig. 7 the total electric field is compared at the center of the cavity when it is illuminated by the Gaussian pulse used in the 1D example. The different cases considered are the PEC wall in DG (red) and FIT (blue), the conductive wall with $\sigma=10 \mathrm{~S} / \mathrm{m}$ (purple) and $\sigma=50 \mathrm{~S} / \mathrm{m}$ (black) in DG with interface condition.


Fig. 6. Shielding effectiveness in the center of the cavity.

For the PEC wall, the field penetrates only by the aperture. In case of resistive walls the fields propagate through the walls and aperture. So the fields inside the cavity decrease faster with time for low conductivities.

## VI. 3D CAVITY

Let us consider 3D cavity (Fig. 8), whose dimensions are $a=300 \mathrm{~mm}, \quad \mathrm{~b}=120 \mathrm{~mm}$, $\mathrm{d}=300 \mathrm{~mm}, \quad \mathrm{l}=100 \mathrm{~mm}, \quad \mathrm{w}=5 \mathrm{~mm} \quad$ and $\mathrm{t}=1 \mathrm{~mm}$ [17]. This cavity is illuminated by an incident Gaussian pulse $E_{Z}=e^{-a\left(t-t_{0}\right)^{2}}$ centered at $\mathrm{t}_{0}=1,5 \cdot 10^{-9} \mathrm{~s}$, with the parameter
$a=\frac{\left(11.10^{9}\right)^{2}}{4 \log (100)} \mathrm{s}^{-2}$. The electric field is computed at the center of the cavity. Different cases of conductivity of the sheet are compared, $\sigma=$ $100 \mathrm{~S} / \mathrm{m}, \sigma=50 \mathrm{~S} / \mathrm{m}$ and PEC.


Fig. 7. Electric field in the center of the cavity.


Fig. 8. 3D cavity.
A FFT is applied to the electric field, and the shielding effectiveness is plotted in Fig. 9. The result obtained with the PEC case (red) is similar to the analytical formulation (blue) [17]. For the case of finite conductivities, the shielding effectiveness is less important and the resonance peaks are attenuated due to the transmission of the shield.

In Fig. 10, the time domain electric fields are compared for the same cases. For the PEC case (black), the electric field is low, because it penetrates only by the aperture. For the other cases, the electric field remains important for low conductivities and decreases faster with time.


Fig. 9. Shielding effectiveness in the center of the cavity.


Fig. 10. Electric field in the center of the cavity.

## VII. CONCLUSION

An interface condition avoiding the mesh of thin resistive sheets is presented and allows a reduction of the computational cost when computing shielding effectiveness. It takes into account a sheet with a thickness smaller than the skin depth. The interface condition has been implemented in a 2D and 3D discontinuous Galerkin method, and has been validated for different scattering problems. The future developments will extend the interface condition for the case of dielectric composite material.
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#### Abstract

A novel co-planar waveguide (CPW)fed antenna with circular polarization (CP) characteristics in the $5.1 \mathrm{GHz}-5.8 \mathrm{GHz}$ is presented. By adding a vertical stub and a rotated L shaped stub to the antenna structure, a bandwidth of $5 \mathrm{GHz}-8 \mathrm{GHz}(46 \%)$ for $\mathrm{S}_{11}<-10$ dB is achieved and also circular polarization characteristics is generated in the $5.1 \mathrm{GHz}-5.8$ GHz , which completely covers the wireless local area network (WLAN) frequency band. The antenna has a very simple structure and occupies a compact area of $25 \times 25 \times 1 \mathrm{~mm}^{3}$. The very simple structure and small size are of the marvelous merits of the proposed antenna. The antenna design process, impedance bandwidth and axial ratio (AR) bandwidth enhancement process are discussed in detail.


Index Terms - Circular polarization, CPW-feed line, and WLAN applications.

## I. INTRODUCTION

Communication industry has experienced seachange during the last decades. One of the key components of every communication system is the antenna, which has not been an exception and has undergone great changes over the years of its progress. With the assignment of $3.1 \mathrm{GHz}-10.6$ GHz as UWB frequency band, which caused the accelerating growth of communication systems, the need for novel antennas with compact size, low weight, high efficiency, and good radiation properties have been emerged. An antenna, if properly designed, can be highly impressive in the performance of a communication system. Hence, a lot of effort has been put into designing antennas
and considerable valuable works have been reported in the literature. Microstrip-fed antennas [1-4] and CPW-fed antennas [5-8] are of the most common antenna types that are designed to be used in communication appliances. One of the important issues in communication systems is the provision of right orientation between the transmitter and receiver antennas. Circularly polarized antennas are good solutions to this problem. By the use of CP antennas, there will be no need to consider the orientation between the transmitter and receiver. Apart from this, overcoming the multipath fading problem, higher performance, and better mobility and weather penetration with respect to the linearly polarized (LP) antennas are of the admirable CP antennas features [9, 10]. Recently, a lot of CP antennas have been proposed. For instance in [11], a CPWfed CP antenna is presented that has a $48.8 \%$ axial ratio. In [12], the authors propose an antenna with C-shaped grounded strips aiming at generating CP characteristics. An antenna with enhanced axial ratio is introduced in [13]. In [14], an annular ring antenna with microstrip feed line is presented.

In this paper we propose a novel antenna structure. The proposed antenna is fed by a $50 \Omega$ CPW feed line. The antenna is printed on a $25 \times 25 \times 1 \mathrm{~mm}^{3}$ FR 4 substrate and operates over the frequency band of $5 \mathrm{GHz}-8 \mathrm{GHz}$ for $\mathrm{S}_{11}<-10$ dB , which is achieved by the inclusion of a vertical stub and a rotated L-shaped stub in the antenna structure. The addition of a rotated Lshaped element, also creates the circular polarization characteristics in the frequency band of $5.1 \mathrm{GHz}-5.8 \mathrm{GHz}$ (WLAN). The proposed antenna with the circular polarization property is a suitable candidate for communication systems,
which are to be used in WLAN frequency band. The most salient feature of the presented work which differentiates it from the previously designed antennas is the very simple structure and small size. The remainder of the paper is outlined as follows: the structure and design process of the antenna are discussed in section II. The simulation results of parametric study, measured results, and their comparison are presented in section III. Eventually, section IV concludes the paper.

## II. ANTENNA DESIGN

The schematic of the proposed CP antenna is shown in Fig. 1 (a). The fabricated antenna is also shown in Fig. 1 (b). The proposed antenna is printed on a cheap FR4-epoxy substrate with permittivity of 4.4 , loss tangent of 0.002 and thickness of 1 mm . A CPW feed line with the length and width of 16.6 mm and 2.4 mm respectively, is adopted to feed the study antenna. First, a basic structure is designed as the main topology. Then a vertical stub is added to the basic antenna structure to enhance the impedance bandwidth and then a rotated L-shaped stub is included to both, enhance the impedance bandwidth and generate the CP property. What makes this antenna distinctive from the conventional CP antennas is the simple structure respect to the other CP antennas. Also, small area of the antenna is an important feature that makes the antenna design process easy and cost effective as well as making its installation easy and economical on the communication equipment. The values of all the antenna parameters are given in detail in Fig. 1.

## III. RESULTS AND DISCUSSIONS

The performance of the CP antenna has been investigated using Ansoft High Frequency Structure Simulator (HFSS). The impedance bandwidth, axial ratio, gain, and radiation pattern of the proposed antenna have been measured and analyzed. The measured results are obtained using the Agilent 8722ES network analyzer.

## A. Antenna design steps

To better understand the antenna performance and analyze the effect of different parts on its performance, the design process is divided into three steps. In each step, one part is added to the
antenna to reach the final design. The three steps are shown in Fig. 2. $\mathrm{S}_{11}$ and axial ratio curves for the antennas in Fig. 2 are shown in Fig. 3 (a) and (b).


Fig. 1. (a) The schematic geometry of the proposed antenna and (b) the fabricated antenna.


Fig. 2. The geometry of the three design steps of the proposed antenna; (a) step 1, (b) step 2, and (c) step 3.

As it is seen from Fig. 2, three geometries are considered until reaching the final antenna structure. In step 1, which is shown in Fig. 2 (a), just a simple feed line and two rectangular parts as the ground plane are included in the antenna body. From the simulated results in Fig. 3, this antenna operates over the frequency band of $6.1 \mathrm{GHz}-7.9$ GHz and there is no circular polarization. In step 2 , a vertical stub is added to the right side of the ground plane. The addition of this stub, creates a new path for the current and excites a new resonance in the 5.3 GHz , leading to bandwidth enhancement. The bandwidth of the antenna in this step extends from 5 GHz to 7.5 GHz . Still, no circular polarization is seen. Finally, in step 3, which is the final structure, a rotated L-shaped stub is also included. With this change, the bandwidth has reached to $5 \mathrm{GHz}-8 \mathrm{GHz}$. Apart from the bandwidth enhancement obtained by the modification made in last step, circular polarization is also generated in the frequency band of $5.2 \mathrm{GHz}-5.8 \mathrm{GHz}$.


Fig. 3. (a) $S_{11}$ curve of the three proposed antennas in Fig. 2 and (b) the axial ratio of the proposed antennas in Fig. 2.

## B. The CP mechanism

To explain the CP operation mechanism of the proposed antenna, surface current distribution is simulated on the antenna at the frequency of 5.5 GHz and in four phases of $0^{\circ}, 90^{\circ}, 180^{\circ}$, and $270^{\circ}$. The simulated results are shown in Fig. 4. As it is clear from this figure, in $0^{\circ}$ phase, the dominant current on the antenna flows in $+y$ direction. In $90^{\circ}$ phase, the current changes its direction and flows in the $-x$ direction. In $180^{\circ}$ and $270^{\circ}$, the magnitude of the current is the same as $0^{\circ}$ and $90^{\circ}$, respectively, but its orientation is reverse, that is y and +x . Based on the simulated surface current distribution, it is seen that the current turns counter clockwise as the phase increases from $0^{\circ}$ to $270^{\circ}$ by a step of $90^{\circ}$. This shows that the presented CP antenna generates RHCP in $+z$ direction and LHCP in -z direction.

## C. The ground plane length

The ground plane length that is named as $L_{g}$ in Fig. 1, is the parameter that is studied in this section. Figure 5 shows the effect of this parameter on the antenna performance. Three values are chosen for $L_{g}$ and the $S_{11}$ and $A R$ bandwidths are simulated and shown in Fig. 5 (a) and (b). It is clear that the lower edge frequency band of both $S_{11}$ and AR have shifted towards higher frequencies as the $\mathrm{L}_{\mathrm{g}}$ increases from 8 mm to 10 mm with a step of 1 mm . The higher edge has also been influenced by this change and has shifted to higher frequencies. Only when $\mathrm{L}_{\mathrm{g}}$ is 9 mm , highest impedance bandwidth and a complete CP coverage of $5.2 \mathrm{GHz}-5.8 \mathrm{GHz}$ (WLAN) is covered. In fact, when this parameter is varied, the coupling of the ground plane with the feed line and the rotate L-shaped element is influenced, which affects the antenna performance.

## D. Simulated and measured results

The antenna with the given values in Fig. 1 has been fabricated and tested. Figure 6 shows the simulated and measured $S_{11}$ and axial ratio bandwidth. It is seen that the simulated and measured $S_{11}$ curves are in good agreement and the small difference is due to the soldering and fabrication faults. Also, the measured axial ratio bandwidth is slightly more than the AR obtained from simulation. According to the measured results, the frequency band of $5 \mathrm{GHz}-8 \mathrm{GHz}$ is completely covered by the antenna and the axial
ratio is extended from $5.1 \mathrm{GHz}-5.8 \mathrm{GHz}$, which is about $13 \%$.


Fig. 4. Surface current distribution on the antenna at $0^{\circ}, 90^{\circ}, 180^{\circ}$, and $270^{\circ}$.


Fig. 5. (a) $\mathrm{S}_{11}$ curves and (b) axial ratio for different values of L .


Fig. 6. (a) Simulated and measured $\mathrm{S}_{11}$ and (b) simulated and measured AR.

The antenna gain is also measured and compared with the simulated results in Fig. 7. It is seen that the measured gain is acceptable in the frequency band of $5.1 \mathrm{GHz}-5.8 \mathrm{GHz}$, where the CP property is achieved. The measured RHCP and LHCP radiation patterns of the antenna at 5.5 GHz in the xz- and yz-plane are plotted in Fig. 8. Acceptable radiation pattern is obtained for the antenna, making it suitable for communication industry.


Fig. 7. Simulated and measured antenna gain.


Fig. 8. Measured RHCP and LHCP radiation pattern of the CP antenna in the xz- and yz-plane at 5.5 GHz .

## IV. CONCLUSION

A novel compact CPW-fed antenna with CP characteristics in WLAN frequency band is introduced in this work. The antenna has admirable characteristics making it a suitable option for communication systems. Small size and very simple structure are of the clear advantages of this antenna over the previously designed CP antennas. Also, acceptable gain and good radiation properties are other features of the presented antenna. The study antenna exhibits impedance bandwidth between 5 GHz to 8 GHz and its axial ratio extends from 5.1 GHz to 5.8 GHz , completely covering the WLAN frequency band. The agreement of the simulated and measured results show that the presented structure is a good candidate for communication systems.
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#### Abstract

This paper presents a new configuration of a dual frequency, single feed, planar inverted-F antenna, which is suitable for implementation in different handsets. A parametric study, using finite element simulation software, high frequency structure simulator, has been carried out on each of the frequencies of this antenna and closed formulas in terms of antenna parameters have been obtained, which makes the designing process much easier. The proposed antenna has been fabricated according to the obtained formulas. Both, numerical simulation and experimental data are presented.


Index Terms- Dual-band, microstrip antenna, mobile antenna, and planar inverted-F antenna (PIFA).

## I. INTRODUCTION

It is a well-known fact that the demand for wireless communication systems is ever-growing. Therefore, compact antennas employed in these systems have become the center of attention of numerous researchers. In many places around the world, cellular communication systems operate in two distinct frequency bands simultaneously. For example, some cellular phones work in GSM at 0.9 GHz and DSC1800 at 1.8 GHz . Two separate antennas can be used, with one of them resonating at GSM and the other at DSC, but this is not space efficient. At present both GSM and DSC provide services in the same network, which means that antennas that work in these two bands simultaneously are needed.

Designing such a dual band antenna presents a challenge, because it should operate properly in
both frequency bands, while being small enough to fit in different handsets. Despite their low manufacturing cost and light weight, microstrip antennas [1-3] are not suitable for dual-band cellular handsets, because they are bulky at the lower frequency bands.

The solution is using planar inverted-F antennas (PIFAs) [4, 5], which are a modification of microstrip antennas. PIFAs have attracted much interest due to their small size, easy manufacturing, moderate gain, being less prone to breakage, and their potential to work at several frequencies with only minor modification. PIFAs are in fact, grounded half-quarter wavelength path antennas consisting of a finite ground-plane, a radiating top layer, and a short-circuiting mechanism that connects the top radiator to the ground-plane. The ease of design in order to obtain multiple resonances has made PIFA a very popular choice for mobile handset antennas. However, when we are dealing with multiple resonance frequencies, tuning them proves to be tricky [6-10]. Therefore, obtaining closed formulas in terms of the antenna parameters, which give us the operating frequencies will definitely make the designing process much easier [11].

In this paper a new configuration of a dualband planar inverted-F antenna is proposed and parametrically evaluated. Studying the effects of antenna parameters on its operating frequencies, will help us find the key control elements and will result in easier frequency tuning. Moreover, by collecting the data from the parametric evaluation of each of the PIFA frequencies, closed formulas in terms of the key control antenna parameters are presented. By using these formulas, designing a
dual-band PIFA with desired operating frequencies is achievable.

## II. ANTENNA DESIGN

The design procedure for this antenna is simple and straight forward. The first step is to start with a simple classical PIFA, which is basically a short circuited quarter wave patch that works only in GSM. By short circuiting a quarter wave patch, the current at the end of the patch does not have to be zero so a current-voltage distribution of a half wave patch is obtainable with reducing the required space needed on the phone by half.

A single band PIFA is shown in Fig. 1 and as the name implies it is distinguished by the loop formed by the short right angle elements, which resembles the letter " $F$ ". Slits are made in this patch, which results in branches which are basically resonating paths. The smaller path resonates at DSC and the longer path resonates at GSM resulting in a dual band planar inverted F antenna.


Fig. 1. Classic single band single feed PIFA.

## III. ANTENNA STRUSTURE

The geometry of the proposed antenna is shown in Fig. 2. The top radiating element consists of several branches, which allow the antenna to work at two distinct frequencies. The total planar dimensions of the radiating top layer, which is made of copper are w and L , and the antenna height is shown with $h$. In order to see the effects of the substrate permittivity, $\varepsilon_{r}$, it has gradually changed from 1 to 4 in the simulations.

There are different shorting mechanisms, like using shorting pins, shorting plates, or a shorting wall [7]. In this antenna, a short-circuiting plate has been used, which is a vertical conducting strip with dimensions $W_{S} \times h$. This short circuiting plate connects the patch to the ground plane. The initial
antenna dimensions have been chosen so that the operating frequencies are approximately 0.9 GHz and 1.8 GHz . In the next section, these dimensions will be changed for parametric evaluation.


Fig. 2. (a) Side view of the dual band PIFA and (b) top view of the dual band PIFA.

## IV. NUMERICAL RESULTS

## A. Parametric study

This section includes the parametric evaluation of the PIFA in terms of substrate relative permittivity, antenna height, ground plane dimensions, feed position, strip width, and the overall length of the radiating element. It will be shown that the resonance frequencies of the proposed structure can be controlled with the proper choice of its parameters [11-14]. The numerical results given in this section, has been obtained by using finite element simulation software, high frequency structure simulator, ANSOFT HFSS13 [15], which employs the adaptive finite element method. It will be seen that by varying the parameters, the designed antenna shows a dual-band performance in different operating frequencies; and by evaluating the effects of these parameters and collecting the data, closed formulas have been obtained in the following sections.

## Ground plane dimension effects:

The antenna ground plane has an important effect on its performance. Currents excited on the radiating element will induce currents on the ground plane and the magnetic field is produced as the result of interaction between the radiating element and its image in the ground plane. The ground plane acts as a perfect reflector of energy only when it's infinite, but in practical situations, its dimensions are comparable to the radiating element and is used to control the resonance frequencies [12, 13]. The effect of ground plane dimensions has been shown in Fig. 3. If the length of the ground plane is considerably smaller than $\lambda / 4$, tuning of the antenna will get increasingly difficult and the overall performance will deteriorate.

## Antenna height and substrate permittivity effect:

PIFA bandwidth is inversely proportional to its quality factor: $\mathrm{Q}=$ stored energy/power loss. Substrates with higher $\varepsilon_{r}$, store more energy and radiate less. This is similar to assuming that the PIFA is equivalent to a lossy capacitor with high $\varepsilon_{r}$, resulting in a higher Q and lower bandwidth. Similarly, by increasing the substrate thickness, considering the inverse proportion of the capacity and the thickness, the energy increases while the quality factor decreases [16]. These effects have been shown in Figs. 4 and 5, respectively. The electrical properties of the substrate as well as the thickness of the substrate can affect the gain and bandwidth of the antenna. A thin substrate with a high $\varepsilon_{r}$ will result in a weak radiation and a narrow bandwidth. Substrates with high loss tangent result in lossy antennas and consequently lower gains. Therefore, these kinds of antennas are usually mounted on thick low $\varepsilon_{r}$ and low $\delta$ substrates just like what has been done in this paper.

Substrates with higher dielectric constant store energy rather than radiating it. We can model a patch antenna with a lossy capacitor with a high Q . It is obvious that a high Q factor results in a narrow band width. Although microstrip antennas mounted on high dielectric constant substrates have benefits like smaller size, they suffer from lower radiation efficiency and narrow bandwidth. The antenna bandwidth is inversely proportional to the Q-factor. This Q-factor is defined for a resonator as follows,

$$
\begin{equation*}
Q=\frac{\text { energy stored }}{\text { power lost }} . \tag{1}
\end{equation*}
$$

A substrate with bigger width and lower $\varepsilon_{r}$ like air can result in a wider bandwidth and better radiation efficiency by lowering the Q -factor, and it can also solve the antenna surface excitation. The radiating element is usually made of copper and the substrate serves as a mechanical support for the radiating element. The dielectric constants of the substrates are usually between 1 and 10 and can be separated into three groups.

1- Some dielectric constants are between 1 and 2. These substrates are usually air, polystyrene foam, and dielectric honeycomb.
2- Relative dielectric constants between 2 to 4 . These materials consist of dielectric reinforced Teflon.
3- Materials with relative dielectric constants between 4 and 10 . These materials can be ceramic, quartz, or alumina.
The microstrip antenna theory ([1-5]) shows a degradation in antenna performance with increasing $\varepsilon_{r}$. Substrates with higher $\varepsilon_{r}$ will decrease the antenna size at the cost of lower gain and matching bandwidth. These parameters can be observed in two ways. First the dimensions of the antenna and the resonance frequency are fixed while the effect are studied. In previous researches the comparison between the effects of Duroid, FR4, mica, silicon nitrate, alumina, rogers3210, silicon, and gallium arsenide substrate show that for a PIFA with fixed dimensions, antennas with the air, duroid, and FR4 substrate have an acceptable matching bandwidth, but the FR4 substrate has low gain and the other substrates, with higher $\varepsilon_{r}$ cannot resonate without a change in the antenna structure [17-18]. It can be seen that the impedance bandwidth decreases with the increase in $\varepsilon_{r}$. If we study the effects of the substrate with a fixed resonance frequency and tuning the dimensions we can see that the maximum gain and return loss is obtained by using the substrates with lower dielectric constants. As stated before, an increase in $\varepsilon_{r}$ results in an antenna with a higher Q-factor. Consequently, we have only studied the effect of substrates with dielectric substrates between 1 and 4 and it can be seen that the best result can be obtained with an antenna with air substrate.

Strip and short circuit plate width effects:
The width of the shorting plate has a very important effect on frequency tuning [19]. As shown in Fig. 6, by reducing the shorting plate width, the resonance frequency decreases. Strip width is another parameter that allows an independent control of resonance frequencies because it has an opposite effect on them; i.e., by increasing the strip width, the lower resonance frequency decreases and the higher frequency increases. This effect has been shown in Fig. 7.

## Antenna overall length:

As expected, the overall length of the radiating element has the most important effect on tuning the resonance frequencies [20]. By increasing this length, both of the resonance frequencies will decrease. This effect has been shown in Fig. 8.

## B. Formula derivation

In the previous section the effect of PIFA parameters on its resonance frequencies has been studied. As shown earlier one of the parameters (strip width) has an opposite effect on the resonance frequencies so it could be used to independently tune them and achieve the desired $f_{1} \mid f_{2}$. The parameters have been finely varied and extensive data has been gathered. Fitting the data has resulted in closed formulas for each of the resonance frequencies. In these formulas, $h$ is the antenna height, $L_{g}$ is the length of the ground plane, $\varepsilon_{r}$ is the substrate permittivity, L is the overall radiating length, and $\Delta w$ and $W_{S}$ are the strips and the ground plane widths, respectively

$$
\begin{align*}
& f_{1}=2.2 \times \frac{0.7 h+L_{g}}{\varepsilon_{r} \frac{1}{4}\left(1.5 L+\Delta w+W_{s}\right)},  \tag{2}\\
& f_{2}=9.06 \times \frac{0.2 h+0.5 L_{g}+0.2 \Delta w}{\varepsilon_{r}{ }^{\frac{1}{4}}\left(1.5 L+1.8 W_{s}\right)} . \tag{3}
\end{align*}
$$

By using these formulas, a PIFA has been designed, which works in GSM at 0.9 GHz and DSC1800 at 1.8 GHz . The values obtained for the parameters in millimeters are: $h=8, W_{s}=$ $10, \Delta w=4, \varepsilon_{r}=1, L=132, L_{g}=81$


Fig. 3. Ground plane dimension effects on the resonance frequencies.


Fig. 4. Antenna height effects on the resonance frequencies.


Fig. 5. Substrate permittivity effect on the resonance frequencies.


Fig. 6. Short circuit plate width effects on the resonance frequencies.


Fig. 7. Strip width effects on the resonance frequencies.


Fig. 8. Antenna overall length effects on the resonance frequencies.

## C. Credibility range and accuracy of the formulas

In this section the frequency credibility range of the closed form formulas are evaluated for each of the resonance frequencies. First, the antenna is designed and simulated multiple times in HFSS; each time obtaining resonance frequency pairs with the first frequency between 670 MHz and 1100 MHz and the second one between 1570 MHz and 2000 MHz , and the antenna parameters in each simulation has been gathered. The parameters obtained by the simulation have been used in the formulas and the resulting frequency pairs have been compared to the simulated ones in order to find the validity range of the proposed formulas. The results have been shown in Fig. 9.

In order to study the accuracy of the formulas, the accurate values of the parameters according to full wave simulation are used in the formulas and the resulting frequency has been compared to the accurate frequency. The figures have been obtained by calculating the difference between the frequencies resulted from the formula to the accurate frequency obtained from simulation. Tables I and II, show the accuracy of the formulas in percentage in each frequency band. As expected from the figures, the formulas are accurate in the operation frequency bands.


Fig. 9. (a) Credibility range for fl and (b) ccredibility range for f 2 .

Table I: Accuracy of formulas for the lower frequency band.

| Frequency range(MHz) | Percentage of error |
| :---: | :---: |
| $\mathrm{f}<740$ | $\Delta f>1.3 \%$ |
| $740<\mathrm{f}<760$ | $0.9 \%<\Delta f<1.3 \%$ |
| $760<\mathrm{f}<800$ | $0.1 \%<\Delta f<0.9 \%$ |
| $800<\mathrm{f}<930$ | $\Delta f<0.1 \%$ |
| $930<\mathrm{f}<980$ | $0.1 \%<\Delta f<0.5 \%$ |
| $980<\mathrm{f}<1030$ | $0.5 \%<\Delta f<1 \%$ |
| $\mathrm{f}>1030$ | $\Delta f>1 \%$ |

Table II: Accuracy of formulas for the higher frequency band.

| Frequency range(MHz) | Percentage of error |
| :---: | :---: |
| $\mathrm{f}<1650$ | $\Delta f>0.6 \%$ |
| $1650<\mathrm{f}<1680$ | $0.3 \%<\Delta f<0.6 \%$ |
| $1680<\mathrm{f}<1700$ | $0.07 \%<\Delta f<0.3 \%$ |
| $1700<\mathrm{f}<1830$ | $\Delta f<0.07 \%$ |
| $1830<\mathrm{f}<1870$ | $0.07 \%<\Delta f<0.3 \%$ |
| $1870<\mathrm{f}<1900$ | $0.3 \%<\Delta f<0.6 \%$ |
| $\mathrm{f}>1900$ | $\Delta f>0.6 \%$ |

In order to evaluate the accuracy another example has been given. By using these formulas, another PIFA has been designed, which works in GSM at 0.85 GHz and DSC at 1.75 GHz . The values obtained for the parameters in millimeters are: $h=6 \mathrm{~mm}, W_{S}=10.3, \Delta w=6, \varepsilon_{r}=1, L=$

134, and $L_{g}=80$. Simulating the proposed PIFA with the mentioned parameters, results in 0.8502 GHz and 1.7498 GHz frequencies, which shows the accuracy of the formulas. The Antenna can be designed to work in any frequency pair stated in the tables or figures and the parameters must be chosen accordingly for each frequency pair. It should be kept in mind that although many values might be chosen for the parameters; these values have a direct effect on the performance of the antenna. As stated earlier, the antenna has the best performance by choosing the highest value for h , and the lowest value for $\varepsilon_{r}$ and a very small $L_{g}$ will result in overall performance deterioration [21]. There is no specific limitation in $\mathrm{L}, \Delta w$ and $W_{s}$ therefore, these parameters can be used to obtain the desired frequencies.

## D. Antenna gain variation with frequency

Furthermore, the antenna gain variation with frequency at each band has been studied. Figure 10 shows the simulated antenna gain versus frequency in GSM and DCS bands. As shown in Fig. 10 , maximum gains are 2.4 dBi and 3.95 dBi at 0.9 GHz and 1.8 GHz center frequencies of each frequency band and the total gain is above 2.2 dBi in the working bands. It can be observed that the antenna gain is sufficient for mobile terminals. The gain in the DSC band is higher than the GSM band and that was predictable because of the higher electrical length of the antenna at the DCS band.


Fig. 10. Antenna gain variation with frequency.

## V. FABRICATION AND MEASUREMENT

The antenna parameters have been found by using the formulas for GSM and DSC1800, namely 0.9 GHz and 1.8 GHz , respectively, and it has been fabricated according to the obtained dimensions. The fabricated antenna is shown in Figs. 11 (a) and (b). The comparison between the
measured and simulated S11-parameters in Fig. 12 shows a complete agreement between the simulation and fabrication results, which proves the accuracy of the analysis and the formulas. The measured radiation pattern of the antenna at both frequencies is presented in Fig. 13. The radiation pattern in both planes is almost omni-directional, which means good coverage in both frequency bands.


Fig. 11. The fabricated dual band PIFA; (a) top view and (b) side view.


Fig. 12. Numerical simulation and measurement results.


(d)

## VI. CONCLUSION

In this paper a dual frequency, single feed, planar inverted-F antenna has been presented. This antenna is well suited to telephone handsets used in today's mobile communication systems operating in two frequency bands for example both GSM and DCS 1800 bands. The PIFA has been parametrically evaluated in terms of substrate relative permittivity, antenna height, ground plane dimensions, strip width, shorting plate width, and the effective dimension of the radiating element. It has been shown that the resonance frequencies of the proposed structure can be controlled with the proper choice of its parameters resulting in closed form formulas, which are very useful in designing this antenna. The proposed antenna has been fabricated according to the obtained formulas. Both numerical simulation and experimental data show the accuracy of analysis and formulas.
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#### Abstract

In this paper, theory of characteristic modes (TCMs) is used to perform modal analysis of a trapezium-shaped PEC plate. So it follows that a wide-spread overview about the electromagnetics behavior of the plate is provided. The first seven characteristic currents and corresponding resonance frequencies of the structure are obtained. All modes are orthogonal to each other. By applying the reactive loading, the first two modes are forced to be resonating close to each other at frequency of about 3.5 GHz , which is suitable for WiMax applications. To excite aforementioned modes on the structure, an appropriate configuration of microstrip feed lines is utilized. Due to the orthogonality property of current modes, the created radiation patterns are also orthogonal to each other. Since two characteristic currents are excited on the structure's body, it is expected to achieve two orthogonal radiation patterns too, which could result in a dual-mode antenna. To carry out the above-mentioned modal analysis, a specific method of moments (MoM) code has been developed and applied. The proposed antenna is simulated by well-known full-wave package Ansoft HFSS and results clarification of the expectations about the orthogonality in patterns.


Index Terms - Dual-mode antenna, method of moments (MoM), and theory of characteristic modes (TCMs).

## I. INTRODUCTION

Design of antennas for wireless communication systems has attracted lots of interests. Obviously, the inclusion of multiple
technologies in wireless devices will significantly increase the antenna's functionality. The more progress in system design, the much more attention in antenna selection. Since the advent of numerical based electromagnetic simulators, the approach of antenna design has been totally altered. At the moment, some huge amount of functions are performed by these simulators, which may results in vague understanding of the antenna performance especially whenever self optimizer tools in these simulators are utilized.

In many occasions the designer requires some wide spread insight about the antenna operation in different frequencies or may be the response of radiating part to various configurations of feedings. Making a profit of mentioned information enables the designer to choose the best conceivable option among all possibilities of an antenna to offer. This cannot be easily achieved by simulators and of course is quite time consuming.

Modal analysis could be an effective solution to cope with this problem due to the wide spread insight, which is provided by about the behavior of analyzed body. For a long time ago while now, modal analysis has been used in electromagnetics for the analysis of close structures (e.g., waveguides and cavities) in which it is quite simple to reach close solutions by applying boundary conditions [1, 2]. Nonetheless, it is not that easy to calculate different modes in open structures (e.g., antennas or scatterers) and it is usually quite time-consuming. Probably, this is one of the reasons that why modal analysis is not commonly used for antenna design at the present time. However, getting involved with the computation's difficulties of modes on open
structures has its own values since it results in a wide-spread insight about the overall electromagnetic behavior of the analyzed body. Fulfillment of modal analysis in electromagnetic structures can be obtained via some limited number of approaches, for instances, which are spherical modes [3], modal expansion method [4], and eigen functions of conducting bodies. One subdivision of the classical eigen function analysis, termed as characteristic modes, was introduced first by Harrington in the early 1970s [5, 6]. The characteristic modes are real current modes that can be computed numerically for conductive structures of arbitrary shapes and are commonly named characteristic currents. Since characteristic currents form a set of orthogonal currents on an analyzed body, they create a set of orthogonal radiation patterns as well. As a direct result of this phenomenon, if one can form some characteristic currents on an analyzed body, achieving orthogonal patterns is expected [7, 8].

Generally, resonance frequency of different modes is dependent on physical characteristics of the analyzed structure and is the natural behavior of that body. However, utilizing reactive loading approach [9] enables us to have a control on almost every intended mode's resonance frequency.

The core objective of this paper is to indicate that the modal analysis of a structure can orient the whole design procedure. Accordingly, as an arbitrary structure, a trapezium-shaped conducting plate is analyzed by the theory of characteristic modes (TCMs) and its first seven modes are obtained in the first step. Then, an overview of the general modal behavior of the structure is given. After that, oriented reactive loading is carried out on the plate to make some changes on the resonance frequency of two intended modes among all those seven. At last, a feeding structure for the excitation is suggested. By exciting those mentioned specific modes, two orthogonal radiation patterns are achieved, which results in a dual-mode antenna.

## II. MODAL ANALYSIS OF A TRAPEZIUM-SHAPED PEC PLATE

In this section, to provide a better understanding, at first a brief study on theory of characteristic modes is presented, and after that, first seven characteristic modes of a trapezium-
shaped conducting plate are calculated using a developed proper MoM [10] code. Based on the obtained results, reactive loading on the analyzed body is performed to alter the resonance frequency of the first two modes. This reactive loading is fulfilled to have a dual-mode antenna (in this case, dual-mode means dual orthogonal radiation patterns) and it is also essential to make both modes similar from resonance frequency point of view. Hence, reactive loading is used to set the resonance frequency of first two modes at about 3.5 GHz so that make the antenna (which will be designed based on the mentioned modal analysis) suitable for WiMax applications.

## A. Brief study on theory of characteristic modes (TCMs)

By the method explained in [5, 6], characteristic modes or characteristic currents can be calculated by the eigen functions of the following particular eigen value matrix equation,

$$
\begin{equation*}
[X] \overrightarrow{J_{n}}=\lambda_{n}[R] \overrightarrow{J_{n}} \tag{1}
\end{equation*}
$$

where $\lambda_{n}$ is eigen value, $\overrightarrow{J_{n}}$ is $n$th eigen vector or characteristic current, and $[R]$ and $[X]$ are the real and imaginary parts of the generalized impedance matrix [Z], which is produced in traditional MoM analysis of a structure. In fact equation (1) is derived from a particular weighted eigen value operator equation [5, 6]. The traditional MoM applies the inversion of $[Z]$ (with considering the excitation point) to compute the created current on the body of analyzed structure. However, the result which is derived from equation (1) is a set of creatable currents on that body without considering any excitation. To put it in other words, equation (1) introduces the inherent behavior of an electromagnetics structure apart from the way of excitation and its own problems; i.e., impedance matching, soldering point, and etc.

One of the most important things, which should be taken into consideration in equation (1) is how eigen values $\lambda_{n}$ respond to alteration of frequency. $\lambda_{n}$ 's variation range is from $-\infty$ to $+\infty$, and $\lambda_{n} \mathrm{~s}$ of smallest magnitude are more important from radiation and scattering problems point of view. As given in [5, Eq. (20)], the modes with positive $\lambda$, predominantly store magnetic energy, whereas those with negative $\lambda$, mainly store electric energy. The mode having $\lambda=0$ is called the resonant mode.


Fig. 1. Normalized first seven characteristic currents of a trapezium-shaped conducting plate near the ground plane.

In other words, at a specific frequency, the eigen value of a particular mode becomes zero and the mode is at resonance. Another representation of $\lambda_{n}$ 's is $\alpha_{n}$ 's, which are called characteristic angles [11]. The formulation is as follows,

$$
\begin{equation*}
\alpha_{n}=180^{\circ}-\tan ^{-1}\left(\lambda_{n}\right) . \tag{2}
\end{equation*}
$$

It is obvious that at resonant frequency, characteristic angle $\left(\alpha_{n}\right)$ becomes $180^{\circ}$. Furthermore, due to [12] the frequencies related to angles between $135^{\circ}$ and $225^{\circ}$ represent the mode's bandwidth. To study the modal behavior of a conducting body, the first seven modes would suffice due to the weakness of amplitude and intense oscillation of the modes with higher number.

## B. Applying TCMs on a trapezium-shaped PEC plate and reactive loading

Before getting involved with mode's calculation, pointing out to some prerequisites would be instrumental. At first, to meet all TCMs properties, it is a must that, the analyzed body is surrounded by air $\left(\varepsilon_{r}=1\right)$ [5]. Under this circumstance, TCMs guarantees that each
characteristic current $\left(\overrightarrow{J_{n}}\right)$ results in corresponding characteristic field $\left(\overrightarrow{E_{n}}\right)$, which is orthogonal to all other characteristic fields (i.e., orthogonal radiation patterns). As a result, at the beginning, a trapeziumshaped plate close to an infinite PEC plate (ground plane) is placed in an air surrounded area far away from any object or scatterer. Afterward, the modal behavior of this structure is carried out by utilizing TCMs

Secondly, in this work, modal analysis of the plate is performed to express some operational information, which are supposed to result in a proposal of an antenna (existence of the ground plane, which is mentioned above is also for this reason). Therefore, a way to make it possible to excite appropriate modes on the plate's body should be considered at the outset of design procedure. Consequently, three stands have been put under the trapezium-shaped plate to make it possible to push the current via them to the plate.

Owe to the above-mentioned issues, by developing a MoM code that uses 133 RWG [13] basis functions, the first seven characteristic currents and corresponding characteristic angles of the discussed plate with dimensions of $l_{1}=30 \mathrm{~mm}$, $l_{2}=20 \mathrm{~mm}, h_{1}=10 \mathrm{~mm}, h_{2}=2 \mathrm{~mm}, s_{1}=4 \mathrm{~mm}, s_{2}$
$=11 \mathrm{~mm}$, and $s_{3}=2 \mathrm{~mm}$ have been calculated, and the results are illustrated in Figs. 1 and 2, respectively.

According to Fig. 1, there are two modes with horizontally direction currents ( $J_{1}$ and $J_{4}$ ), one vertically direction current mode $\left(J_{2}\right)$, three loop shaped current modes ( $J_{3}, J_{6}$, and $J_{7}$ ), and one special mode $\left(J_{5}\right)$ in which the current shape is to some extent a mixture of horizontal and loop shaped. It is important to point out that, the outer current's loop in $J_{3}$ is closed via the ground plane. Generally, loop-shaped currents result in creation of passive modes [14] so that the corresponding characteristic angle never hits the $180^{\circ}$ point; Fig. 2 vividly represents this issue $\left(\alpha_{3}, \alpha_{6}\right.$, and $\left.\alpha_{7}\right)$. The exact resonance frequency of other modes is as follows; $J_{1}: 6.1 \mathrm{GHz}, J_{2}: 5.6 \mathrm{GHz}, J_{4}: 7.9 \mathrm{GHz}$, and $J_{5}: 12 \mathrm{GHz}$. Commonly the resonance frequency of first mode is less than the second mode, but in this specific structure, ground plane shifts the resonance frequency of the second mode to a value less than the first mode's resonance: with the aid of imagetheory, it is possible to eliminate the ground plane and replace the symmetrical shape of the plate instead. By doing so, it becomes apparent that two slots (the empty rooms between plate's body and ground plane in Fig. 1), which are actually two reactive loads, are blocking the $J_{2}$ 's movement and shifts this mode's resonance to less values. These slots have no considerable effects on $J_{l}$ 's resonance due to the current direction of this mode.


Fig. 2. First seven characteristic angles of the trapezium-shaped conducting plate near the ground plane.

At this time a general overview about the natural behavior of discussed structure is provided. The most valuable result from our point of view is
that there are two modes, which resonate close to each other ( $J_{1}$ and $J_{2}$ ). However, their resonance frequencies are not suitable for the intended applications, i.e., WiMax. Hereafter, we focus on these two modes and by doing reactive loadings, we try to shift these mode's resonance frequency close to 3.5 GHz .

To decrease the resonance frequency of the first mode, a vertical slot would be effective according to this fact that the direction of this current mode is horizontal. Therefore, a slot at the middle of the plate is created from its top till the middle stand (Fig. 3), the slot width is $l_{\mathrm{s} 1}=2 \mathrm{~mm}$. This slot makes the first mode $J_{1}$ to be exactly resonated at frequency of 3.5 GHz (Fig. 4). However, there is no considerable change on resonance frequency of the second mode due to the direction of its current. $J_{1}$ and $J_{2}$ in modified structure are presented in Fig. 3. The other vertically current mode is $J_{4}$, so the resonance frequency of this mode is also reduced to less value ( 5.2 GHz ) in this new shape of plate.

At last, it is worth mentioning that slot's creation on the plate makes the seventh mode active in contrary with Fig. 1's structure. As it can be observed from Fig. 3, according to the existence of the slot, $J_{7}$ changes its configuration from loop shaped one (Fig. 1) to vertically current and this makes the mode to be an active mode, which resonate at about 12 GHz .

The final step is to make the second mode to resonate close to the first mode at about 3.5 GHz . To meet this condition, the proposed structure alongside with first and second characteristic currents on the body's structure are presented in Fig. $5\left(l_{s 2}=2 \mathrm{~mm}, h_{3}=4 \mathrm{~mm}\right.$, other dimensions are same as previous structures in Figs. 1 and 3). Correspondingly, Fig. 6 represents the behaviour of characteristic angles in this new structure. As it is clear from the figure, new added horizontal slots result in a reduction at resonance frequency of all modes that their current directions are vertical. There are still two reactive modes ( $J_{3}$ and $J_{6}$ ) and the resonance frequency of the other modes are as follow; $J_{1}: 3.5 \mathrm{GHz}, J_{2}: 3.65 \mathrm{GHz}, J_{4}: 4.1 \mathrm{GHz}, J_{5}$ $: 4.8 \mathrm{GHz}$, and $J_{7}: 5.1 \mathrm{GHz}$. So at this moment our predefined goal is achieved, i.e., two resonating modes at about 3.5 GHz. Now if some configuration of currents similar to those ones presented in Fig. 5 can be shaped on the structure, it is expected to obtain two orthogonal radiation patterns.


Fig. 3. Normalized first, second, and seventh characteristic current of a reactively loaded trapezium-shaped conducting plate near the ground plane.


Fig. 4. First seven characteristic angles of the reactively loaded trapezium-shaped conducting plate of Fig. 3.

## III. ANTENNA DESIGN

Once the modes $J_{1}$ and $J_{2}$ on the structure presented in Fig. 5 have been extracted, the next
step is to find optimum feeding scheme to excite these modes on the antenna. To do this, the proposed antenna structure is shown at a glance in Fig. 7. As it can be observed, there are four separated ports, which connected to the radiating part (the trapezium-shaped plate) via four microstrip transmission lines, printed on a Rogers RT/duroid 5870 substrate with thickness of $h=$ 0.787 mm and $\varepsilon_{r}=2.33$. To consider an infinite ground plane (which have taken into consideration the numerical modal analysis) in the antenna structure, other dimensions of substrate are $l_{x}=l_{y}=$ 80 mm , which result in an adequately large plan in


Fig. 5. Normalized first and second characteristic currents of a reactively loaded trapezium-shaped conducting plate near the ground plane.


Fig. 6. First seven characteristic angles of the reactively loaded trapezium- shaped conducting plate of Fig. 5.


Fig. 7. Proposed antenna structure and its characteristics.
comparison with the wavelength. In order to be able to excite first and second modes on the structure's body in a better way, a thin slot is created at the middle of the radiating part with width of $d_{6}=0.1$ mm (Fig. 7 (d)) to decrease the unwanted current's follow from port 2 to port3. Both this slot and the substrate's thickness have not been analyzed in TCMs and of course their existence shifts the corresponding resonance frequency of the desired modes. However, owing to the fact that without these mentioned elements, the antenna structure cannot be completely achieved, they have been kept on the structure and instead, their undesirable effects have been compensated by using of four stubs that can be seen in Fig. 7. Other antenna's parameters, which are presented in Fig. 7 (c) are as follow: $d_{1}=40 \mathrm{~mm}, d_{2}=14.1 \mathrm{~mm}, d_{3}=4 \mathrm{~mm}, d_{4}=$ $34 \mathrm{~mm}, d_{5}=13 \mathrm{~mm}, d_{7}=8 \mathrm{~mm}$, and $w=2 \mathrm{~mm}$. The antenna physical structure is symmetric with respect to $x z$ plane and the dimensions, which are not specified in the figure are the same as those represented in Figs. 1, 3, and 5.

## IV. RESULTS

To obtain the dual-mode operation, some alternations in phases of the ports have been performed. In other words, to create $J_{2}\left(\mathrm{Mode}_{2}\right)$ on the trapezium-shaped plate, all ports are excited
with the same initiate phase. Furthermore, creation of $J_{l}\left(\mathrm{Mode}_{1}\right)$ on the body is achievable by producing $180^{\circ}$ phase difference in ports 2 and 4 with respect to ports 1 and 3. Table I presents the feeding configuration that can be employed at ports.

Table I: Feeding configuration (amplitude and phase) for the excitation of 1st and 2nd modes.

|  | port1 | port2 | port3 | port4 | Excited <br> current |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Mode $_{1}$ | $1 \measuredangle 0^{\circ}$ | $1 \measuredangle 180^{\circ}$ | $1 \measuredangle 0^{\circ}$ | $1 \measuredangle 180^{\circ}$ | $J_{1}$ |
| Mode $_{2}$ | $1 \measuredangle 0^{\circ}$ | $1 \measuredangle 0^{\circ}$ | $1 \measuredangle 0^{\circ}$ | $1 \measuredangle 0^{\circ}$ | $J_{2}$ |

The proposed antenna is simulated by the fullwave well known package Ansoft HFSS. The current distributions of first and second modes on the trapezium-shaped plate are obtained as illustrated in Fig. 8, which are both acceptably similar with those presented in Fig. 5. Apart from this, Fig. 9 represents the $S$-parameters of the antenna, which revealed that the antenna can work well at 3.5 GHz .

At this moment, with regard to the fact that two characteristic currents are created on the analyzed structure, it is expected that the corresponding radiation patterns will be orthogonal to each other and Fig. 10 clarifies the correctness of this issue. As it can be observed from Fig. 10, the orthogonality
condition of patterns is obtained very well at both $p h i=0^{\circ}$ and $90^{\circ}$ planes, which makes the antenna to operate in two modes, which are different in radiation pattern. As it has been cleared before, associated with each mode, there is a specific configuration of feeding. So it follows that changing the initiate phase of feeding's ports as presented in Table. I, results in switching between modes in the proposed dual-mode antenna.


Fig. 8. The excitation of first and second modes on the proposed antenna structure.


Fig. 9. Scattering parameters of the proposed antenna structure.

## V. CONCLUSION

Modal analysis of a structure is exploited to design an antenna whose advantage is operating in two modes. Each mode has a radiation pattern, which is orthogonal to the other mode. The first seven characteristic modes of a trapezium-shaped radiator are obtained by a specific MoM code. With the aid of a general overview about the
electromagnetic behavior of the analyzed body, reactive loading is performed in order to set the resonance frequency of first two modes to be identical. From the TCMs, it is expected that each characteristic current leads to a radiation pattern that is orthogonal to the radiation pattern of other characteristic current. As a result, a specific feeding structure is proposed to excite the discussed first two modes on the structure's body so that a dual-mode antenna is obtained, which benefits from two orthogonal radiation patterns. By choosing an appropriate initiate phase of the feeding's ports, switching between modes is achievable.


Fig. 10. Normalized radiation patterns of the proposed antenna in first and second modes.
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#### Abstract

In recent days, substrate integrated waveguide (SIW) technology is attracting a lot of interest in the development of millimeter-wave (MmW) based circuits due to its inherent advantages. Tapered slot antenna (TSA) with antipodal geometry is used to surmount the impedance matching constraint and to enhance electrical performance including gain, side lobes levels, and main beam pattern. This paper focuses on the design of antipodal linear tapered slot antenna (ALTSA) using SIW technique at 60 GHz for wireless local area network (WLAN) and wireless personal area network (WPAN) applications. The size of the proposed antenna is very compact ( $43.29 \mathrm{~mm} \times 9.93 \mathrm{~mm} \times 0.381 \mathrm{~mm}$ ) and the substrate used is RT/ Duroid 5880. Corrugations have been investigated on both the edges to improve antenna gain, front-to-back ratio, and radiation patterns. Numerical simulations are performed using 3D-EM tools, high frequency structure simulator (HFSS) and CST microwave studio (CST MWS). The obtained results reveal that when corrugation is introduced in the antenna there is a significant improvement of 3 dB in gain, respectively. This study has been reported earlier in other frequency bands but rarely any literature has been reported of such development at 60 GHz .


Index Terms - ALTSA, corrugation, CST MWS, front to back ratio, HFSS, MmW, and SIW.

## I. INTRODUCTION

The evolution of new generation wireless communication systems is highly dependent on the deployment of millimeter-wave (MmW) based
radio technologies. With the available bandwidth of 7 GHz , the unlicensed 60 GHz band ( 57 GHz - 64 GHz ) is of great interest for the new generation wireless local area network (WLAN) and wireless personal area network (WPAN), which will allow multimedia downloads at ultra-high speed with data rate of 1 Gbps [1]. The propagation characteristics of the 60 GHz band are characterized by high levels of oxygen absorption and rain attenuation. This limits the range of communication systems using this band. However, it will allow a high level of frequency re-use and therefore makes it attractive for a variety of short-range wireless communication applications [2].

Recently, there has been a great deal of interest in antennas for millimeter wave applications. Tapered slot antenna (TSA) has been widely used to take advantage of high gain, low side-lobe level characteristics, ease of implementation, and broadband characteristics [3]. TSA is a popular choice for applications such as ground penetration surveillance, medical imaging security, road surface scanning [4], and numerous wireless communication applications [5]. Many of the new radar systems reaching the fleet over the next few years will use frequency or phasesensitive antennas and antennas that can electronically scan the azimuth as well as elevation. TSA can be a good candidate for such antenna systems.

Many designs for taper have been proposed and developed by researchers all over the world [6-9]. One such type of antenna is antipodal linear tapered slot antenna (ALTSA). Researchers around the globe have given high attention to ALTSA
for its salient performances, which includes narrow beamwidth, high element gain, and wide bandwidth [10]. It has been reported that a reduced antenna width is associated with degradation in radiation pattern, which is a significant problem for the design of compact TSAs [11]. ALTSA has been investigated widely in academic and industry focusing the ultrawideband (UWB) and very high frequency (VHF) range [8-12], hardly any work is present in the extremely high frequency (EHF) range. Substrate integrated waveguide (SIW) technology has been proposed for MmW circuits and investigated by researchers from various parts of the world in the past 15 years [13]. In [14], a simple technique for propagation characteristics for SIW has been studied and proposed. Waveguides are basically a device for transporting electromagnetic energy from one region to another. In this study, it is composed of two rows of metalized via-holes, which are connected with two metal plates on the top and bottom sides. The mechanism on which SIW operates is very much similar to a rectangular waveguide. SIW inherits most of the advantages of the conventional metallic waveguides like complete shielding, low loss, high quality factor and high power-handling capability [15].

TSA with corrugation structure have been used to reduce tapered slot antenna width without any significant degradation in the radiation pattern [11-13]. In applications such as MmW radar and communication systems using directional antenna, it is preferred that the antenna should have a high front to back ratio (F/B) and directivity. Corrugation has been proven successful in TSA structures for F/B ratio, gain, and beamwidth improvement [16].

Selection of simulation tool can be made based upon the simulation data uncertainties, simulation time, model design limitation, and hardware requirement. Due to complex MmW antenna design, computational electromagnetic (CEM) field model is inevitable. CEM models the interaction of magnetic and electric field with physical objects and their environment to find the numerical approximation of Maxwell's equation. High frequency structure simulator (HFSS) based on finite element method (FEM) and CST microwave studio (CST MWS) based on finite difference time domain method (FDTD) are
specialized software that solve the subset of Maxwell's equations [17].

Thus, this paper focuses on the effect of corrugation in SIW fed ALTSA, designed for WLAN and WPAN applications at 60 GHz . Comparison of results using electromagnetic solvers HFSS and CST MWS have been made for accuracy and simulation time. Section II deals with design, simulation and measured results are presented in section III, followed by conclusions in section IV.

## II. ALTSA ARCHITECTURE AND DESIGN

The ALTSA is designed on 0.381 mm RT/Duroid 5880 substrate with dielectric constant $\varepsilon_{r}=2.2$ and $\tan \delta=0.0004$. Figure 1 depicts a configuration of the proposed ALTSA with the SIW feeding, which consists of two flares. On one side, the input track is flared to produce half of the linear TSA and then on the other side of substrate the ground plane is flared in the opposite direction. One of the advantages of the antipodal geometry is that it does not need to layout any stubs on the printed circuit board (PCB) to achieve impedance matching.

The input impedance of the ALTSA is high and that of the SIW is low, which causes a mismatch problem. To solve this problem, the flares are designed in a way that they overlap each other. The SIW feeding structure has two periodic rows of metalized cylindrical vias connecting the upper and lower flares of ALTSA, which acts as dielectric filled rectangular waveguide. The center frequency of proposed antenna is 60 GHz and length of tapered slot line is $4.5 \lambda$. Table 1 provides various parameters of SIW based ALTSA.

The performance of ALTSA depends upon the thickness t and the dielectric permittivity $\varepsilon_{r}[18]$ as given in equation (1),

$$
\begin{equation*}
\mathrm{f}_{\text {substrate }}=\frac{\mathrm{t}\left(\sqrt{\epsilon_{\mathrm{r}}-1}\right)}{\lambda} . \tag{1}
\end{equation*}
$$

For better performance it should lie within a range given by equation (2),

$$
\begin{equation*}
0.005 \leq f_{\text {substrate }} \leq 0.03 \tag{2}
\end{equation*}
$$

When the distance between the via-holes are electrically small ( $<0.2 \lambda$ ), SIW can be replaced by rectangular waveguide [13]. SIW can be
commonly used as transmission line, which is similar to rectangular waveguide in terms of mode and cut-off frequency properties.

The cut-off frequency is a frequency at which all lower frequencies are attenuated by the waveguide and above the cut-off frequency all higher frequencies propagate within the waveguide. The cut-off frequency depends on the shape and size of the cross section of waveguide. The larger the waveguide, the lower the cut-off frequency of antenna. The effective width of the SIW structure $\mathrm{W}_{\mathrm{s}}$ [18] is calculated based on equation (3),

$$
\begin{equation*}
\mathrm{W}_{\mathrm{s}}=W_{S I W}-1.08 \frac{D}{P}+0.1 \frac{D}{W_{S I W}} \tag{3}
\end{equation*}
$$

where, $D$ is the diameter of the via, $P$ is the space between the vias and $W_{S I W}$ is the SIW width. The cut-off frequency is given by equation (4)

$$
\begin{equation*}
\mathrm{f}_{\mathrm{c}, \mathrm{mn}}=\frac{c}{2 \sqrt{\varepsilon_{r}}} \sqrt{\left(\frac{m}{a}\right)^{2}+\left(\frac{n}{b}\right)^{2}}, \tag{4}
\end{equation*}
$$

where, $c$ is the speed of light and $\varepsilon_{r}$ is the relative permittivity.

Table 1: Dimension of ALTSA.

| Parameter | Dielectric <br> Substrate: <br> RT/duriod ( $\varepsilon_{r}$ <br> $=2.20, \mathrm{~h}=0.381 \mathrm{~mm}$ ) |  |
| :---: | :---: | :---: |
|  | $\begin{array}{\|l\|} \hline \begin{array}{l} \text { Symbo } \\ 1 \end{array} \\ \hline \end{array}$ | Value mm |
| ALTSA Length | L1 | 44.61 |
| SIW Length | L2 | 22.36 |
| Taper Length | L3 | 4.93 |
| Microstrip Line Length | L4 | 1.2 |
| ALTSA Width | W1 | 9.93 |
| Overlapping Area Width | W2 | 1.8 |
| Taper Width | W3 | 3.12 |
| Microstrip Line Width | W4 | 0.8 |
| SIW Width | $\mathrm{W}_{\text {SII }}$ | 6.2 |
| Diameter of Vias | D | 0.6 |
| Pitch of Vias | P | 0.90 |

Both $D$ and $P$ should be measured precisely to ensure loss free radiation between the metallic vias because of diffraction. Following equations (5) and (6) allows us to do the same [18],

$$
\begin{equation*}
D \leq \frac{\lambda_{g}}{5}, \tag{5}
\end{equation*}
$$

where, $\lambda_{g}$ is the guided wavelength and,

$$
\begin{equation*}
P \leq 2 D . \tag{6}
\end{equation*}
$$



Fig. 1. Proposed ALTSA design.
The size of the excitation port also plays a vital role in performance of antenna. There are several rules for determining the port size. The port peripheries should touch the ground plane of the transmission line and the width of the port should be wide enough to avoid the adjacency of the signal strip and port periphery [15]. For matching the low characteristic impedance of SIW a linearly tapered microstrip is used. The microstrip is designed based upon the equations given in [19].

## A. Corrugation structures

Further, outer rectangular corrugation structures are applied to the ALTSA design. On small antennas, undesired surface currents on the outlines lead to near field radiation and thereby lead to reduced gain as well as high side lobe levels [11, 12]. For antenna pattern improvement the concept of corrugation structures have been studied. Corrugations have been proven successful in tapered slot antenna structures for improvement of gain and front to back ratio [16]. Corrugations are well known in the design of
horn antennas in order to suppress higher modes. Therefore, they guarantee the polarization pureness of the antenna [18].

## B. Outer rectangular corrugation

Figure 2 shows the ALTSA with outer rectangular corrugation structure. The length and the width are selected to be $1.25 \mathrm{~mm}(\mathrm{RCl})$ and $0.5 \mathrm{~mm}\left(\mathrm{RC}_{\mathrm{W}}\right)$, respectively with 0.5 mm spacing ( $\mathrm{RC}_{\mathrm{s}}$ ) between the rectangular corrugations, made on the outer edges of the ALTSA.

## III. SIMULATIONS AND RESULTS

The HFSS and CST MWS are the simulation softwares (SS) used to simulate the ALTSA at 60 GHz . In the current implementation, the antenna is first designed and simulated using HFSS. For the validation of simulated results obtained, the antenna with same dimension is designed and simulated using CST MWS. HFSS simulation offers a reliable mesh adaptation algorithm and several simulation coverage criteria. For CST simulation, mesh definition has a significant influence on representation of areas that includes ports.


Fig. 2. ALTSA with outer corrugation.
In these areas, mesh step is decreased until the relevant mesh vertices are accurately positioned as start and end points for integration across ports. Due to ALTSA geometry and higher
frequency, it is observed that a high number of meshes are needed to accurately model the structure and simulate the electromagnetic response. The total computing time is about 30 minutes for both the 3D-EM tools and the computing platform is Intel Core i7 with 24 GB random access memory (RAM). The simulation result indicates the return loss, distribution of current, and gain of ALTSA.

Figure 3 shows the plain and corrugated ALTSA fabricated on an RT/Duroid 5880 dielectric substrate with thickness of 0.381 mm . The simulated return loss shown in Figs. 4 and 5 illustrate that the return loss for corrugated ALTSA is good at 60 GHz band and the bandwidth is approximately 3 GHz , which is around $38.5 \%$ of the total spectrum under observation in both the SS. E-plane is the plane containing the electric field vector and the direction of maximum radiation. The electric field or "E" plane determines the polarization or orientation of the radio wave.


Fig. 3. Photographs of plain ALTSA and ALTSA with corrugation, (a) upper side and (b) lower side.

For a vertically-polarized antenna, the E-plane usually coincides with the vertical/elevation plane. For a horizontally-polarized antenna, the E-Plane usually coincides with the horizontal/azimuth plane. E- and H-planes should be 90 degree apart. The magnetizing field or " H " plane lies at a right
angle to the "E" plane. For a vertically polarized antenna, the H-plane usually coincides with the horizontal/azimuth plane. For a horizontallypolarized antenna, the H-plane usually coincides with the vertical/elevation plane. This is important, since MmW applications need a good stability of radiation pattern and directivity.

In an antenna pattern, the half power beam width is the angle between the half-power ( -3 dB ) points of the main lobe, when referenced to the peak effective radiated power of the main lobe. The 3dB beamwidth for plain ALTSA and ALTSA with outer rectangular corrugation is within the range of $32^{\circ} \approx 38^{\circ}$, while the SLL is between -4 dB and -9 dB in both the SS .


Fig. 4. Simulated and measured $S_{11}$ parameters of plain ALTSA.


Fig. 5. Simulated and measured $S_{11}$ parameters of ALTSA with corrugation.

Figure 6 shows current distribution in ALTSA in HFSS and CST MWS. It is observed that corrugation on outer edges of ALTSA contributes higher gain. The gradually flared edges can be considered to accommodate a continuous change of wavelength over a broad frequency range, which results in the broadband impedance matching performance. Figures 7 and 8 show the simulated and measured gain of ALTSA along the boresight, which is observed to be 13.2 dB in HFSS and 13 dB in CST MWS for plain ALTSA while the measured gain is observed to be 12.6 dB . A slight difference in two simulated results can be observed, which is basically due to the different numerical methods employed in CST MWS and HFSS. Similarly, for the corrugated ALTSA the gain is observed to be 16.2 dB in HFSS and 16.1 dB in CST MWS. The measured gain is observed to be 16 dB . Simulated and measured results indicate that corrugation effects have significant impact on return loss, radiation pattern, and antenna gain.

## IV. CONCLUSIONS

In this research work, ALTSA with and without outer rectangular corrugations are designed and simulated utilizing Ansys's HFSS and CST MWS for 60 GHz wireless communications. The simulated results were compared with the measured values obtained from the fabricated antenna. The results from simulation and measurement were observed and the performance of the antenna in relation to gain and beamwidth has been analyzed. The corrugations on the outer edges of the antenna change the surface current distribution increasing the gain. The proposed antenna has low side and back lobes, and a high gain. For validation, the results of HFSS and CST MWS simulations were compared with the measured results and are observed to be in good agreement.
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Fig. 6. Current distribution on plain ALTSA simulated in (a) HFSS and (b) CST MWS.


Fig. 7. Simulated and measured gain of plain ALTSA.


Fig. 8. Simulated and measured gain of corrugated ALTSA.
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#### Abstract

A compact microstrip lowpass filter with wide stop-band and sharp roll-off skirt is presented. The structure consists of a combination of modified Hairpin units. The cut-off frequency is 3.1 GHz . The proposed low-pass filter has a very good performance such as extended stop-band bandwidth from 3.36 GHz to 21.5 GHz with the insertion-loss higher than -20.0 dB , sharp roll-off, low insertion-loss, and high return-loss in the passband. The filter is designed, fabricated, and tested and the measured results are in good agreement with the EM-simulation results.


Index Terms - Hairpin unit, lowpass filter, microstrip, sharp roll-off, and wide stop-band.

## I. INTRODUCTION

Microwave lowpass filters are one of the most important building blocks in modern microwave systems because of their ability to suppress unwanted harmonics and spurious signals. To answer the demands of modern communication systems, LPFs have been studied for many years. Resonators are the basic parts of filters and so different kinds of them such as stepped impedance, pseudo inter-digital and defected ground structures (DGS) have been designed and used to improve the performance of filters. Conventional LPFs suffer from gradual roll-off and narrow stop-band bandwidth [1]. Other disadvantages like high insertion-loss and fabrication complexity are also the problems that make the filters to be far from the ideal form [2]. The main advantages of Hairpin resonators are compact size and ease of fabrication since they were proposed for the first time in 1970's. In [3], a

LPF using Hairpin resonator is presented. The filter's structure is simple but it suffers from a gradual roll-off and narrow stop-band bandwidth. In [4], the filter's performance is improved by adding a pair of coupled stepped impedance resonators (SIRs). Compared with the previous structure, this filter has a sharper response but the return-loss has become lower and the stop-band bandwidth is still narrow. In the filters proposed in [5-7], some characteristics like the stop-band bandwidth are enhanced but all those filters suffer from gradual roll-off.

In this paper, the new structure is presented to design a lowpass filter using Hairpin resonators. The simulated and measured results show a sharp roll-off and an extended stop-band bandwidth.

## II. NOVEL HAIRPIN UNIT STRUCTURE

Figure 1 shows the structure of the conventional hairpin resonator and its S parameters simulation results.


Fig. 1. Conventional hairpin resonator and its Sparameters results.

As it is clear, the structure is simple and consists of a single transmission line and symmetric parallel coupled lines. This simple structure can be modeled by an LC circuit easily [1] and this is one of the advantages of using hairpin resonators. The equivalent LC circuit of the conventional hairpin unit is shown in Fig. 2.


Fig. 2. The equivalent LC circuit of the conventional hairpin unit.

As it is shown, the single transmission line can be modeled as a capacitive-inductive $\pi$ network and the parallel coupled lines can be modeled as a capacitive $\pi$-network. The values of different parameters in the LC circuits are calculated in $[1,8]$, and they are summarized as follows,

$$
\begin{align*}
\mathrm{Ls} & =\frac{\mathrm{Z}_{\mathrm{S}} \sin \left(2 \beta_{\mathrm{S}} 1_{\mathrm{S}}\right)}{\omega}  \tag{H}\\
\mathrm{Cs} & =\frac{1-\cos \left(2 \beta_{\mathrm{S}} 1_{\mathrm{S}}\right)}{\omega Z_{\mathrm{S}} \sin \left(2 \beta_{\mathrm{S}} 1_{\mathrm{S}}\right)}(\mathrm{F}),  \tag{2}\\
\mathrm{Cg} & =\frac{\left(\mathrm{Z}_{\mathrm{oc}}-Z_{\mathrm{oo}}\right)}{2 \omega Z_{\mathrm{oc}} Z_{\mathrm{oo}} \cot \left(\beta_{\mathrm{C}} 1_{\mathrm{C}}\right)}(\mathrm{F}),  \tag{3}\\
\mathrm{Cp} & =\frac{1}{\omega Z_{\mathrm{oc}} \cot \left(\beta_{\mathrm{C}} 1_{\mathrm{C}}\right)}
\end{align*}
$$

$\mathrm{Z}_{\mathrm{S}}$ is the characteristic impedance of the single transmission line and $\mathrm{Z}_{\mathrm{oo}}$ and $\mathrm{Z}_{\mathrm{oe}}$ are the oddand the even-modes' impedance of the parallel coupled lines. $\beta_{\mathrm{S}}$ is the phase constant of the single transmission line and $\beta_{\mathrm{C}}$ is the phase constant of the coupled lines. In Fig. 2, $\mathrm{Ct}=\mathrm{Cp}$ +Cs .

In this paper, to enhance the filter's performance and getting close to the ideal form, the structure of the conventional Hairpin resonator is modified by adding two extra stubs,
to each side of the top part of the resonator. The new structure is shown in Fig. 3 (a).


Fig. 3. (a) Modified hairpin resonator and (b) comparison between the results of the conventional and modified hairpin resonator.

The dimensions in Fig. 3 (a) are: W1 = 1.8, $\mathrm{W} 2=0.2,11=4.2$, and $12=4.1$ (all in millimeter). Figure 3 (b) shows a comparison between the simulation results of the modified resonator and the conventional hairpin resonator. As it is obvious in Fig. 3 (b), in comparison with the conventional structure, the modified structure has better performance. For example the return-loss in the pass-band is lower and transmission zeros have moved to lower frequencies and so the resonator has a sharper roll-off.

Modeling microstrip structures with LC circuits is very important. However, it is usually very hard to model microstrip circuits with lumped-elements but it has many advantages. An LC model can help the designers describe the behavioral characteristics of a microstrip structure better and perform analysis easier and faster. It is
especially very useful for optimizing the values of different parts because as it is mentioned, the analysis of an LC circuit in comparison with microstrip structures is very fast. In addition, in some circuits both lumped-elements and microstrip structures exist and to analyze such circuits, it is useful to model the microstrip structures with LC circuits.

The equivalent LC circuit for the proposed resonator is shown in Fig. 4 (a), where their values are: $\mathrm{L} 1=1.13 \mathrm{nH}, \mathrm{L} 2=1.7 \mathrm{nH}, \mathrm{C} 1=0.2$ $\mathrm{pF}, \mathrm{C} 2=0.36 \mathrm{pF}, \mathrm{C} 3=1 \mathrm{pF}, \mathrm{C} 4=0.1 \mathrm{pF}$. The values of LC parameters are calculated from the basic equations of hairpin unit and transmission lines i.e., equations (1) to (4), and then the values are optimized to improve the accuracy of the response. Figure 4 (b) shows the comparison between the simulation results of the layout and the LC model of the proposed resonator. As it is obvious, there is a very good agreement between the circuit and the EM simulation results.


Fig. 4. (a) The equivalent LC circuit for the proposed resonator and (b) the comparison between the results of the LC circuit and EM simulation.

In hairpin resonators, the distance between the parallel lines is a very important parameter
because any changes in the amount of this distance, will highly affect the response characteristics of the resonator and so it is important to study the effects of changing the value of this parameter on the response. This parameter is shown in Fig. 3 (a) as D.

Figure 5 (a) shows the simulation results of the proposed resonator for different values of D . As it is shown in this figure, by decreasing the value of D from 0.25 mm to 0.15 mm , the filter will have a sharper roll-off skirt. Because by decreasing the value of D , the coupling capacitance between the parallel lines will increase, which leads the transmission zeros to move to lower frequencies and so the roll-off will be sharper.

The coupling capacitance between the parallel lines is shown as C2 in Fig. 4 (a). In Fig. 5 (b), the effect of changing the value of C 2 is presented and as it is expected, by increasing the value of C 2 , the transmission zeros will move to lower frequencies. And it confirms what was claimed before about $D$.


Fig. 5. The proposed resonator simulation results (a) as a function of D in microstrip structure and (b) as a function of C 2 in the equivalent LC circuit.

As it is obvious in Fig. 5 (a), by decreasing the value of D , the insertion-loss in the stop-
band will decrease and so a proper value for D should be chosen to achieve the best performance for the filter. Finally, the value of $\mathrm{D}=0.2 \mathrm{~mm}$ is chosen. The value of the cut-off frequency can be changed by changing some dimensions of the structure, but it should be considered that any changes in the dimensions of the resonator, will affect the response and the performance of the structure. A good method to change the cut-off frequency without changing the performance of the LPF is to change all the dimensions with the same scale. Figure 6 shows the response of the proposed resonator for different scale factors.


Fig. 6. The response of the proposed resonator for different scale factors.

It is seen in Fig. 6, as the dimensions of the proposed resonator become larger, the cut-off frequency will become smaller, while the response curves have almost the same shapes (that shows the same performance in the structures). Figure 7 shows a relationship between the value of the cutoff frequency and the scaling factor.


Fig. 7. The values of the cut-off frequency for different scaling factors.

Figure 7 is very useful to determine the dimensions of the structure to obtain a certain value for the cut-off frequency. According to Fig. 7, to increase the value of the cut-off frequency, it is needed to decrease the size of the structure and to decrease the value of cut-off frequency, the size of the structure should be increased. In Fig. 7, the response curve is an exponential type and so the change in the size of the resonator to increase the value of cut-off frequency will be very small, but to decrease the value of cut-off frequency there will be a bigger change in the size of the structure. Therfore, this method is more efficient especially when it is needed to increase the value of the cutoff frequency.

## III. FILTER DESIGN

By using the proposed resonator, a new LPF with wide stop-band bandwidth and sharp roll-off is designed in this paper. In the first step, to improve the performance, a combination of two modified Hairpin units is used. One way to obtain a good performance and also a small size, is arranging the resonators in cascade model. So as it is shown in Fig. 8 (a), the coupled resonators have one common leg, which means: the output leg for the first resonator is as the input leg for the second one. The length of the legs also should be optimized to obtain the best possible performance. Figure 8 (b) shows the simulation results of the structure.

(a)


Fig. 8. The combination of two modified Hairpin resonators (a) layout and (b) simulation results.

As it is observed in Fig. 8 (b), the new structure has better response characteristics. The roll-off skirt is sharper and the stop-band bandwidth is wider but the return-loss in the passband is becoming low. In the next step, to extend the stop-band bandwidth, another modified Hairpin unit is designed. This unit and its simulation results are shown in Fig. 9.


Fig. 9. The second modified Hairpin unit (a) the structure and (b) simulation results.

In Fig. 9, the structure is achieved by bending the parallel lines at 90 degrees. As a result, the coupling capacitances between them will be removed and there will be new coupling capacitances between the lines and the top parts of the resonator. All these changes will highly affect the response characteristics of the structure and make the zero of S21 moves to higher frequencies and so the response characteristics of the resonator will be like what is shown in this figure.

By adding this new unit to the previous structure, a new combination is achieved. Figure 10 (a) shows this new structure and the simulation results are shown in Fig. 10 (b). The final structure is shown in Fig. 11.


Fig. 10. The new structure (a) layout and (b) simulation results.


Fig. 11. The proposed lowpass filter.
As it is clear in Fig. 10 (b), there is a pole for S21 in the frequency of 13.5 GHz . The value of S21 in that frequency is lower than -20 dB . To increase this value to more than -20 dB , which extend the stop-band bandwidth (for the insertionloss higher than -20 dB ), it is needed to add some other parts to the structure. These parts are added to the feeding lines, which can be seen in Fig. 11. The parts with 1.5 mm wide are used for that
reason. The parts with 1.2 mm wide are used to have better impedance matching for 50 ohm ports.

Using the same method for the proposed resonator, the LC circuit model of the proposed lowpass filter is shown in Fig. 12 (a). In this figure the values of the elements are: $\mathrm{C} 1=0.1 \mathrm{pF}, \mathrm{C} 2=1$ $\mathrm{pF}, \mathrm{C} 3=0.3 \mathrm{pF}, \mathrm{C} 4=0.2 \mathrm{pF}, \mathrm{C} 5=0.38 \mathrm{pF}, \mathrm{C} 6=$ $0.36 \mathrm{pF}, \mathrm{C} 7=1 \mathrm{pF}, \mathrm{C} 8=0.1 \mathrm{pF}, \mathrm{C} 9=0.02 \mathrm{pF}, \mathrm{L} 1$ $=1.7 \mathrm{nH}, \mathrm{L} 2=0.3 \mathrm{nH}, \mathrm{L} 3=0.84 \mathrm{nH}, \mathrm{L} 4=0.59$ nH , L5 $=1.7 \mathrm{nH}$, L6 $=0.3 \mathrm{nH}$. Figure 12 (b) shows a comparison between the LC circuit model and EM-simulation results of the proposed filter.


Fig. 12. (a) The equivalent LC circuit of the proposed filter and (b) the results.

This filter is designed on (RT/Duroid 5880) substrate with 2.22 dielectric constant, 15 mil heights, and 0.0009 loss tangents. The designed filter is fabricated using microelectronic technology and measured by the use of an Agilent network analyzer N5230A.

The simulated and measured results are shown in Fig. 13 (a) and the photograph of the filter is
shown in Fig. 13 (b) and also the group-delay of the proposed filter is shown in Fig. 13 (c). As it is clear in Fig. 13 (a), the EM simulation results are in good agreement with the measured results.


Fig. 13. Proposed low-pass filter (a) the simulation and measurement results, (b) photograph, and (c) group-delay.

## IV. RESULTS

Measured results show very good performance for the proposed filter. The insertion-loss from DC to 2.8 GHz is lower than -0.45 dB and the returnloss is higher than -20.7 dB . The transition from -3 dB to -20 dB is 0.26 GHz , which is equal to 65.38 $\mathrm{dB} / \mathrm{GHz}$ that shows a sharp roll-off skirt and overall size of the fabricated filter is about 16.4 $\mathrm{mm} \times 20 \mathrm{~mm}\left(0.246 \lambda_{\mathrm{g}} \times 0.3 \lambda_{\mathrm{g}}\right)$. The group delay in the pass-band is from 0.3 ns to 1.18 ns.

Table I shows the comparison between the proposed filter and some other LPFs. As it is obvious, in comparison with the proposed filters in [2-13], this new filter has a very good performance. In Table I, all the stop-band bandwidths are calculated for the insertion-loss higher than -20 dB and as it is clear, compared with the other filters, the proposed filter has the sharpest roll-off skirt and also it has other advantages like: wide stop-band bandwidth and very good insertion-loss and return-loss in the pass-band.

Table I. Comparison between the proposed lowpass filter and some other filters.

| Ref | $\mathbf{F c}$ <br> $(\mathbf{G H Z})$ | $\mathbf{R - O}$ <br> $(\mathbf{d B} /$ <br> $\mathbf{G H z})$ | $\mathbf{I}-\mathbf{L}$ <br> $\mathbf{d B})$ | $\mathbf{R - L}$ <br> $(\mathbf{d B})$ | $\mathbf{S - B}$ <br> $(\mathbf{u p}$ <br> $\mathbf{t o}$ <br> $\mathbf{F c})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 3 | 18.9 | 1.4 | 24 | 4.7 |
| 4 | 1.5 | 18.8 | 0.5 | 10 | 2.13 |
| 5 | 2.5 | 24.2 | 0.45 | 14 | 3.44 |
| 6 | 1 | 48.5 | 0.4 | 20 | 4.1 |
| 7 | 0.5 | 56.6 | 0.5 | 16.3 | 7.6 |
| 8 | 2.4 | 34 | 1.2 | 5 | $10 w$ |
| 9 | 4.16 | 19 | 0.1 | 20.18 | 2.48 |
| 10 | 1.67 | 24.28 | 0.5 | 12 | 2.63 |
| 11 | 2 | 18.9 | 0.6 | 12 | 5.32 |
| 12 | 2.95 | 16.19 | 0.1 | 20 | 5.42 |
| 13 | 2.75 | 48.5 | 0.5 | 17.5 | 1.7 |
| This | 3.1 | 65.38 | 0.45 | 20.7 | 5.85 |

R-O = roll-off, I-L = Insertion-loss, R-L = returnloss, and S-B = stop-band.

## V. CONCLUSION

A compact low-pass filter with wide stop-band bandwidth and sharp roll-off is designed and fabricated. The simulated and measured results are in good agreement with each other. The filter has the cut-off frequency of 3.1 GHz , wide stop-band bandwidth (from 3.36 GHz to 21.5 GHz with the attenuation level above -20 dB ), low insertionloss, and high return-loss in the passband. The filter with these features can answer the demands of modern communication systems.
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#### Abstract

This paper introduces the hexagon permanent magnets, which are in $x$ - or $y$ - axis magnetized directions to the 2-D permanent magnet array for planar motor. Through the scalar magnetic potential equation, finite element method and effective amplitudes, the harmonic and analytical models are derived and verified. The reduction of the higher harmonics of $z$-component of the magnetic flux density with hexagon magnets is verified. Low higher harmonics of $z$ component of the magnetic flux density with hexagon magnets is optimized by the genetic algorithm. Comparing with the 2-D Halbach magnet arrays, the new magnet array has larger $z$ component of the magnetic flux density and smaller higher harmonics of $z$-component of the magnetic flux density, which can reduce the force ripples of planar motor.


Index Terms - Effective amplitude, force ripples, genetic algorithm, hexagon magnet, magnet array, and planar motor.

## I. INTRODUCTION

In many industrial apparatus, like pick-andplace machines, lithography and inspection systems, objects are positioned and moved in a horizontal plane [1-10]. The magnetically levitated planar motors with 2-D permanent magnet array, which have the advantages of large range planar motion, simple structure, high speed, and high precision, have received increasing attention. Until now some types of planar motors, which can move freely in any directions in the plane have been proposed.

Cho et al. [2] proposed a magnet array for planar motor with compact structure to obtain high magnetic flux density. The magnetic field was obtained by using the scalar magnetic potential. But the harmonic model is too complex to apply in real time control. To deal with this problem, Cho et al. [3] substitute a 2-D sinusoidal wave with flux density exponentially decreasing across the air-gap length for the flux density distribution. In contrast with Cho et al, Jansen et al. [4, 5] proposed a new type of 2-D Halbach magnet array, derived an analytical model by taking the first harmonic of the magnetic flux density and optimized the 2-D Halbach magnet array by maximizing the magnetic flux density per unit of moving-part for low power dissipation. However, the higher harmonics of the magnet array is high, which is usually a main reason for the force ripples in planar motor [6]. To get a magnet array with high magnetic flux density and low higher harmonics, W. Min et al. [6] proposed a 2-D Halbach array with 4 segments per pole and adopting the genetic algorithm (GA) to minimize the higher harmonics. Y. Zhang [7] and L. Huang et al. [8] investigated different 1-D magnet array topologies and found the trapezoidal permanent magnet structures had a reduced number of high harmonic components. J. Peng et al. [9] proposed a 2-D Halbach array by using trapezoidal magnets. The trapezoidal magnets, which have a $45^{\circ}$ magnetized direction are used to reduce the higher harmonics and increase the intensity of the magnetic field. The analytical model is derived by taking the amplitude of the magnetic flux density as the effective amplitude. The genetic algorithm is also used to minimize the higher harmonics.

The new 2-D magnet array proposed by this paper has the features of compact structure, without magnets of $45^{\circ}$ magnetized direction and using hexagon magnets. The hexagon magnets are used to reduce higher harmonics and increase the intensity of the magnetic field. The harmonic model of the magnetic flux density for the new array is derived by Fourier series and the scalar magnetic potential [11], and verified by finite element method. The analytical model is derived by the effective amplitude. The genetic algorithm is used to minimize the higher harmonics in $z$ component of the magnetic flux density. Finally, the new array is compared with the 2-D Halbach array used by Jansen [4].

## II. ANALYSIS OF MAGNETIC FLUX DENSITY

## A. Analytical model

Figure 1 shows the magnet array with top view and cut-view. The magnetized direction of the magnets is denoted by the arrows from S-pole to N pole, and S means the direction towards the paper and N means out of paper. The hexagon magnets are in the horizontal directions. The magnet array modeled as infinitely large with Fourier series by neglecting end effects. The residual magnetization vector of the magnet array with the permanent magnets can be expressed as,


Fig. 1. Magnet array; (a) top and (b) cut-views.

Figure 2 shows the $M_{x}$ projection distribution of the hexagon magnets. The projection distribution is derived by using Fourier series. The expression of $M_{x}$ is,

$$
\begin{align*}
M_{x} & =P M X_{y} \cdot P M X_{x} \cdot M \\
& =M \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} a_{x k} b_{x l} \cos (k \omega x) \sin (l \omega y), \tag{2}
\end{align*}
$$

where $M=B_{r} / \mu_{0}, \omega=\pi / \tau, k$ and $l$ are the harmonic numbers for the $x$ - and $y$-direction, respectively. While $a_{x k}$ and $b_{x l}$ are the projection distribution coefficients, $\tau$ is the pole pitch, $\tau_{m}$ is the length of the side of the magnets, which are magnetized in $z$-direction, and

$$
\begin{align*}
& a_{x k}=-\frac{4}{k \pi} \sin \frac{k \pi}{2} \cos \frac{k \omega \tau_{m}}{2}  \tag{3}\\
& b_{x l}=\frac{4}{l \pi} \sin ^{2} \frac{l \pi}{2} \cos (l \omega v(x)) . \tag{4}
\end{align*}
$$

The $v(x)$ is a function of the variable $x$ due to the shape of hexagon magnet [9]. The distribution of variable $x$ in a period with thick line is shown in Fig. 2 and expressed as

$$
v(x)=\left\{\begin{array}{cc}
x+\tau & -\tau \leq x<-0.5 \tau  \tag{5}\\
-x & -0.5 \tau \leq x<0 \\
x & 0 \leq x<0.5 \tau \\
-x+\tau & 0.5 \tau \leq x \leq \tau
\end{array} .\right.
$$

The expression of $\cos (l \omega v(x))$ is obtained using equation (5)

$$
\begin{align*}
\cos (l \omega v(x)) & =\left\{\begin{array}{cc}
-\cos (u \omega x) & -\tau \leq x<-0.5 \tau \\
\cos (u \omega x) & -0.5 \tau \leq x<0 \\
\cos (u \omega x) & 0 \leq x<0.5 \tau \\
-\cos (u \omega x) & 0.5 \tau \leq x \leq \tau
\end{array},\right.  \tag{6}\\
& =\lambda_{v(x)} \cos (u \omega x)
\end{align*}
$$

where $\lambda_{\nu(x)}$ is distribution coefficient. Figure 3 shows the distribution of $\lambda_{v(x)}$, and the expression is obtained by Fourier series

$$
\begin{equation*}
\lambda_{v(x)}=\sum_{u=1}^{\infty} \frac{4}{u \pi} \sin \frac{u \pi}{2} \cos (u \omega x), \tag{7}
\end{equation*}
$$

where $u$ is harmonic number.
$M_{y}$ can be constructed by interchanging the variables $x$ and $y$ in the function of $M_{x}$. The $M_{z}$ projection distribution of the cubic magnets is obtained by conventional approach with Fourier series and not list. The expressions of the residual magnetization vector of this array are,

$$
\begin{align*}
& M_{x}=-M \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} \sum_{u=1}^{\infty} g(k) C \sin (l \omega y)\left(\cos \left(e_{1} \omega x\right)\right.  \tag{8}\\
& \left.+\cos \left(e_{2} \omega x\right)+\cos \left(e_{3} \omega x\right)+\cos \left(e_{4} \omega x\right)\right) \\
& M_{y}=-M \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} \sum_{u=1}^{\infty} C g(l) \sin (k \omega x)\left(\cos \left(e_{5} \omega y\right)\right.  \tag{9}\\
& \left.+\cos \left(e_{6} \omega y\right)+\cos \left(e_{7} \omega y\right)+\cos \left(e_{8} \omega y\right)\right) \\
& M_{z}=M \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} a(k) a(l) \sin (k \omega x) \sin (l \omega y), \tag{10}
\end{align*}
$$

where $\tau_{n}$ is the length of the side of the hexagon magnets, and

$$
\begin{align*}
& C=\frac{16}{k l u \pi^{3}} \sin ^{2} \frac{k \pi}{2} \sin ^{2} \frac{l \pi}{2} \sin \frac{u \pi}{2}  \tag{11}\\
& g(k)=\sin \frac{k \omega \tau_{n}}{2},  \tag{12}\\
& a(k)=\frac{4}{k \pi} \sin ^{2} \frac{k \pi}{2} \cos \frac{k \omega \tau_{n}}{2},  \tag{13}\\
& e_{1}=k+l+u,  \tag{14}\\
& e_{2}=k+l-u,  \tag{15}\\
& e_{3}=k-l+u,  \tag{16}\\
& e_{4}=k-l-u,  \tag{17}\\
& e_{5}=l+k+u,  \tag{18}\\
& e_{6}=l+k-u,  \tag{19}\\
& e_{7}=l-k+u,  \tag{20}\\
& e_{8}=l-k-u . \tag{21}
\end{align*}
$$



Fig. 2. $M_{x}$ projection distribution of the hexagon magnets; (a) magnet array, (b) $x$-directoin, and (c) $y$-direction.

## B. Governing and solving equation

To derive the magnetic flux density of the magnet array, the 3-D space is divided into three regions [11] of which a cross section is shown in

Fig. 4. Regions 1 and 3 are in air. The permanent magnets in region 2 are located in between $m_{b} \leq z \leq m_{t}$. The assumption of air in the magnet array is not existed due to the compact structure.


Fig. 3. Distribution of $\lambda_{v(x)}$.
The scalar magnetic potential equation is applied to this problem because there is no current. In regions 1 and 3, the next equations apply (only the equations for region 1 are shown),

$$
\begin{gather*}
\vec{H}_{1}=-\nabla \Psi_{1}  \tag{22}\\
\nabla \times \vec{H}_{1}=0,  \tag{23}\\
\vec{B}_{1}=\mu_{0} \vec{H}_{1},  \tag{24}\\
\nabla \cdot \vec{B}_{1}=0, \tag{25}
\end{gather*}
$$

where $\vec{B}_{1}$ is the magnetic flux density, $\vec{H}_{1}$ is the magnetic field strength, $\Psi_{1}$ is the scalar potential. In region 2,

$$
\begin{gather*}
\vec{H}_{2}=-\nabla \Psi_{2}  \tag{26}\\
\nabla \times \vec{H}_{2}=0,  \tag{27}\\
\vec{B}_{2}=\mu_{0} \mu_{r} \vec{H}_{2}+\mu_{0} \vec{M},  \tag{28}\\
\nabla \cdot \vec{B}_{2}=0, \tag{29}
\end{gather*}
$$

where $\mu_{r}$ is the relative permeability. After the substitution of the scalar potential in equations (22) to (25) and equations (26) to (29), respectively, the following equations are obtained,

$$
\begin{align*}
& \nabla^{2} \Psi_{1}=0  \tag{30}\\
& \nabla^{2} \Psi_{2}=\nabla \cdot \frac{\vec{M}}{\mu_{r}}=\frac{M}{\mu_{r}} \times \\
& \left(\sum_{k=1}^{\infty} \sum_{l=1}^{\infty} \sum_{u=1}^{\infty} g(k) C \sin (l \omega y) \sum_{i=1}^{4} e_{i} \omega \sin \left(e_{i} \omega x\right)\right.  \tag{31}\\
& \left.+\sum_{k=1}^{\infty} \sum_{l=1}^{\infty} \sum_{u=1}^{\infty} g(l) C \sin (k \omega x) \sum_{j=5}^{8} e_{j} \omega \sin \left(e_{j} \omega x\right)\right), \\
& \nabla^{2} \Psi_{3}=0 . \tag{32}
\end{align*}
$$

At infinite distance from the magnet array,

$$
\begin{gather*}
\Psi_{1}(z=\infty)=0  \tag{33}\\
\Psi_{3}(z=-\infty)=0 . \tag{34}
\end{gather*}
$$



Fig. 4. Space divided into three regions.
The following boundary conditions apply on the interface between the magnets and the air (see also Fig. 4),

$$
\begin{gather*}
H_{1 x}\left(z=m_{t}\right)=H_{2 x}\left(z=m_{t}\right)  \tag{35}\\
H_{1 y}\left(z=m_{t}\right)=H_{2 y}\left(z=m_{t}\right),  \tag{36}\\
B_{1 z}\left(z=m_{t}\right)=B_{2 z}\left(z=m_{t}\right),  \tag{37}\\
H_{2 x}\left(z=m_{b}\right)=H_{3 x}\left(z=m_{b}\right),  \tag{38}\\
H_{2 y}\left(z=m_{b}\right)=H_{3 y}\left(z=m_{b}\right),  \tag{39}\\
B_{2 z}\left(z=m_{b}\right)=B_{3 z}\left(z=m_{b}\right) . \tag{40}
\end{gather*}
$$

where $m_{t}, m_{b}$ is the height of the magnet array.
The method of separation of variables is used to solve the Laplace equations. A solution of the scalar potential is substituted,

$$
\begin{align*}
& \Psi=\sum_{k=1}^{\infty} \sum_{l=1}^{\infty} \sum_{u=1}^{\infty} \sin (l \omega y) \sum_{i=1}^{4} Z_{i}(z) \sin \left(e_{i} \omega x\right) \\
& +\sum_{k=1}^{\infty} \sum_{l=1}^{\infty} \sum_{u=1}^{\infty} \sin (k \omega x) \sum_{i=5}^{8} Z_{i}(z) \sin \left(e_{i} \omega x\right)  \tag{41}\\
& +\sum_{k=1}^{\infty} \sum_{l=1}^{\infty} Z_{0}(z) \sin (k \omega x) \sin (l \omega y) .
\end{align*}
$$

In regions 1 and 3 , substitution of equation (41) into equation (30) results in,
$\sum_{k=1}^{\infty} \sum_{l=1}^{\infty} \sum_{u=1}^{\infty} \sin (l \omega y) \sum_{i=1}^{4}\left(\frac{d^{2} Z_{i}(z)}{d z^{2}}-\lambda_{i}{ }^{2} Z_{i}(z)\right) \sin \left(e_{i} \omega x\right)+$
$\sum_{k=1}^{\infty} \sum_{l=1}^{\infty} \sum_{u=1}^{\infty} \sin (k \omega x) \sum_{i=5}^{8}\left(\frac{d^{2} Z_{i}(z)}{d z^{2}}-\lambda_{i}{ }^{2} Z_{i}(z)\right) \sin \left(e_{i} \omega y\right)+$
$\sum_{k=1}^{\infty} \sum_{l=1}^{\infty} \sin (k \omega x) \sin (l \omega y)\left(\frac{d^{2} Z_{0}(z)}{d z^{2}}-\lambda_{0}{ }^{2} Z_{0}(z)\right)=0$
where

$$
\begin{align*}
& \lambda_{1}=\sqrt{(l \omega)^{2}+\left(e_{1} \omega\right)^{2}},  \tag{43}\\
& \lambda_{2}=\sqrt{(l \omega)^{2}+\left(e_{2} \omega\right)^{2}},  \tag{44}\\
& \lambda_{3}=\sqrt{(l \omega)^{2}+\left(e_{3} \omega\right)^{2}},  \tag{45}\\
& \lambda_{4}=\sqrt{(l \omega)^{2}+\left(e_{4} \omega\right)^{2}},
\end{align*}
$$

$$
\begin{align*}
& \lambda_{5}=\sqrt{(k \omega)^{2}+\left(e_{5} \omega\right)^{2}},  \tag{47}\\
& \lambda_{6}=\sqrt{(k \omega)^{2}+\left(e_{6} \omega\right)^{2}},  \tag{48}\\
& \lambda_{7}=\sqrt{(k \omega)^{2}+\left(e_{7} \omega\right)^{2}},  \tag{49}\\
& \lambda_{8}=\sqrt{(k \omega)^{2} \sqrt{+\left(e_{8} \omega\right)^{2}},}  \tag{50}\\
& \lambda_{0}=\sqrt{(l \omega)^{2}+(k \omega)^{2}} .
\end{align*}
$$

The general solution of the equation is

$$
Z_{i}(z)=K_{1 i} e^{-\lambda_{i} z}+K_{3 i} i^{\lambda_{i z} z} \quad i=0,1,2, \ldots, 8
$$

where $K_{1 i}$ and $K_{3 i}$ are constants. The boundary conditions (zero scalar potential for $z= \pm \infty$ ),

$$
\begin{align*}
& Z_{\psi 1 i}(z)=K_{1 i} i^{-\lambda_{i 2} z} \text { for } i=0,1,2, \ldots, 8  \tag{53}\\
& Z_{\psi 3 i}(z)=K_{3 i} e^{\lambda_{i z}} \text { for } i=0,1,2, \ldots, 8 . \tag{54}
\end{align*}
$$

In region 2 , the equation is similar to equation (42) and replaces the 0 with the down side of equation (31). The solution is,

$$
\begin{gather*}
Z_{i}(z)=K_{2 i} e^{-\lambda_{1, z}}+T_{2 i} e^{\lambda_{i} z}-\frac{M C}{\lambda_{i}^{2} \mu_{r}} g(k) e_{i} \omega  \tag{55}\\
\text { for } i=1,2,3,4 \\
Z_{j}(z)=K_{2 j} e^{-\lambda_{j} z}+T_{2 j} e^{\lambda_{j} z}-\frac{M C}{\lambda_{j}^{2} \mu_{r}} g(l) e_{j} \omega,  \tag{56}\\
\text { for } j=5,6,7,8 \\
Z_{0}(z)=K_{20} e^{-\lambda_{0} z}+T_{20} e^{\lambda_{0} z}, \tag{57}
\end{gather*}
$$

where $K_{2 i}, T_{2 i}, K_{2 j}, T_{2 j}, K_{20}$ and $T_{20}$ are constants. The above constants can be calculated with the boundary conditions. The expression for the magnetic flux density in region 3 is,

$$
\begin{align*}
& B_{3 x}=-\sum_{k=1}^{\infty} \sum_{l=1}^{\infty} B_{r} k \omega K_{30} e^{\lambda_{0} z} \cos (k \omega x) \sin (l \omega y) \\
& -\sum_{k=1}^{\infty} \sum_{l=1}^{\infty} \sum_{u=1}^{\infty} B_{r} \sin (l \omega y) \sum_{i=1}^{4} K_{3 i} i^{\lambda_{i} z} e_{i} \omega \cos \left(e_{i} \omega x\right)  \tag{58}\\
& -\sum_{k=1}^{\infty} \sum_{l=1}^{\infty} \sum_{u=1}^{\infty} B_{r} k \omega \cos (k \omega x) \sum_{j=5}^{8} K_{3 j} e^{\lambda_{j} z} \sin \left(e_{j} \omega y\right) \\
& B_{3 y}=-\sum_{k=1}^{\infty} \sum_{l=1}^{\infty} B_{r} l \omega K_{30} e^{\lambda_{0} z} \sin (k \omega x) \cos (l \omega y) \\
& -\sum_{k=1}^{\infty} \sum_{l=1}^{\infty} \sum_{u=1}^{\infty} B_{r} l \omega \cos (l \omega y) \sum_{i=1}^{4} K_{3 i} e^{\lambda_{i z} z} \sin \left(e_{i} \omega x\right)-  \tag{59}\\
& \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} \sum_{u=1}^{\infty} B_{r} \sin (k \omega x) \sum_{j=5}^{8} K_{3 j} e_{j} \omega e^{\lambda_{j} z} \cos \left(e_{j} \omega y\right),
\end{align*}
$$

$$
\begin{align*}
& B_{3 z}=-\sum_{k=1}^{\infty} \sum_{l=1}^{\infty} B_{r} \lambda_{0} K_{30}{ }^{\lambda_{0} z} \sin (k \omega x) \sin (l \omega y) \\
& -\sum_{k=1}^{\infty} \sum_{l=1}^{\infty} \sum_{u=1}^{\infty} B_{r} \sin (l \omega y) \sum_{i=1}^{4} \lambda_{i} K_{3 i} e^{\lambda_{i} z} \sin \left(e_{i} \omega x\right)  \tag{60}\\
& -\sum_{k=1}^{\infty} \sum_{l=1}^{\infty} \sum_{u=1}^{\infty} B_{r} \sin (k \omega x) \sum_{j=5}^{8} \lambda_{j} K_{3 j} e^{\lambda_{j z} z} \sin \left(e_{j} \omega y\right),
\end{align*}
$$

where for $\mu_{r}=1$, and

$$
\begin{gather*}
K_{3 i}=\frac{C g(k) e_{i} \omega}{2 \lambda_{i}^{2}}\left(e^{-\lambda_{1} m_{t}}-e^{-\lambda_{i} m_{b}}\right) \quad i=1,2,3,4  \tag{61}\\
K_{3 j}=\frac{C g(l) e_{j} \omega}{2 \lambda_{j}^{2}}\left(e^{-\lambda_{j} m_{t}}-e^{-\lambda_{j} m_{b}}\right) j=5,6,7,8,  \tag{62}\\
K_{30}=\frac{a_{k} a_{l}}{2 \lambda_{0}}\left(e^{-\lambda_{0} m_{t}}-e^{-\lambda_{0} m_{b}}\right) . \tag{63}
\end{gather*}
$$

## III. OPTIMIZATION OF THE NEW MAGNET ARRAY

Observing the magnet array proposed by this paper and the magnet array used by Jansen [4], the only difference is magnets of horizontally magnetized direction. Figure 5 shows the ratio between the higher harmonics and the analytical model in $z$-component of the magnetic flux density along the air gap length. The analytical model of the magnet array used in this paper is obtained by taking the first harmonic of the magnetic flux density and $\tau_{m} / \tau$ takes 0.68 [4].


Fig. 5. Ratio between the higher harmonics and the analytical model in $z$-component of the magnetic flux density along the air-gap length.

The magnet array with hexagon magnets has lower ratio than the magnet array used by Jansen. The hexagon magnets can reduce the higher harmonics. The expressions of the magnetic flux density are too complicated to take the first harmonic of the $z$-component as the analytical
model used in the real time control for planar motor. Then the effective amplitude is applied as an alternative method. The analytical model of this new 2-D Halbach array can be generalized as in [9],

$$
B_{3 e f f}(\vec{x})=e^{\sqrt{2} \omega z}\left[\begin{array}{c}
B_{x y} \cos (\omega x) \sin (\omega y)  \tag{64}\\
B_{x y} \sin (\omega x) \cos (\omega y) \\
B_{z} \sin (\omega x) \sin (\omega y)
\end{array}\right],
$$

where $B_{x y}$ and $B_{z}$ are the effective amplitudes of the magnetic flux density at $z=-7.5 \mathrm{~mm}$, and can be calculated as,

$$
\begin{gather*}
B_{z}=B_{3 z}^{47}\left(0.5 \tau, 0.5 \tau, z_{u}\right) / e^{\sqrt{2} \omega z_{u}}  \tag{65}\\
B_{x y}=B_{z} / \sqrt{2} . \tag{66}
\end{gather*}
$$

The amplitude of $z$-component of the magnetic flux density can be predicted with equation (60) using Matlab. The maximum amplitude of the $z$ component of the harmonic at 4 mm below the bottom of the magnet array is less than $6 \times 10^{-5} \mathrm{~T}$ when $k=1, l=49$, and $u=49$, which is much less than geomagnetic field (about $6 \times 10^{-5} \mathrm{~T}$ ) [2]. So the harmonic components can be ignored in optimization if any one of the harmonic numbers ( $k, l$, or $u$ ) is more than 47. The approximate expression of the $z$-component of the magnetic flux density is,

$$
\begin{align*}
& B_{3 z}^{n}=-\sum_{k=1}^{n} \sum_{l=1}^{n} B_{r} \lambda_{0} K_{30} e^{\lambda_{0} z} \sin (k \omega x) \sin (l \omega y) \\
& -\sum_{k=1}^{n} \sum_{l=1}^{n} \sum_{u=1}^{n} B_{r} \sin (l \omega y) \sum_{i=1}^{4} \lambda_{i} K_{3 i} e^{\lambda_{i} z} \sin \left(e_{i} \omega x\right)  \tag{67}\\
& -\sum_{k=1}^{n} \sum_{l=1}^{n} \sum_{u=1}^{n} B_{r} \sin (k \omega x) \sum_{j=5}^{8} \lambda_{j} K_{3 j} e^{\lambda_{j} z} \sin \left(e_{j} \omega y\right)
\end{align*}
$$

where $n=47$. Both the width and length of the area are half pitch is chosen to be the objective region. This square area is placed in the 4 mm below the bottom of the array, and a $25 \times 25$ points matrix of the area is taken. The horizontal thrusts [6], which reflect the main performance of a planar motor are generated by $z$-component of the magnetic flux density. The minimization of higher harmonics of the $z$-component is the objective function obtained using equations (64) to (67),

$$
f\left(\frac{\tau_{m}}{\tau}\right)=\left|\frac{\sum_{m=1}^{25} \sum_{n=1}^{25} B_{3 z h}\left(S_{m n}\right)-\sum_{m=1}^{25} \sum_{n=1}^{25} B_{3 z e f f}\left(S_{m n}\right)}{\sum_{m=1}^{25} \sum_{n=1}^{25} B_{3 z e f f}\left(S_{m n}\right)}\right| \times 100 \%
$$

where $S_{m n}=(0.02 m \tau, 0.02 n \tau,-0.0075)$.

The genetic algorithm toolbox of Matlab is used. The optimization parameters and variables are shown in Tables I and II, respectively. The flowchart of the parameter optimizing procedure using genetic algorithm (GA) [13] is shown in Fig. 6. The stall generations are 100 , and the others use the default setup.

Table I: Optimization parameters.

| Parameters | Symbol | Value | Unit |
| :--- | :--- | :--- | :--- |
| Pole pitch | $\tau$ | 0.025 | m |
| Position of the top <br> surface of the array | $m_{t}$ | 0.0035 | m |
| Position of the bottom <br> surface of the array | $m_{b}$ | - | m |
| Remanence of the <br> permanent magnets | $B_{r}$ | 0.0035 |  |

Table II: Optimization variable.

| Optimization variable | Constrain |
| :--- | :--- |
| $\tau_{m} / \tau$ | $[0,1]$ |



Fig. 6. The genetic algorithm process.
The fitness values of $\tau_{m} / \tau$ shown in Fig. 7, illustrate that after 20 number of iteration the error reaches to an acceptable value. The minimization of the objective function can be obtained if $\tau_{m} / \tau$ takes 0.41 .

Best: 5.10529e-05 Mean: $9.49301 \mathrm{e}-05$


Fig. 7. Generation iteration process.

The magnetic flux density at 4 mm below the magnet array is shown in Fig. 8 when $\tau_{m} / \tau$ takes 0.41 . Figure 8 (a) is predicted with function shown in equation (61). Figure 8 (b) is calculated by 3-D finite-element model [13]. It can be found that Fig. 8 (b) approximates to Fig. 8 (a). The difference of the peak values between Fig. 8 (a) and Fig. 8 (b) is less than 0.01 T , which is $1.76 \%$ of the peak value of Fig. 8 (a).


Fig. 8. Magnetic flux density, (a) calculated by the harmonic model and (b) calculated by the finite element method.

## IV. SIMULATION AND COMPARISION

The Halbach array used by Jansen [4] has the same optimization parameters shown in Table I, and the results are shown with taking different optimization variable values in Table III.

Table III: Parameters compared.

| Magnet array | $\boldsymbol{\tau}_{m} / \boldsymbol{\tau}$ | $\boldsymbol{f ( \tau _ { m } / \boldsymbol { \tau } )}$ |
| :--- | :--- | :--- |
| Proposed by this paper | 0.41 | $0.0109 \%$ |
| Used by Jansen | 0.68 | $6.277 \%$ |

From Table III, the harmonic model is taken to obtain the sum for all the higher harmonics of $z^{-}$ component of the magnetic flux density on the plane, which is 4 mm below the magnet array surface. The sum of the magnet array proposed by this paper and used by Jansen is shown in Figs. 9 and 10 , respectively.


Fig. 9. The sum of all the higher harmonics components of the magnet array proposed by this paper.


Fig. 10. The sum of all the higher harmonics components of the magnet array used by Jansen.

It is found that the sum for higher harmonics of z-component of the magnet array proposed by this paper is smaller and smoother than the magnet array used by Jansen. The peak value of higher harmonics of $z$-component of the magnet array proposed by this paper is 0.04097 T , which is $50.88 \%$ of the peak value of the magnet array used by Jansen. If the magnet array proposed by this paper is used in the planar motor, the force ripple will be smaller than the planar motor in which the magnet array used by Jansen.

The peak value of $z$ - and $x$-components of the magnetic flux density along the air-gap length from the magnet array surface are shown in Figs. 11 and 12 , respectively. Comparing the curves in Figs. 11 and 12 , the $z$-component of the magnetic flux density of the magnet array proposed by this paper is much larger than the magnet array used by Jansen, and the $x$-component of the magnetic flux density of the magnet array proposed by this paper is smaller.


Fig. 11. Peak value of the $z$-component of the magnetic flux density along air-gap length.


Fig. 12. Peak value of the $x$-component of the magnetic flux density along air-gap length.

## V. CONCLUSION

The assumption of the air in the magnet array in the harmonic model derivation does not exist due to the compact structure. The hexagon
magnets can reduce the higher harmonics when compared with the magnet array used by Jansen. The analytical model is obtained by using the effective amplitude. The genetic algorithm is applied to minimize the higher harmonics of the $z$ component of the magnetic flux density of magnet array. Comparing with the magnet array used by Jansen, the higher harmonics of $z$-component of the magnetic flux density of this magnet array is much smaller, which will reduce the force ripple of the planar motor. The $z$-component of the magnetic flux density is larger and the $x$ component of the magnetic flux density is smaller.
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#### Abstract

An electromagnetic interference (EMI) suppression technique for gigahertz ( GHz ) frequency region of hard disk interconnector, namely trace suspension assembly interconnector (TSAI) is presented. The BSR-1 absorber is selected and filled in between conductor traces of the interconnector. The attenuation of radiated and conducted EMIs are calculated and analyzed by using simulation software based on finite integral technique. From the results, it is found that the proposed technique can suppress radiated EMI from $16 \mu \mathrm{~V}$ to $0.5 \mu \mathrm{~V}$ in all frequency regions up to 20 GHz and the conducted EMI can be suppressed up to 0.7 Watt in a range of 0.9 GHz 4.0 GHz with the same structure of TSAI.


Index Terms - Electromagnetic coupling, electromagnetic interference, interconnector, and interference suppression.

## I. INTRODUCTION

To improve the data transfer rate of high speed hard disk drives (HDDs), the operating frequency has to be increased. However, the effects of EMI have to be suppressed because these effects can degrade the recording head in HDD as reported in $[1,2]$. EMI can be classified as two types, which are radiated and conducted EMI. The EMI mechanism of both, including the three components includes source, path, and victim [3].

The radiated EMI from a cell phone, which causes the recording head degradation, has been reported [1,2]. As the results, the signal integrity affected by an external EMI can cause latent failure to the sensitive components in HDDs [4, 5]. For conducted EMI, the EMI can interfere with both analog and digital signals, which is used in the read/write channels of HDDs [6]. In addition, the write-to-read crosstalk in trace suspension assembly interconnector (TSAI) is an example of the conducted EMI, which is reported in [7, 8]. Consequently, the effects of radiated and
conducted EMI on the TSAI are a new challenge to design with low EMI.

A flexible printed circuit ribbon without a cover layer connects the HDD heads to an amplifier via TSAI behaving like an antenna [9]. Then, the TSAI can pick up the EMI signal and can cause failures in magnetic recording heads, which are severe problems [3]. Thus, one approach to mitigate the EMI is the overcoat of the interconnector traces with absorbing magnetic material $[10,12]$. A drawback of this technique is an increase in the size of the TSAI, hence, it is undesirable for HDD applications.

The aim of this study is to find a new EMI suppression technique on TSAI based on the filling commercialized BSR-1 [13] absorber in the gap between copper traces of TSAI. A physical advantage over the previous approach [10, 12] is that the original TSAI dimensions have not been changed. The absorption properties of the BSR-1 with the radiated and conducted EMI on TSAI are presented. The results throughout this study are determined by using the finite integral technique in CST Microwave Studio [14].

## II. INTERFERENCE MODEL FOR TSAI

The form factors of HDD have several dimensions, which consist of $1.8-, 2.5-$, and $3.5-$ inch. The 2.5 -inch drive is the main market of HDD technology that mostly uses in present [15]. Then, the selected TSAI is approximately 35 mm in length, which is used in 2.5 -inch drives and is used in this simulation. As show in Fig. 1 (a), the TSAI is comprised six copper traces, which are 1 heater trace for flying height control, 2 read traces, 1 ground trace, and 2 write traces. From Fig. 1 (b), it is only two out of six copper traces, which are chosen to exhibit the effect to the active components of radiated [16] and conducted EMI [10].

The selected TSAI structure is supported by a $20 \mu \mathrm{~m}$ of stainless steel with the grooves being filled by BSR-1 between two copper traces are modeled. A $10 \mu \mathrm{~m}$ polyimide dielectric substrate has a permittivity of 3.5 and a dielectric loss tangent of 0.003 . To investigate the EMI suppression properties of BSR-1 on TSAI, the simulations begin with the magnetic film thickness
( $t_{\mathrm{m}}$ ) of zero (no filling BSR-1 absorber), 3, 6, 9, 12,15 , and $18 \mu \mathrm{~m}$ ( $100 \%$ filling BSR-1 absorber).


Fig. 1. (a) Cross-sectional geometry of TSAI [8] and (b) model of conduction EMI and radiation EMI.

The simulations of the radiated EMI are shown in Fig. 1 (b). The TSAI is exposed to the 1 $\mathrm{V} / \mathrm{m}$ incident field of 20 GHz bandwidth Gaussian pulse. It achieves the maximum coupling, when the propagating field is oriented, such that an Efield is perpendicular to the plan of incident (the elevation angle $\theta=90^{\circ}$, and azimuth angle $\varphi=$ $90^{\circ}$ ) [17].

The radiated noise can be measured when the $50 \Omega$ of load impedances are terminated at both ends of TSAI. The occurrence of the radiating noise voltage at the far-end terminal of the TSAI is determined by coupling voltage ( $V_{\mathrm{FE}}$ ) where the active components are located [17]. The radiated EMI suppression effected by using BSR-1 on the TSAI is defined as the shielding effectiveness (SE), which is given by equation (1) [18],

$$
\begin{equation*}
S E=20 \log \left(V_{\text {FEwithout }- \text { filled }} / V_{\text {FEwith-filled }}\right) . \tag{1}
\end{equation*}
$$

For the conducted EMI simulation, the port label is defined to calculate $S$-parameters obtained
from the CST simulation software as shown in Fig. 1 (b). Both reflection coefficient ( $S_{11}$ ) and transmission coefficient ( $S_{12}$ ) are evaluated to analyze the conducted EMI on the interconnector [11]. The evaluation of conducted EMI suppressed on TSAI by using BSR-1 can be estimated by power absorption, which is defined as the ratio of loss power to input power ( $P_{\text {loss }} / P_{\text {in }}$ ), using the following equation [13],

$$
\begin{equation*}
P_{\text {loss }} / P_{i n}=1-\left(\left|S_{11}\right|^{2}+\left|S_{21}\right|^{2}\right) . \tag{2}
\end{equation*}
$$

The electromagnetic properties of BSR-1 are depicted in Fig. 2. The major parameters determining the absorbability comprise a real-part permeability ( $\mu$ ') an imaginary-part permeability $\left(\mu^{\prime \prime}\right)$ and a magnetic loss tangent $\left(\tan \delta_{\mathrm{m}}\right)$. The tan $\delta_{\mathrm{m}}$ represents an absorption performance of the material. As seen in Fig. 2, the maximum $\tan \delta_{\mathrm{m}}$ occurs around $10 \mathrm{GHz}-14 \mathrm{GHz}$, this means that the material provides a good absorption performance around 10 GHz [19].


Fig. 2. Material properties of BSR-1.
The absorption ability of BSR-1 material is indicated by reflective loss ( $R L$ ). It is given by equation (3) [19],

$$
\begin{gather*}
R L=-20 \log \left|\frac{Z_{i n}-50}{Z_{i n}+50}\right|  \tag{3}\\
Z_{i n}=\sqrt{\frac{\mu^{\prime}-j \mu^{\prime \prime}}{\varepsilon^{\prime}-j \varepsilon^{\prime \prime}-j \sigma /\left(\omega \varepsilon_{0}\right)}} \\
\cdot \tanh \left(\frac{j d \omega}{c} \sqrt{\left(\mu^{\prime}-j \mu^{\prime \prime}\right)\left(\varepsilon^{\prime}-j \varepsilon^{\prime \prime}-j \sigma /\left(\omega \varepsilon_{0}\right)\right)}\right) \tag{4}
\end{gather*}
$$

and

$$
\begin{equation*}
\omega=2 \pi f, \tag{5}
\end{equation*}
$$

where $Z_{i n}, \mu^{\prime}, \mu^{\prime \prime}, \varepsilon^{\prime}, \varepsilon^{\prime \prime}, \varepsilon_{0}, \sigma, f, d$, and $c$ represent impedance of incidence wave, real part of permeability, image part of permeability, real part of permittivity, image part of permittivity, permittivity of vacuum, conductivity, frequency of electromagnetic wave, thickness of material, and light speed, respectively [19].

As seen in Fig. 3, the $R L$ of BSR-1 significantly decreases with increasing $t_{\mathrm{m}}$ and frequency according to the details in [19]. This can be explained by the magnetic loss, which is inversely proportion when frequency and $t_{\mathrm{m}}$ were increased [19]. It is likely to be one of good candidates for EMI suppressor at this frequency region. Hence, the EMI absorption ability on TSAI is also explained in this study.


Fig. 3. Reflective loss of BSR-1with various magnetic film thickness $\left(t_{\mathrm{m}}\right)$.

## III. RESULTS AND DISCUSSIONS

A. Suppression characteristics for the radiated EMI

In this section, the effects of BSR-1 absorber on the coupling voltage ( $V_{\mathrm{FE}}$ ) and shielding effectiveness (SE) are analyzed. The $V_{\mathrm{FE}}$ versus frequency with various $t_{\mathrm{m}}$ for the examined structures are shown in Fig. 4. A considerable amount of decoupling at GHz is observed with increasing $t_{\mathrm{m}}$ because the decrement of $V_{\mathrm{FE}}$ with increasing $t_{\mathrm{m}}$ is evaluated. For $t_{\mathrm{m}} \geq 15 \mu \mathrm{~m}$, the lowest of $V_{\mathrm{FE}}$ is obtained at all frequency regions. Besides, the fluctuation of $V_{\mathrm{FE}}$ from dimensional resonance at around $17 \mathrm{GHz}-19 \mathrm{GHz}$ is removed. It is a desirable characteristic for the decoupling signal because both fewest and
smoothest of $V_{\mathrm{FE}}$ are achieved. This effect is due to a higher magnetic loss from a higher surface impedance of absorber with increasing absorber thickness [19]. In addition, the suppression of radiated EMI is obtained by increasing $t_{\mathrm{m}}$ because of the attenuated $V_{\mathrm{FE}}$ by increment of $t_{\mathrm{m}}$. Furthermore, the TSAI with $t_{\mathrm{m}} \geq 15 \mu \mathrm{~m}$ can suppress a large of coupling voltage from $16 \mu \mathrm{~V}$ into $0.5 \mu \mathrm{~V}$ at all regions.


Fig. 4. Coupling voltage ( $V_{\mathrm{FE}}$ ) with various magnetic film thicknesses $\left(t_{\mathrm{m}}\right)$.

Figure 5 shows the SE of TSAI, which is calculated from equation (1). It is seen that the SE is above 10 dB for frequency below 1 GHz as well as rapidly increasing as a function of frequency from 1 GHz to 10 GHz . In addition, the SE reaches the maximum of 30 dB at 12 GHz . After that, SE is dramatically decreased from frequency over 13 GHz and attains 10 dB at 19 GHz . However, the SE is decreasing below 10 dB for 19 $\mathrm{GHz}-20 \mathrm{GHz}$ range, which is the undesirable characteristic for the radiated EMI suppression. As the results, the shielding of radiated EMI over 10 dB at $0 \mathrm{GHz}-19 \mathrm{GHz}$ and the highest of 30 dB at 12 GHz are achieved for TSAI with $100 \%$ filling BSR-1 absorber. Hence, TSAI with $100 \%$ filling of BSR-1 absorber is the best choice to suppress the radiated EMI, which is appropriate at 0 GHz to 19 GHz region with the greatest performance at 12 GHz.

## B. Suppression characteristics for the conducted EMI

The $S_{11}$ and $S_{21}$ versus frequency with various $t_{\mathrm{m}}$ are depicted in Fig. 6. Both $S_{11}$ and $S_{21}$ decrease
with the increasing of $t_{\mathrm{m}}$ and frequency. This is because the absorption of the conducted currents caused by magnetic loss (see in Fig. 3) is proportional to $t_{\mathrm{m}}$ and frequency [19]. From Fig. 6, it is clearly observed that a magnitude of $S_{11}$ and $S_{21}$ decrease with increasing $t_{\mathrm{m}}$. For all regions, the $S_{11}$ obtains below -10 dB with the $t_{\mathrm{m}}$ above $3 \mu \mathrm{~m}$ and provides the minimum with $t_{\mathrm{m}}$ of $18 \mu \mathrm{~m}$ ( $100 \%$ filling BSR-1 absorber). For the $S_{21}$, it decreases as frequency increases, however, the level of $S_{21}$ decreased when $t_{\mathrm{m}}$ increased. In addition, the maximum attenuation at over 1 GHz is achieved with $100 \%$ filling BSR-1 absorber. Also, the suppression ability of TSAI in case of conducted EMI can be controlled in 1 GHz to 20 GHz by varying $t_{\mathrm{m}}$.


Fig. 5. Frequency dependence of shielding effectiveness (SE) in dB.


Fig. 6. $S$-parameters with various magnetic film thickness $\left(t_{\mathrm{m}}\right)$.

Figure 7 shows $P_{\text {loss }} / P_{\text {in }}$ as a function of frequency with various $t_{\mathrm{m}}$. It is found that the $P_{\text {loss }} / P_{\text {in }}$ rapidly increases as frequency increases. It is according to the results shown in Fig. 6. From Fig. $8, P_{\text {loss }} / P_{\text {in }}$ of the $100 \%$ filling BSR- 1 on TSAI begins to rise up to 0.7 GHz and tends to decrease around 0.3 GHz . This means that the filling BSR-1 absorber on TSAI can tune the absorption frequency region. Furthermore, the pure power absorbed is calculated by the difference between $P_{\text {loss }} / P_{\text {in }}$ with and without $100 \%$ filling BSR-1 absorber, which is represented by $\Delta P_{\text {loss }} / P_{\text {in }}$ as a solid line in Fig. 8. It is found that the $\Delta P_{\text {loss }} / P_{\text {in }}$ initiates rise at 0.1 GHz and rapidly increases to 0.7 W . This means that the conducted EMI can be suppressed up to 0.7 W and normalized by 1 W of the input power in a range of $0.9 \mathrm{GHz}-4.0 \mathrm{GHz}$. Thus, the proposed technique is an outstanding approach to suppress the conducted EMI in the GHz region.


Fig. 7. The ratio of loss power to input power ( $P_{\text {loss }} / P_{\text {in }}$ ), with various magnetic filling thickness ( $t_{\mathrm{m}}$ ).

## IV. CONCLUSIONS

A novel electromagnetic interference suppression technique using magnetic material in the gap between the trace suspension assembly interconnector (TSAI) is proposed. The attenuations of radiated and conducted emissions are analyzed by using simulation software based on finite integral technique. From the radiated results, it is found that the proposed technique, especially the $100 \%$ filled TSAI provides the lowest of $0.5 \mu \mathrm{~V}$ of the coupling voltage. In
addition, the shielding effectiveness of the $100 \%$ filled TSAI shows the greatest performance at 12 GHz according to the electromagnetic properties of the absorber material. For conducted emission, the results show that the power absorption decreased with increasing the absorber thickness and the large of absorbability of 0.7 W in a range of $0.9 \mathrm{GHz}-4.0 \mathrm{GHz}$ is provided. Hence, this technique is an alternative technique that is suitable for practical TSAI design to provide a good immunity for EMI reduction at GHz region.


Fig. 8. The ratio of loss power to input power ( $P_{\text {loss }} / P_{\text {in }}$ ) and the difference of $P_{\text {loss }} / P_{\text {in }}$ between TSAI with and without $100 \%$ filling BSR-1 absorber ( $\Delta P_{\text {loss }} / P_{\text {in }}$ ).
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#### Abstract

In this paper, we present a nontrivial verification of nonlinear characteristics of angular glint by the surrogate data method. Glint is a key cause of target loss in radar detections. Prediction and suppression of glint is a hot topic. Firstly, glint data of a typical target are calculated by GRECO method for two motions. As glint is calculated by quadric surface calculations, it is nonlinear in mathematical nature. The surrogate data method is explained and workflow is summarized to verify the nonlinear traits of glint. Surrogate methods of phase randomized Fourier transform and amplitude adjusted Fourier transform are illustrated. Test statistics of higher order moments and time reversibility are given. Lorenz model is simulated as a standard nonlinear model to verify effectiveness of workflow, and nonlinear verification criteria are drawn. A new parameter is designed to measure the powerfulness of nonlinearity. Finally, nonlinear verifications for the two angular glint series are given. Results are illustrated in figures and data and they agree with nonlinear criterion. This paper lays the foundations for chaotic verifications of glint.


Index Terms - Angular glint, GRECO, nonlinear verification criterion, and surrogate data method.

## I. INTRODUCTION

Since 1959 , when the angular glint concept was firstly proposed, it has attracted great interest among electromagnetic diffraction and stealth researchers [1-3]. The primary cause of angular glint is the interaction among each reflection unit of the extended target. When the radar is in operation, angular glint could cause the antenna to
jitter, which increases the tracking loss probability. When the target approaches nearer, this phenomenon becomes more evident. Researchers have drawn two conclusions on the relationship between RCS and angular glint: (1) the two are negatively correlative and (2) they are neither correlative nor independent [4-6].

Then two problems arise for further research on glint. The first is how to calculate angular glint precisely; the second is how to verify the nonlinear physical nature of glint and find solutions to suppress glint effects, as several suppression methods such as polarization and frequency diversities have been proposed.

In this paper, for the first problem, we have developed a software package based on phase gradient method (PGM) and GRECO, and glint results are calculated for straight line and rotary motions, which are typical routes across the radar detection range. These results agree well with measurements [7-8]. For the second problem, each angular glint is treated as time series by nonlinear science theories and their nonlinearities are verified by the surrogate data method.

As glint is calculated by nonlinear expressions (quadric surface equations) by GRECO [9], the problem of whether it is nonlinear in physical nature is proposed. The nonlinearity verification is performed in two steps. Firstly, this paper has elaborated the procedures of a known method for diagnosing nonlinearity, the surrogate data method and summarized its workflow, including the surrogate data generations (phase randomized Fourier transform and amplitude adjusted Fourier transform, PRFT and AAFT) and test statistics selection (higher order moments and time reversibility, TC3 and Trev) and their algorithms.

After that, the results of Lorenz model (publicly accepted nonlinear model) are obtained as a verification of this workflow, and a set of nonlinear verification criterion are proposed. A new parameter (relative length of confidential interval, (RLCI)) to test the powerfulness of nonlinearity is proposed. Secondly, angular glint is verified by the same workflow to verify their nonlinearity. It is apparent that, considering the criterion, angular glint series possess clear nonlinear traits, which is a milestone that points out further chaotic traits of glint.

## II. GLINT CALCULATION BY PHASE GRADIENT METHOD AND GRECO

## A. GRECO algorithm explanation

As glint is not easily captured in radar detections, theoretical calculation and simulation methods are usually applied. In electromagnetic diffraction theories, any target with more than two scattering centers can generate angular glint. Two types of physical concept are accepted by the majority: the tilt of energy flow [8] and PGM [2], both of which are theoretical. The first is realized by the calculation of the scattering electromagnetic field energy flow; the second is more useful for actual phase measurements of angular glint. It has been verified that in isotropic media and under geometrical optics approximations, the two techniques are identical in physical nature [8].

The GRECO method was developed for RCS real time calculation, and results of several typical targets are given [9]. A similar software has been developed by us, and glint is calculated by PGM [10]. Compared with publicized results, glint calculation accuracies by GRECO are acceptable [10, 11].

In GRECO, each pixel is regarded as a scattering center and all the pixels of a target are calculated, and the angular glint is computed for the target in a trajectory [10]. The calculation setup and target is shown in Fig. 1. In the optical range, the scattering field of the target can be modeled as the vectorial sum of the echo fields of each scattering center. Let $d_{N}$ be the distance between each scattering center, $R$ and $r_{N}$ are distances between the center and the radar $(R \approx$ $r_{N}$ ), and $R \gg d_{N}, R \gg \lambda$, the total scattering field received can be derived as,

$$
\begin{equation*}
E^{S}=\sum_{i=0}^{N} E_{n}^{S} \exp \left[-j\left(2 k r_{N}-\delta_{N}\right)\right] \tag{1}
\end{equation*}
$$

where $E_{n}^{S}$ and $\delta_{N}$ are the amplitude and phase of the scattering field. The relation between the incident and the scattering field is,

$$
\left[\begin{array}{l}
\mathbf{E}_{1}^{s}  \tag{2}\\
\mathbf{E}_{2}^{s}
\end{array}\right]=\left[\begin{array}{ll}
\mathrm{Q}_{11} & \mathrm{Q}_{12} \\
\mathrm{Q}_{21} & \mathrm{Q}_{22}
\end{array}\right]\left[\begin{array}{l}
\mathbf{E}_{1}^{\mathrm{i}} \\
\mathbf{E}_{2}^{\mathrm{i}}
\end{array}\right]
$$

where 1 or 2 denotes vertical or horizontal polarization of the incident or scattering field, and $[\mathrm{Q}]$ is the equivalent scattering matrix given by,

$$
[\mathbf{Q}]=\mathrm{e}^{\mathrm{i} \varphi_{11}}\left[\begin{array}{cc}
\sqrt{\sigma_{11}} & \sqrt{\sigma_{12}} \mathrm{i}^{\mathrm{i}\left(\varphi_{12}-\varphi_{11}\right)}  \tag{3}\\
\sqrt{\sigma_{21} \mathrm{e}^{\mathrm{i}\left(\rho_{21}-\varphi_{11}\right)}} & {\sqrt{\sigma_{22}}}^{\mathrm{i}} \mathrm{e}_{22-}\left(\varphi_{11}\right)
\end{array}\right]
$$

where $\sigma_{1,2}$ and $\varphi_{1,2}$ are the amplitude and phase of the scattering field for different polarizations. From equation (2), when the incident wave is spherical, the wave front of the scattering field is astigmatic, whose curvature is shown in [Q]. The curvature radii of the scattering fields for two polarizations are given by,

$$
\begin{equation*}
\frac{1}{\rho_{1,2}}=\frac{1}{2}\left[\mathrm{Q}_{11}+\mathrm{Q}_{22} \pm \sqrt{\left(\mathrm{Q}_{11}-\mathrm{Q}_{22}\right)^{2}+4 \mathrm{Q}_{22}{ }^{2}}\right] . \tag{4}
\end{equation*}
$$

With the target DXF model (perfect conductor) and GRECO, the back-scattering fields are calculated using,

$$
\left\{\begin{array}{l}
\mathbf{E}_{\perp}^{\mathrm{s}}=\sum_{n=1}^{N}\left(\mathbf{e}_{\mathrm{n} \perp}^{\mathrm{i}} \bullet \mathbf{E}_{\mathrm{n}}^{\mathrm{s}}+\mathbf{e}_{\mathrm{n} \perp}^{\mathrm{i}} \bullet \mathbf{E}_{\mathrm{n}}^{\mathrm{d}}\right)  \tag{5}\\
\mathbf{E}_{\|}^{\mathrm{S}}=\sum_{n=1}^{N}\left(\mathbf{e}_{\mathrm{n} \|}^{\mathbf{i}} \bullet \mathbf{E}_{\mathrm{n}}^{\mathrm{s}}+\mathbf{e}_{\mathrm{n} \|}^{\mathrm{i}} \bullet \mathbf{E}_{\mathrm{n}}^{\mathrm{d}}\right)
\end{array}\right.
$$

where the scattering field of the $\mathrm{n}^{\text {th }}$ surface and the $\mathrm{n}^{\text {th }}$ edge are represented by $\mathbf{E}_{\mathrm{n}}^{\mathrm{s}}$ and $\mathbf{E}_{\mathrm{n}}^{\mathrm{d}}$, and the total scattering field is their vectorial sum,

$$
\begin{equation*}
\mathbf{E}^{\mathrm{s}}=\sum_{n=1}^{N}\left(\mathbf{e}_{\mathrm{n}}^{\mathrm{i}} \cdot \mathbf{E}_{\mathrm{n}}^{\mathrm{s}}+\mathbf{e}_{\mathrm{n}}^{\mathrm{i}} \cdot \mathbf{E}_{\mathrm{n}}^{d}\right) . \tag{6}
\end{equation*}
$$

Under the irradiation of uniformed plane or spherical wave, the beam front of the target is astigmatic, with the phase front of,

$$
\begin{equation*}
\phi=\frac{2 \pi}{\lambda}\left\{\mathrm{R}+\frac{1}{2}[\mathrm{~b}]^{\mathrm{T}} \mathrm{Q}(\mathbf{r})[\mathrm{b}]\right\} . \tag{7}
\end{equation*}
$$

In which $[\mathrm{b}]^{\mathrm{T}}=[\mathrm{R} \theta+\mathrm{R} \varphi],[\mathrm{r}, \theta, \varphi]$ is the unit vector in spherical coordinate, $\mathrm{Q}(\mathrm{R})$ is the curvature matrix of the scattering wave. The edge and surface scattering centers are all included in GRECO simulations in this paper. The final expressions of angular glint of a complicated target can be given by using the PGM as [11],

$$
\left\{\begin{array}{l}
\mathrm{e}_{\theta}=\frac{\mathrm{r}(\nabla \phi)_{\theta}}{(\nabla \phi)_{\mathrm{R}}}  \tag{8}\\
\mathrm{e}_{\varphi}=\frac{\mathrm{r}(\nabla \phi)_{\varphi}}{(\nabla \phi)_{\mathrm{R}}}
\end{array} .\right.
$$

From equations (7) and (8), angular glint is related not only to R , but also to the astigmatic beam front [b]. These relations are quadric surface expressions, which are typical nonlinear and different from linear differential relations. Therefore, a hypothesis that glint is nonlinear in physical nature when treated as a time series is proposed, and it is verified to be true by the surrogate data method. More importantly, nonlinear is the prerequisite for chaos by nonlinear science theories. These discussions are shown in sections 2 and 3 .


Fig. 1. Target for GRECO simulation [10].

## B. Glint calculation by GRECO

The target selected is the same as in [9], and the glint of straight line motion (glint 1) is firstly simulated, which is regarded as the most common trajectory for a target. The motion diagram and results are shown in Figs. 2 and 3.

The second simulation setup is the rotary motion (glint 2), which yields much larger fluctuations in actual scattering centers than glint 1. The target moves in the orthogonal plane to the vector around the origin. The simulation setup and results are shown below in Figs. 4 and 5.


Fig. 2. Glint 1 simulation movement.


Fig. 3. Glint 1 simulation result.


Fig. 4. Glint 2 simulation movement.

The glint simulation parameters are summarized in Table I.

Table I: Greco simulation parameters.

| Motion | Straight <br> Line | Rotary |
| :--- | :--- | :--- |
| Frequency | 10 GHz | 10 GHz |
| Polarization <br> Incident | VV | VV |
| Electric Field <br> Intensity | $1 \mathrm{~V} / \mathrm{m}$ | $1 \mathrm{~V} / \mathrm{m}$ |
| Incident <br> Direction | -Z | -Z |
| Calculation <br> Plane | Azimuth | Azimuth |
| Glint Unit <br> Calculation <br> Points | meter | meter |



Fig. 5. Glint 2 simulation result.

## III. SURROGATE DATA METHOD AND CALCULATION EXMAPLE OF LORENZ ATTRACTOR

## A. Surrogate data method introduction

There are several methods to verify nonlinearity for time series. As glint calculation is done for every observation time interval in the trajectory, and can be regarded as time series. The surrogate data method can diagnose nonlinearity in noisy series and low dimension chaos, whereas typical chaotic verification approaches are unable to do so [12]. For our purpose a generalization of the typical application of this method is required.

Therefore, the workflow of surrogate data method is summarized below in Fig. 6 [12].


Fig. 6. Surrogate data method work flow.
The general operation of surrogate data workflow is summarized as:

1) Linear stochastic algorithms are designed (phase randomized Fourier transform and amplitude adjusted Fourier transform, PRFT and AAFT), and the original data (Lorenz or glint data) are calculated with these methods to generate a large number of surrogate data.
2) The original data and surrogated data series are measured by two statistical parameters, higher order moments and time reversibility (TC3 and Trev), whose types are specially selected for powerful nonlinear detections.
3) If the values of these parameters for original and surrogated data are notably different, the original data is nonlinear; if not, the data is linear [12]. Moreover, the powerfulness of nonlinearity is clarified by the RLCI, which is a newly proposed parameter.

## B. Surrogate data generation

As angular glint is derived from nonlinear differential expressions, it is assumed that angular glint is powerfully nonlinear. For surrogate data generation, two typical algorithms to distinguish powerful nonlinear are applied: the first is PRFT (method 1) [13]. Given a time series $x(t)$ of N values sampled by regular interval times $\Delta t$, the discrete Fourier transform can be written as,

$$
\begin{equation*}
\mathrm{X}(\mathrm{f})=\mathcal{F}\{\mathrm{x}(\mathrm{t})\}=\sum_{N=0}^{N-1} \mathrm{x}\left(\mathrm{t}_{\mathrm{N}}\right) \mathrm{e}^{2 \pi \mathrm{ifinst}}=\mathrm{A}(\mathrm{f}) \mathrm{e}^{\mathrm{i} \phi(\mathrm{f})} . \tag{9}
\end{equation*}
$$

Then a random phase, which is chosen uniformly from $[0,2 \pi]$ is added to the phase, and the surrogate data is given by equation (10), and this result has the same power spectrum and autocorrelation function as the original data.
$\left.X^{\prime}(f)=F^{(-1)}\left(A(f) e^{i \phi(f)+i \phi(f)}\right)=F^{(-1)}\left(X(f) e^{i \phi(f)}\right)\right)$.
The second surrogate generation method is AAFT
(method 2) [13]. It is assumed that $h$ is a nonlinear transform and is monotonic. Firstly $h^{-1}$ is simulated by reordering normal white noise to the rank of $x(t)$, then any possible nonlinear dynamics are destroyed by phase randomization (derived data set $y^{F T}$ ). Finally, $h$ is simulated by reordering the original data to the rank order of $y^{F T}$.

## C. The selections of test statistics

After the surrogate data have been generated, nonlinearity verification can be conducted by comparing the statistical verification parameters of the original data and the surrogate data. The two statistical parameters of TC3 and Trev are selected for powerful nonlinear diagnosis [14-16],

$$
\begin{align*}
& \operatorname{TC} 3\left(\left\{\mathrm{x}_{\mathrm{n}}\right\}, \tau\right)=\frac{\left\langle\left(\mathrm{x}_{\mathrm{n}} \mathrm{x}_{\mathrm{n}-\tau} \mathrm{x}_{\mathrm{n}-2 \tau}\right)\right\rangle}{\left|\left\langle\mathrm{x}_{\mathrm{n}} \mathrm{x}_{\mathrm{n}-\tau}\right\rangle\right\rangle^{\frac{3}{2}}}  \tag{11}\\
& \operatorname{Trev}\left(\left\{x_{n}\right\}, \tau\right)=\frac{\left\langle\left(x_{n}-x_{(n-\tau)}\right)^{3}\right\rangle}{\left\langle\left(x_{n}-x_{(n-\tau)}\right)^{2}\right\rangle^{(3 / 2)}}, \tag{12}
\end{align*}
$$

where the time lag $\tau$ is chosen by the first minimum value of the auto mutual information function of $\left\{x_{n}\right\}$, and $\langle x\rangle$ denotes mean values.

## D. Calculation example of Lorenz attractor

The Lorenz attractor can be calculated by [14],

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=-\sigma(y-x)  \tag{13}\\
\frac{d y}{d t}=-x z+r x-y \\
\frac{d z}{d t}=x y-b z
\end{array}\right.
$$

The time step is chosen as 0.025 , and the constants $\sigma, \mathrm{r}, \mathrm{b}$ are set as $0.1,-0.1$, and 0.02 , data length is 18000 and the x axis series is simulated, as shown in Fig. 7. The test statistics comparisons are shown in Fig. 8.

TC3 values are shown as appearance probability ( y -axis) versus TC3 values ( x -axis) in Fig. 8, and for the surrogate data (blue bars) and for original Lorenz data (red bar). Similar results are shown in Fig. 9 for AAFT surrogate method. The surrogate data method test results of Lorenz attractor are summarized in Table II. Also, the RLCIs and the overall length of all test statistical values are given. Their explanations are given in the next section.


Fig. 7. Lorenz surrogate data (x series).


Fig. 8. Lorenz surrogate data test (PRFT, TC3).


Fig. 9. Lorenz surrogate data test (AAFT, Trev).

Table II: Surrogate data results for Lorenz.

| Surrogate <br> Method <br> Test | PRFT |  | AAFT |  |
| :---: | :---: | :---: | :---: | :---: |
| Test <br> Statistic | TC3 | Trev | TC3 | Trev |
| Test |  |  |  |  |
| Statistic |  |  |  |  |
| Value (Original | -0.09 | -0.08 | -0.09 | -0.08 |
| Data) |  |  |  |  |
| Confidential | -0.16~ | -0.16~ | -0.12~ | -0.12~ |
| Interval | -0.26 | -0.25 | -0.17 | -0.17 |
| RLCI | $\begin{aligned} & \square \square \square \\ & \square \square \end{aligned}$ |  | 14.3\% | 16.7\% |

## E. Nonlinear verification criterion

From canonical references and Lorenz model, the verification criteria for powerful nonlinearity are concluded as [15-17]:

1) The test statistics values of the original data are different from the values of surrogated data, or more precisely, they fall outside the confidence intervals of the values of surrogated data. The boundary of intervals can be determined by a probability range (in this case $\geq 0.025$ ).
2) The RLCI defined in equation (13) are in inverse ratio of the intensity of nonlinearity. If the RLCI values are smaller than the results of Lorenz model (shown in Table II), it can be determined that they are more powerfully nonlinear than Lorenz,

$$
\begin{equation*}
\text { RLCI }=\frac{\text { length(confidence interval) }}{\text { length(all values) }} . \tag{14}
\end{equation*}
$$

It can be seen from Table II that TC3 and Trev values of the Lorenz data all fall outside the surrogate data confidence intervals. Also, the RLCI values are shown. The results show that Lorenz data are powerfully nonlinear, and agree with common sense in nonlinear science.

## IV. NONLINEAR VERIFICATION OF ANGULAR GLINT SERIES BY SURROGATE DATA METHOD

The glint data simulated in Figs. 3 and 4 are verified by the surrogate data test workflow of Fig. 6. The test statistics comparisons of the straight line motion glint are shown in Fig. 10, and similar results are shown in Fig. 11 for rotary motion glint. The two surrogate test results are also summarized in Tables III and IV.

Table III: Surrogate tests for straight-line glint.

| Surrogate <br> Method | PRFT | AAFT |  |  |
| :--- | :--- | :--- | :--- | :--- |
| Original <br> Data | Straight-Line Glint |  |  |  |
| Test | TC3 | Trev | TC3 | Trev |
| Statistic |  |  |  |  |
| Value | -0.46 | -0.44 | -0.44 | -0.45 |
| (Original |  |  |  |  |
| Data) |  |  |  |  |
| Confidentia | $-0.90 \sim$ | $-0.90 \sim$ | $-0.90 \sim$ | $-0.98 \sim$ |
| 1 Interval | -0.71 | -0.78 | -0.58 | -0.52 |
| RLCI | $\square \square \square$ | $\square \square \square$ | $8.3 \%$ | $12.4 \%$ |

Table IV: Surrogate tests for rotary glint.

| Surrogate Method | PRFT |  | AAFT |  |
| :---: | :---: | :---: | :---: | :---: |
| Original <br> Data | Straight-Line Glint |  |  |  |
|  |  |  |  |  |
|  | TC3 | Trev | TC3 | Trev |
| Test |  |  |  |  |
| Statistic |  |  | -0.60 |  |
| Value (Original | -0.61 | -0.60 | -0.60 | -0.58 |
| Data) |  |  |  |  |
| Confidentia | -1.30~ | -1.40~ | -0.90~ | -1.00~ |
| 1 Interval | -0.91 | -0.90 | -0.70 | -0.70 |
| RLCI | - | $\begin{aligned} & \text { १ロロ } \\ & \square \square \end{aligned}$ | 8.1\% | 10.2\% |



Fig. 10. Glint 1 surrogate data test (AAFT, Trev).

It can be observed that even by a narrower confidence interval boundary of probability 0.02 , large differences are still clearly observed among the straight line motion glint and its surrogated data sets. In other words, the statistics values of the straight line glint fall outside the confidence intervals. Also, the RLCI values of straight line glint are smaller than Lorenz model. For rotary glint, all the TC3 and Trev values fall outside the confidence intervals of its surrogate data sets, and the RLCI values are also smaller than Lorenz.


Fig. 11. Glint 2 surrogate data test (PRFT, TC3).
Therefore, considering the nonlinear verification criterion stated above, both straight line glint and rotary motion glint have been proved to possess powerful nonlinear traits, even more powerful than Lorenz model, which is a prerequisite for chaotic verifications. If angular glint is proved to be chaotic, then corresponding prediction and suppression techniques can be applied in the DSP unit of radar receivers. By these techniques, target information errors caused by angular glint can be lowered.

## V. CONCLUSION

In this paper, the nonlinearity of radar angular glint is verified by the surrogate data method. Firstly, two angular glint series of a typical target are calculated by the Greco method. Secondly, the fundamentals of surrogate data method and its work flow are stated, and the nonlinearity verification criteria are demonstrated. A new verification parameter (RLCI) is proposed, and the effectiveness of this method is proved by Lorenz model. Finally, the nonlinearity traits of angular
glint are proved by comparisons with the Lorenz model results and the verification criteria with all the details of nonlinear verifications are given and analyzed.

Nonlinearity is the first milestone in verifying the chaotic traits of angular glint. If nonlinearity is not proved, chaotic verification is meaningless. Even if chaos is proved without nonlinearity proof, it is not persuasive. After the nonlinear verification of angular glint, several preliminary chaotic verifications of angular glint series have been proposed with clear chaotic traits [18]. In chaotic science theories, if a time series is chaotic, then there are several ways to perform predictions and oscillation reductions. As angular glint is harmful for effective detection and could cause target loss, its predictions and reductions are critical in the radar signal processing. Therefore, the research results in this paper are nontrivial.
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#### Abstract

We present gain characteristics of microstrip patch antennas covered with metamaterial substrate composed of split-ring resonators (SRRs) and metallic strip. To determine the performance of the SRR-metallic strip mounted on microstrip patch antenna, the metamaterial has been proposed as an effective medium with extracted constitutive parameters. Simulation results are supported by experimental measurements. The experimental results confirm that the metamaterial covered patch antenna improves gain by an amount of $-5.68 \mathrm{~dB}(\% 60.3)$ as well as radiation pattern $(-8 \mathrm{~dB}$ to $+20 \mathrm{~dB})$ at WLAN communication.


Index Terms - Effective parameters, FDTD, gain, patch antenna, metamaterial, and split ring resonator.

## I. INTRODUCTION

Microstrip patch antenna is one of the most commonly used antenna in portable communication devices due to compact, conformal, low cost, and ease of fabrication properties. Although it offers many advantages as mentioned, it has some disadvantages, which result from conductor and dielectric losses. Beside this, gain reduction and poor directionality are also observed in this antenna due to surface waves [1]. Conductor and dielectric losses can be minimized by using perfect conductor and low loss dielectric substrate, but these choices result in higher fabrication cost. Gain, bandwidth enhancement, miniaturization, and broadband directionality can
be provided by using metamaterial structures [26].

Metamaterials are man-made structures designed to have properties that may not be found in nature. These structures may have both negative effective permittivity and permeability at the same frequency range. It provides negative effective refractive index over a certain frequency region(s) [7]. These properties of metamaterial provide novel application opportunities to several disciplines, such as microwave and optical cloaking, focusing of images, and sensing of biological and chemical substances.

Metamaterials have also many application areas for novel antenna systems [8-11]. One of the important applications of metamaterials is miniaturization of the microstrip antennas with different types of artificial materials. The conventional way of reducing the antenna size is to use high permittivity substrate. This approach reduces the wavelength of the signal in the substrate [12]. But, this design results in more energy consumption due to high permittivity, since it decreases the impedance bandwidth of the antenna. Another way is removing the substrate to minimize the effective dielectric constant. This application restricts the wave to travel in the substrate, hence, improving the gain of the patch antenna has been possible [13, 14]. However, the maximum gain enhancement does not exceed to 2 dB with all these techniques and the directionality also does not change too much. Hence, many different solutions have been proposed to overcome these problems, such as utilization of metamaterials with patch antenna [15-18].

This article describes a novel way to enhance both the gain and directionality of patch antenna used for WLAN applications. Split-ring resonators (SRRs) responsible for negative permeability and metal strip responsible for negative permittivity are used to improve both gain and directionality of patch antenna. The effective permittivity of the strip and the permeability of SRRs were evaluated by using both finite element method (FEM) based high frequency structure simulator (HFSS) and finite difference time domain method (FDTD) based computer simulation technique (CST). The dimensions of the inclusions (SRRs and strip) were optimized to realize negative values for the constitutive parameters at the operating frequency of the antenna. SRRs and metal strips were fabricated with optimum dimensions to provide negative constitutive parameters at 2.4 GHz . The fabricated metamaterial was mounted on microstrip patch antenna to observe the effects on it. The measurement results are in good agreement with simulation data. It has been noticed that the metamaterial considerably enhances the gain of the patch antenna.

## II. METAMATERIAL DESIGN AND CONSTITUTIVE PARAMETERS

Figure 1 illustrates the front and the back side of metamaterial structure, which consists of both circular SRR and metallic strip (MS). The combined structure was designed on two sides of $10 \mathrm{~mm} \times 10 \mathrm{~mm} \times 1.6 \mathrm{~mm}$ FR4-epoxy $\left(\varepsilon_{\mathrm{r}}=4.4, \mu_{\mathrm{r}}\right.$ $=1$, and dielectric loss tangent $\tan \delta=0.02$ ). While SRR produce a response like magnetic materials and exhibit negative permeability, MS acts as a strong dielectric structure and exhibits negative permittivity[19].


Fig. 1. Front and back view of metamaterial.
All the dimensions of the SRR and MS are optimized by HFSS to achieve negative permittivity and permeability at 2.4 GHz . The

TEM wave is applied to the metamaterial. E-field is applied parallel to the MS and H-field is applied normal to the plane of SRR. It means that the system has directional dependency. The periodicity of one unit cell with SRR-MS was obtained by assigning perfectly electric conductorPEC (side normal to E-field) or perfectly magnetic conductor-PMC (side normal to H -field) to the sides of the unit cell. The constitutive parameters were evaluated from the scattering parameters ( $\mathrm{S}_{11}$ and $\mathrm{S}_{21}$ ) by using Nicolson Ross Weir (NRW) approximation [20, 21],

$$
\begin{align*}
& z=\sqrt{\frac{(1+S 11)^{2}-S 21^{2}}{(1-S 11)^{2}-S 21^{2}}}  \tag{1}\\
& n=\frac{j}{k o d} \ln \left(\frac{S 21}{1-S 11 \frac{z-1}{1+z}}\right)  \tag{2}\\
& \varepsilon_{\mathrm{eff}}=\mathrm{n} / \mathrm{z} ; \mu_{\mathrm{eff}}=\mathrm{n} . \mathrm{z} \tag{3}
\end{align*}
$$

where $z, d$, and $k_{0}$ represent the impedance, thickness of the metamaterial, and free space wave number, correspondingly. The effective permittivity, permeability, and refractive index are denoted by $\varepsilon_{\text {eff, }}, \mu_{\text {eff }}$, and n , respectively. The simulations are realized up to 6 GHz . All of the electromagnetic constitutive parameters are negative at 2.4 GHz . Hence, this structure can be used as negative refractive index metamaterial with patch antenna operating at this frequency as shown in Fig. 2.


Fig. 2. Effective parameters of metamaterial.

Microstrip patch antenna was fabricated to operate at frequency range in which permittivity and permeability of metamaterial utilized with this antenna are negative. In this study, the frequency of 2.4 GHz is chosen for the operating frequency of microstrip patch antenna in which specifications are shown in Table 1.

Table 1: Dimensions of patch antenna on FR4 laminate.

| Parameter | Magnitude | Unit |
| :--- | :--- | :--- |
| Operating frequency | 2.4 | GHz |
| Patch length(L) | 59 | mm |
| Patch Width(W) | 42.4 | mm |
| Laminate length $(\mathrm{Lg})$ | 75 | mm |
| Feed | coaxial | - |
| Laminate Thickness | 1.6 | mm |

The microstrip patch antenna was fabricated on an FR4 substrate ( $\varepsilon_{\mathrm{r}}=4.4, \mu_{\mathrm{r}}=1$, and dielectric loss tangent $\tan \delta=0.02$ ). The evaluated results were obtained by HFSS and CST simulators and measured results of microstrip patch antenna without metamaterial are shown in Fig. 3. Return loss measurement was realized by using ENA Series Network Analyzer (E5071B). While return loss (gain value) $-\mathrm{S}_{11}$ value of the patch antenna is -13.68 dB in HFSS and -16.64 dB in CST, measured value is only -9.42 dB . The difference between measured and simulated values of the antenna results from measurement errors and fabrication process.


| S11 | HFSS | CST | Measurement |
| :---: | :--- | :---: | :---: |
| Patch <br> Antenna | -13.68 dB | -16.64 dB | -9.42 dB |

Fig. 3. Microstrip patch antenna without metamaterial and return losses in dB.

Effect of the metamaterial on the return loss of the microstrip patch antenna was investigated by placing metamaterial on it. The SRR-MS structure was fabricated to obtain negative constitutive parameters at 2.4 GHz and it was periodically mounted on microstrip antenna as shown in Fig. 4.


Fig. 4. Fabrication of patch antenna-metamaterial system.

The direction of the metamaterial is important to improve the gain of the patch antenna, since the metamaterial has anisotropic behavior. Therefore, they were mounted such that center of SRR is parallel to H -field and MT is parallel to E-field direction of the antenna. The distance between the periodically arranged metamaterials was 2 mm . The simulated and measured results of microstrip patch antenna covered with metamaterial are shown in Fig. 5. While the return loss decreases down to -20.27 dB in HFSS simulation and -23.33 dB in CST simulation, it was observed -15.1 dB in measurement at 2.4 GHz . This means $60.3 \%$ enhancement of the antenna gain (return loss) with respect to antenna without metamaterial. The enhancement results of antenna with and without metamaterial is indicated in Table 2. Good gain improvement (return loss) is obtained for all of HFSS-CST and measurement results. Although, measured return loss $\left(\mathrm{S}_{11}\right)$ of the patch antenna with metamaterial indicates several modes at different frequencies as shown in Fig. 5 (c), but these modes are not sufficient to mention about new extra radiation frequencies. Since the return losses of these extra modes are higher than -10 dB .

Table 2: Comparison of simulation and measurement results of return loss ( $\mathrm{S}_{11}$ ).

|  | HFSS | CST | Measurement |
| :--- | :--- | :---: | :--- |
| without MTM | -13.6812 dB | -16.64 dB | -9.42 dB |
| with MTM | -20.2712 dB | -23.33 dB | -15.1 dB |
| Gain | -6.59 dB | -6.69 dB | -5.68 dB |



Fig. 5. (a) HFSS simulation, (b) CST simulation, and (c) measurement results of patch antenna with metamaterial.

It is well known that the radiation pattern of the antenna with and without metamaterial give exact idea about the gain of the antenna system, since the return loss $\left(\mathrm{S}_{11}\right)$ is not enough alone to decide the antenna performance. The radiation patterns of the patch antenna with and without metamaterial are evaluated by HFSS as shown in Figs. 6 and 7. The radiation patterns of H-plane are simulated at every $30^{\circ}$ between $0^{0} / 180^{\circ}$. Although the maximum radiation gain of the antenna without metamaterial is -8 dB (Fig. 7), it reaches up to +20 dB for antenna with metamaterial (Fig. 6). These exhibits that metamaterial doesn't only provide minimization of return loss ( $\mathrm{S}_{11}$ value) but also gives a chance to enhancement of the antenna gain.


Fig. 6. HFSS simulation of radiation pattern of patch antenna with metamaterial.


Fig. 7. HFSS simulation of radiation pattern of patch antenna without metamaterial.

Beside the simulations of radiation pattern, some measurements were also realized to observe the effect of metamaterial on patch antenna by using MATS1000. The HFSS simulation for patch antenna without metamaterial and measurement result for patch antenna with metamaterial are shown in Fig. 8. Two different antennas were used at the measurements. One of them is metamaterial mounted patch antenna and the other one is ring antenna to observe the radiation pattern of H plane. Whereas simulation result of H -plane radiation gain is around -72 dB , measurement result is much better ( -47.5 dB ). These results indicate the enhancement of antenna radiation gain due to the metamaterial.


Fig. 8. Simulation and measurement radiation pattern results of patch antenna without and with metamaterial (H-plane).

## III. CONCLUSIONS

In this study, simulation, fabrication, and measurement are investigated for microstrip patch antenna covered with metamaterial composed of SRR and MS. The results show that good improvement in the antenna characteristics in terms of gain is achieved. The gain of the microstrip patch antenna with metamaterial is increased by 6.69 dB from simulation and 5.68 dB from measurement. It can be concluded that microstrip patch antenna based on metamaterial exhibits improvement on the antenna gain performance. Therefore, metamaterials provide potential application areas to antenna researchers, such as improvement of the gain or radiation properties of any type of antenna.
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