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Abstract ─ Through-the-Earth (TTE) 

communication systems require minimal 

infrastructure to operate. Hence, they are assumed 

to be more survivable and more conventional than 

other underground mine communications systems. 

This survivability is a major advantage for TTE 

systems. In 2006, Congress passed the Mine 

Improvement and New Emergency Response Act 

(MINER Act), which requires all underground 

coal mines to install wireless communications 

systems. The intent behind this mandate is for 

trapped miners to be able to communicate with 

surface personnel after a major accident-hence, the 

interest in TTE communications. To determine the 

likelihood of establishing a TTE communication 

link, it would be ideal to be able to predict the 

apparent conductivity of the overburden above 

underground mines. In this paper, all 94 mine TTE 

measurement data collected by Bureau of Mines in 

the 1970s and early 1980s, are analyzed for the 

first time to determine the apparent conductivity of 

the overburden based on three different models: a 

homogenous half-space model, a thin sheet model, 

and an attenuation factor or Q-factor model. A 

statistical formula is proposed to estimate the 

apparent earth conductivity for a specific mine 

based on the TTE modeling results given the mine 

depth and signal frequency. 

 
Index Terms ─ Communication, conductivity, 

electromagnetic field, Extremely Low Frequency 

(ELF), Through-the-Earth (TTE), Very Low 

Frequency (VLF). 

 

I. INTRODUCTION 
In coal mines, frequency and effective 

electrical conductivity of the overburden are 

factors that determine the maximum range through 

which a TTE signal can successfully propagate. 

The effective electrical conductivity of the 

overburden cannot be controlled and depends on 

the mine geological properties and varies between 

different mine sites. Ideally, we would like to be 

able to predict the apparent conductivity of the 

overburden to determine the likelihood of being 

able to establish a TTE communication link. This 

includes communications between locations within 

the mine (horizontal communication) and between 

the underground and the surface (vertical 

communication). Obtaining information on the 

overburden electrical properties is useful for 

evaluating and improving the performance and 

reliability of a TTE system at a given mine. The 

limited information on the electrical characteristics 

of overburden above U.S. coal mines, however, 

prevents the development of a detailed theoretical 

approach. 

In the 1970s and early 1980s, the Bureau of 

Mines measured the propagation of TTE signals 

for frequencies ranging from 600 Hz to 3000 Hz 

for 94 representative mines distributed throughout 

the United States. The TTE transmission data 

collected at the 27 coal mines were initially 

analyzed to estimate the apparent earth 

conductivity based upon a homogeneous half-earth 

model [1]. This model was used to predict the 

apparent earth conductivity, but it also led to 
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unrealistic results of the conductivity decreasing 

with increasing frequency and depth. Hill and 

Wait then proposed a thin sheet model to simulate 

conducting materials, such as pipes, cables, metal 

sheets, or higher conductivity layers near the 

surface [2]. This model provides an explanation 

for the depth dependency of the conductivity. It 

also predicts the magnitude of decrease in 

apparent conductivity with frequency by 

appropriately setting the properties of the 

conducting sheet. In this paper, the TTE data from 

all 94 mines are analyzed to determine the 

apparent conductivity of the overburden based on 

homogenous half-space model and thin sheet 

model. Alternately, a mathematically simple 

model, the Q-factor model, combining features of 

the two models mentioned above is proposed to 

predict the dependency of apparent conductivity 

on both frequency and depth. There is agreement 

on this prediction based on the thin sheet model 

and Q-factor model by appropriately choosing the 

properties of the highly conducting thin sheet 

layer. Based on the TTE modeling results, we 

develop statistical formulas that can be used to 

estimate the earth conductivity for a specific mine, 

given the mine depth and signal frequency. 
 

II. BACKGROUND 
A number of techniques are available for 

probing the earth electromagnetically with a 

transmitter and receiver, where conductivity 

information is contained in the received signal [3-

6]. In the mid-1970s, Lagace et al., under the 

direction of the Bureau of Mines (BOM), 

conducted extensive TTE propagation 

measurements yielding the magnetic field (H-

field) strengths at 94 coal mine sites [7]. The 94 

mines were well-distributed over U.S. coal fields 

and were selected from the total mine population 

based on the depth and the number of mine 

workers (Table 1). In parallel, the BOM conducted 

additional TTE measurements at 27 coal mines 

which were selected from the 94 mines [1]. The 

sampling procedure used to select the 94 mines out 

of all US coal mines was based on the following 

principles: 

1) each mine had a chance of being selected for 

this test; 

2) the probability of selection was known 

beforehand and was based on the relative size 

of the mine in terms of the number of miners 

employed; 

3) the selection process was random; 

4) all depth intervals were selected; 

5) test results could be used to make valid 

inferences about all mines [7]. 

 
Table 1: Overburden depth distribution of 94 coal 

mines in 19751 

Depth 

m 

Depth 

ft. 

Sampling 

Size 

# Of Active 

Mines 

<61.0 <200 2 73 

61.3-

121.9 
201-400 35 369 

122.2-

182.9 
401-600 30 309 

183.2-

243.8 
601-800 13 199 

244.1-

304.8 
800-1000 4 135 

305.1-

365.8 
1001-1200 6 58 

>365.8 >1200 4 79 

 

III. METHODOLOGY 

A. Homogenous half-space model 

The homogenous half-space model can be 

illustrated by setting either the conducting sheet 

depth to d=0 or 0, in Fig. 1. The vertical 

magnetic dipole source (small horizontal loop) has 

a magnetic moment IA and is located at z=-h on 

the z axis of a cylindrical coordinate system ( 

z), where I is the current through the loop wire and 

A is the area formed by the circular loop. The 

earth media has a conductivity of  and an 

intrinsic propagation constant of 𝛾0 =

√𝜇𝜔(𝑗𝜎0 − 𝜔𝜀𝑒), where j is the square root of -1, 

the operating angular frequency, the 

permeability of the earth or air, and 𝜀𝑒  the earth 

dielectric constant. The displacement currents are 

usually very small and will be neglected for all 

TTE frequencies compared to the conduction 

currents, so approximation 𝛾0 ≈ √𝑗𝜔𝜇𝜎0  is 

reasonable. The vertical H-field at the surface can 

be derived from a magnetic Hertz vector with only 

a z component, along with the application of 

                                                 
1 MSHA and Bureau of Mines data files as of 1975. 
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appropriate boundary conditions [8]. It can also be 

obtained by setting the conductivities  and 

both equal to , or the thickness h1 of the upper 

layer can be considered to vanish and  in a 

2-layer model [8]. This gives: 

 𝐻𝑧 = 𝑏0𝑄ℎ𝑜𝑚𝑜(𝜔, 𝜎0, ℎ), (1) 
where 

 𝑄ℎ𝑜𝑚𝑜(𝜔, 𝜎0, ℎ) =
ℎ3

2
∫ 𝜆2𝑇(𝜆)

∞

0
𝑒−𝜆𝑧𝐽0(𝜆𝜌)𝑑𝜆, (2) 

and 

 𝑇(𝜆) =
2𝜆

𝑘0+𝜆
𝑒−𝑘0ℎ. (3) 

In the equations above, b0=IA/(2h3) is the 

value of H-field on the axis a distance h above a 

loop in free space, 𝑄ℎ𝑜𝑚𝑜(𝜔, 𝜎0, ℎ) represents the 

attenuation factor due to the conductive earth. J0 is 

the first order of Bessel function of the first kind, 

and 𝑘0 = (𝜆2 + 𝛾0
2)1/2. 

 

 
 

Fig. 1. A small horizontal loop (vertical magnetic 

dipole) buried in a dissipative half-space with a thin 

conducting sheet at the surface. 
 

B. Thin sheet model 

As we will see later, one result from applying 

the homogeneous model to the data of the 94 

mines is that the apparent conductivity appears to 

decrease as the mine depth increases, which is 

contradictory to the model itself. However, this 

dependency might be explained by the presence of 

a thin highly conducting layer at the surface of the 

earth. In the thin sheet model, as depicted in Fig. 

1, the highly conducting thin sheet represents the 

overall effect of possible surface metal structures, 

such as cables, pipes, cased bore holes, etc., as 

well as the relatively high conductivity at the 

surface which usually contains more dissolved salt 

and mineral substances. Note that d≪h. Wait and 

Spies have derived the H-field from the electric 

vector potential [8]. Following their work, here we 

use magnetic Hertzian potential to obtain the 

vertical H-field in the air based on potential 

theory. 

For the earth layer (z<0) and free space (z>0), 

the magnetic Hertzian potential Π∗  satisfies the 

wave equation except at the exciting source: 

 {
(∇2 − 𝛾0

2)Π0
∗ = 0,                 𝑧 < 0

∇2Π1
∗ = 0,                                 𝑧 > 0

, (4) 

where 
 𝛾0

2 = 𝜇𝜔(𝑗𝜎0 − 𝜔𝜀0) ≈ 𝑗𝜇𝜔𝜎0, (5) 

is the intrinsic propagation constant. For free space 

(z>0), 𝜎1 = 0, hence, 𝛾1 ≈ 0. 

In a cylindrical coordinate system, the fields in 

the half-space (z<0) can be expressed in terms of 

Hertzian potential Π0
∗ , in which 0 denotes the 

medium 0 (earth): 

 {
{𝐻0𝜌, 𝐻0𝑧} = {

𝜕2Π0
∗

𝜕𝜌𝜕𝑧
, (−𝑗𝜇𝜔𝜎0 +

𝜕2

𝜕𝑧2) Π0
∗}

𝐸0∅ = 𝑗𝜇𝜔
𝜕Π0

∗

𝜕𝜌
,

 (6) 

and the fields in the free space (z>0) can be 

expressed in terms of Π1
∗: 

 {
{𝐻1𝜌 , 𝐻1𝑧} = {

𝜕2Π1
∗

𝜕𝜌𝜕𝑧
,

𝜕2

𝜕𝑧2 Π1
∗}

𝐸1∅ = 𝑗𝜇𝜔
𝜕Π1

∗

𝜕𝜌
.

 (7) 

Note that the magnetic Hertzian potential 𝚷∗ 

has only a z component; i.e., 𝚷∗ = Π∗�̂� . The 

magnetic Hertzian potential in each region is listed 

below: 

Π0
∗ =

𝐼𝐴

4𝜋
∫ 𝐽0(𝜆𝜌)

∞

0
(

𝜆

𝑘0
𝑒−𝑘0|𝑧+ℎ| +

𝑅0(𝜆)𝑒𝑘0𝑧)  𝑑𝜆, 𝑧 < 0, (8) 

 Π1
∗ =

𝐼𝐴

4𝜋
∫ 𝑇1(𝜆)𝑒−𝑘1𝑧 𝐽0(𝜆𝜌)𝑑𝜆

∞

0
, 𝑧 > 0. (9) 

𝑅0(𝜆)  and 𝑇1(𝜆)  are unknowns and can be 

determined by the application of the boundary 

conditions. The boundary condition here requires 

that at the layer interface the azimuthal E-field is 

continuous and the tangential H-field is 

discontinuous by the amount of longitudinal 

current per unit length carried by the thin sheet: 

 𝑅0(𝜆) =
𝜆(𝑘0−𝑘1−𝑗𝜔𝜇𝜎𝑑)

k0(𝑘0+𝑘1+𝑗𝜔𝜇𝜎𝑑)
𝑒−ℎk0, (10) 

 𝑇1(𝜆) =
2𝜆

𝑘0+𝑘1+𝑗𝜔𝜇𝜎𝑑
𝑒−ℎk0 . (11) 

The surface vertical H-field in (7) then is 

given by: 

 𝐻𝑧 = 𝑏0𝑄𝑡ℎ𝑖𝑛(𝜔, 𝜎0, ℎ, 𝜎, 𝑑), (12) 
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in which 
𝑄𝑡ℎ𝑖𝑛(𝜔, 𝜎0, ℎ, 𝜎, 𝑑) =

∫
𝜆ℎ3𝑘1

2

𝑘0+𝑘1+𝑗𝜔𝜇𝜎𝑑

∞

0
𝑒−𝑘1𝑧−𝑘0ℎ𝐽0(𝜆𝜌)𝑑𝜆. (13) 

For free space, 𝑘1 = (𝜆2 + 𝛾1
2)1/2 = 𝜆. Equation 

(13) then can be rewritten as: 
𝑄𝑡ℎ𝑖𝑛(𝜔, 𝜎0, ℎ, 𝜎, 𝑑) =

∫
𝜆3ℎ3

𝑘0+𝜆+𝑗𝜔𝜇𝜎𝑑

∞

0
𝑒−𝜆𝑧−𝑘0ℎ𝐽0(𝜆𝜌)𝑑𝜆. (14) 

To avoid exponential attenuation when the 

signal passes through the highly conducting thin 

sheet, the value of 𝛾0𝑑 in this model is required to 

be small enough (𝛾0𝑑 < 1). Similarly as in (1), 

𝑄𝑡ℎ𝑖𝑛(𝜔, 𝜎0, ℎ, 𝜎, 𝑑)  here represents the 

attenuation factor due to the conductive earth and 

the thin sheet. An interesting feature of the 

attenuation factor 𝑄𝑡ℎ𝑖𝑛(𝜔, 𝜎0, ℎ, 𝜎, 𝑑)  in (14), is 

that the dependence on 𝜎𝑑 is algebraic rather than 

exponential. This type of algebraic dependence is 

typical of thin conducting sheets regardless of the 

geometry [8]. 

 

C. Q-factor model 

Since Q in (1) and (12) monotonically 

decreases with 𝜎0  and/or 𝜎 , an apparent 

conductivity value 𝜎𝑎  can be determined by 

assuming reasonable input values for the 

homogeneous half-space and thin sheet model. 

The procedure is to compute 𝑄𝑡ℎ𝑖𝑛(𝜔, 𝜎0, ℎ, 𝜎, 𝑑) 

using reasonable values of 𝜎0  and 𝜎𝑑 , and then 

equate the magnitude of 𝑄𝑡ℎ𝑖𝑛  to that of a 

homogeneous half-space and determine the value 

of 𝜎𝑎: 

 𝑄ℎ𝑜𝑚𝑜(𝜔, 𝜎𝑎, ℎ) = 𝑄𝑡ℎ𝑖𝑛(𝜔, 𝜎0, ℎ, 𝜎, 𝑑). (15) 
 

IV. NUMERICAL EVALUATION AND 

RESULTS 
The numerical integration of (2) and (14) can 

be evaluated by using a variable exchange, as 

shown below [9]: 
 𝑥 = 𝜆ℎ; 𝐷 = 𝜌/ℎ; 𝑍 = 𝑧/ℎ; 𝑇 = ℎ/𝛿;  

 with 𝛿 = √
2

𝜔𝜇𝜎
. (16) 

Then the wave number ki, can be rewritten as 

𝑘0 = 𝑥/ℎ; 𝑘1 =
1

ℎ
√𝑥2 + 𝑗𝐻2, with 𝐻 = √2 ℎ δ⁄ . 

 

A. Based on the homogenous half-space model 

For the TTE tests at the 94 mines, four 

transmission frequencies-630, 1050, 1950, and 

3030 Hz-were used at each site. The magnetic 

moment, M=NIA (N is the number of turns of 

wire), for the in-mine transmitting loop was 

recorded and calibrated. Corrections have also 

been made on the overburden depth h for all the 

mine sites to account for possible horizontal 

offsets from the point directly above the 

transmitters [7]. After normalizing the surface 

vertical H-field to the corresponding M, the 

apparent earth conductivity, 𝜎𝑎 , can then be 

obtained by solving (1). 

The resulting apparent earth conductivity 

distribution with overburden depth interval is 

listed in Table 2. The computed conductivity 

values for the mine with the least overburden 

depth appear to be a large outlier compared to the 

rest of the data and were excluded from further 

consideration. Also, because of the large expected 

uncertainty in the conductivity estimates for large 

Q, the data for about 25% of the 94 mines in 

which |Q|>0.5 were excluded. By examining Table 

2, we can see that the estimated conductivity 

values tend to decrease with increasing depth by a 

factor of 25-30 over the depth range at each given 

frequency. This number is in contrast to the factor 

of 10 obtained by Durkin based on the data of 27 

mines [10]. The estimated apparent conductivity in 

Table 2 also shows a dependence on frequency 

that decreases by a factor of ~3 over the frequency 

range at each given depth interval. Analyzing only 

27 out of 94 mine data in [10], does not quite 

predict the magnitude of decrease in the apparent 

conductivity with depth and frequency. However, 

we would not expect the conductivity to decrease 

with increasing frequency or depth for the 

homogenous model. Another observation based on 

Table 2, is that the standard deviation of the 

conductivity distribution in each depth interval 

tends to decrease with overburden depth for all 

frequencies. This suggests that deep coal mines 

have smaller and more evenly distributed 

conductivity values than shallow coal mines. 
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Table 2: Apparent conductivity ( 𝝈𝒂 , S/m) 

distribution with overburden depth (m) interval for 

94 coal mines at different frequencies based on the 

homogenous half-space earth model; the “std” 

denotes the conductivity standard deviation in 

each depth interval 
Mine 

Depth 

(m) 

 

630 

Hz 

1050 

Hz 

1950 

Hz 

3030 

Hz 

50-100 
Mean 0.6185 0.4202 0.2564 0.1559 

STD 0.3062 0.3531 0.1767 0.1240 

100-150 
Mean 0.2760 0.1301 0.0858 0.0511 

STD 0.1350 0.0732 0.0465 0.0379 

150-200 
Mean 0.1425 0.0942 0.0498 0.0452 

STD 0.0963 0.0548 0.0347 0.0346 

200-250 
Mean 0.1307 0.0867 0.0378 0.0414 

STD 0.0826 0.0524 0.0238 0.0233 

250-300 
Mean N/A 0.0170 0.0185 0.0140 

STD N/A N/A 0.0219 N/A 

300-350 
Mean 0.0380 0.0250 0.0170 0.0120 

STD 0.0354 0.0156 0.0141 0.0099 

350-400 
Mean 0.0265 0.0183 0.0130 0.0118 

STD 0.0261 0.0153 0.0076 0.0049 

400-450 
Mean 0.0220 0.0245 0.0230 0.0090 

STD 0.0118 0.0035 N/A 0.0085 

450-500 
Mean 0.0180 0.0170 0.0080 0.0050 

STD N/A N/A N/A N/A 

 

B. Based on the thin sheet model 

It may be possible to explain the behavior of 

the conductivity on frequency and depth as seen in 

the previous section by the addition of a thin, 

highly conducting layer at the surface of the earth 

[11]. A shallow mine would then have a more 

weighted contribution from the high conducting 

surface layer than a deep mine, and the apparent 

conductivity would decrease with greater depth. 

The estimated apparent conductivities of those 

mines with |Q|<0.5 based on the thin sheet model 

are calculated and sorted into several overburden 

depth intervals, and then plotted with depth 

interval as in Fig. 2 for various 𝜎𝑑  values and 

various frequencies. As mentioned earlier, 

although the conductivity of the thin sheet can be 

very high, choosing of product value 𝜎𝑑  is not 

arbitrary. The value of 𝛾0𝑑, hence the value of d, 

is required to be small enough to avoid 

exponential attenuation as the signal travels 

through the highly conducting thin sheet. One 

interesting finding is that the apparent conductivity 

has a greater dependency on the overburden depth 

at low frequency than at high frequency, as shown 

in Fig. 2; i.e., the derivative of the exponential 

curve fit has a greater value at low overburden 

depth than at greater depths. The exponential 

curve-fitting equations in these plots provide a 

good prediction for the depth dependency of the 

conductivity. This model also predicts the 

magnitude of decrease in the apparent conductivity 

with frequency as seen in Table 2, by the 

appropriate choice of value of 𝜎𝑑. 
 

 

 

 

 
 

Fig. 2. Estimated apparent conductivities (S/m) 

change with overburden depth interval (m) for 

various 𝝈𝒅  and frequencies (630 Hz, 1050 Hz, 

1950 Hz, 3030 Hz) based on the thin sheet model. 
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C. Based on Q-factor model 

While EM measurements of both transmitting 

and receiving antennas are needed for the models 

described above, the Q-factor model or attenuation 

factor model requires only two parameters: the 

estimated earth conductivity 0 and the 

conductivity thickness product 𝜎𝑑  of the thin 

sheet. Through the use of (15), we can calculate 

the apparent conductivity. The apparent 

conductivity values based on this model are 

plotted in Fig. 3. Again the value of 𝛾0𝑑, hence the 

value of d, is required to be small enough for the 

reason mentioned in the thin sheet model above. 

By comparing the exponential coefficients in the 

fitting functions as shown in Figs 2 and 3, the 

depth dependency of this model when 𝜎𝑑 = 20 is 

very close to that of the thin sheet model. 

Furthermore, this approach can predict the 

dependency of apparent conductivity on 

frequency, as well as on depth, by choosing the 

value of 𝜎𝑑 appropriately. 
 

 
 

Fig. 3. Apparent conductivity (a, S/m) for 

different frequencies and 𝝈𝒅 based on the Q-factor 

model. 
 

D. A regression model based on statistical 

approach 

The conductivity of overburdens above mines 

in U.S. coal fields can be characterized as a 

function of overburden depth and operating 

frequency. The overburdens consist of a large 

number of horizontal layers of different materials 

and thicknesses. For any given overburden depth, 

we can expect overburden characteristics such as 

conductivity to vary from location to location 

within the coal fields. Hence, we can develop a 

statistical approach of sampling a representative 

number of mines within each of the depth intervals 

of interest in order to characterize the overburden 

conductivity, and the corresponding variability 

about the average, as a function of depth and 

operating frequency. 

In the regression model, overburden apparent 

conductivity is considered to be related to depth 

and frequency in an unknown pattern. Up to 94 

data points were obtained as a result of field tests 

conducted at each of four frequency levels. With 

the assumption that the estimated values of 

apparent conductivity represent a random sample 

from a normal distribution with a mean dependent 

upon both frequency and depth and variance 

independent of both frequency and depth, a 

regression model can be obtained to describe the 

dependency of the apparent conductivity on both 

frequency and depth as shown in (17). In this 

model, 𝜎𝑎  is the apparent conductivity to be 

estimated, and a, b, and c are the regression 

coefficients to be determined from the mine data. 

The model values are given in Table 3. The 

random mine selection process was used to ensure 

that all measurements can be described by a log-

normal probability law. The Cumulative 

Distribution Function (CDF) of the estimated 

apparent conductivity (based on the homogenous 

model) for all frequencies and depths is shown in 

Fig. 4. From the CDF plot, about 95% of 

conductivity values fall below 0.5 S/m, and about 

60% of them fall below 0.1 S/m. It is worthy to 

mention that since the values in Table 3 (including 

standard error) is averaged over all the frequencies 

and overburden depths (as shown in Table 2), this 

regression model predicts apparent conductivity 

more reasonably for low frequencies and shallow 

mines than for high frequencies and deep mines: 

 𝜎𝑎 = 𝑎 + 𝑏 ∗ log(𝑓𝑟𝑒𝑞) + 𝑐 ∗ log(𝑑𝑒𝑝𝑡ℎ). (17) 

In the regression model as described in (17), 

the coefficient of frequency is of the same order as 

that of the depth, so the frequency dependency 

cannot be ignored in the apparent conductivity 

estimation in contrast to previous analyses [10]. 
 

Table 3: Regression model for apparent 

conductivity (a, S/m) with respect to log depth 

(m) and log frequency (Hz) 
Observations 238 

a 2.1834 

b -0.2932 

c -0.5068 

Standard Error 0.1479 

R Square 0.4674 
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The apparent conductivity of a specific mine 

with given overburden depth and operating 

frequency can then be estimated based on this 

model, with the related coefficients to fit (17) as 

shown in Table 3. 
 

 
 

Fig. 4. Estimated apparent conductivities plotted 

with distribution percentile. 

 

V. CONCLUSION 
The TTE data from all 94 mines recorded by 

the BOM in the 1970s were analyzed to estimate 

the overburden apparent conductivity based on 

three different models: a homogenous half-space 

model, a thin sheet model, and a Q-factor model. 

In the past, full analysis of this data was 

constrained by computing limitations. The 

apparent conductivities from the 94 mine data 

were first estimated based on a homogenous half-

space model. The results based on this model 

show that the apparent conductivity decreases with 

increasing depth and frequency, which is contrary 

to the expectations of the model. A thin sheet 

model was then considered, which is able to 

provide an explanation for the depth dependency 

of the conductivity. It also predicts the magnitude 

of decrease in the apparent conductivity with 

frequency by appropriately setting the properties 

of the conducting sheet. Alternately, the Q-factor 

model was also shown to predict the dependency 

of apparent conductivity on both frequency and 

depth by appropriately choosing the properties of a 

highly conducting thin sheet layer. Among those 

methods, the thin sheet model provides more 

reasonable estimation since it considers the effect 

of the relatively high conducting surface on 

overall apparent conductivity. By combining the 

features of the other two models, the Q-factor 

model also gives a good prediction but is 

mathematically simple. The conductivity behavior 

was also described based on a linear-logarithm 

regression model. The results provided in this 

paper offer more insight into the overburden 

apparent conductivity and help to predict the path 

loss. This estimation of earth conductivity can be 

used by the mine owner/operator or TTE vendor to 

predict the performance of the TTE system. 
 

REFERENCES 

[1] J. Durkin, “Study of through-the-earth transmission 

data as applied to earth conductivity,” U. S. Bureau 

of Mines, Pittsburgh Mining and Safety Researcher 

Center, 1981. 

[2] D. A. Hill and J. R. Wait, “Theoretical noise and 

propagation models for through-the-earth 

communication,” National Telecommunications & 

Information Admin., Institute for 

Telecommunication Sciences, 1982. 

[3] J. R. Wait, “Mutual electromagnetic coupling of 

loops over a homogeneous ground,” Geophysics, 

vol. 20, pp. 630-637, 1955. 

[4] J. R. Wait, “Electromagnetic waves in stratified 

media,” The MacMillan Co., 1962. 

[5] G. V. Keller and F. C. Frischknecht, “Electrical 

methods in geophysical prospecting,” Pergamon, 

1966. 

[6] I. IEEE Standard 356, “Guide for radio methods of 

measuring earth conductivity,” Institute of 

Electrical and Electronics Engineers, p. 18, 1974. 

[7] R. L. Lagace, J. M. Dobbie, T. E. Doerfler, W. S. 

Hawes, and R. H. Spencer, “Detection of trapped 

miner electromagnetic signals above coal mines,” 

Arthur D. Little, Inc., Cambridge, Massachusetts, 

1980. 

[8] J. R. Wait and K. P. Spies, “Evaluation of the 

surface electromagnetic fields for a buried 

magnetic dipole source,” DTIC Document, 1971. 

[9] J. R. Wait, “Subsurface electromagnetic fields of a 

circular loop of current located above ground,” 

IEEE Transaction on Antennas and Propagation, 

vol. 20, pp. 520-522, 1972. 

[10] J. Durkin, “Apparent earth conductivity over coal 

mines as estimated from through-the-earth 

electromagnetic transmission tests,” U.S. Bureau of 

Mines, Pittsburgh Mining and Safety Research 

Center, 1984. 

[11] R. G. Geyer, G. V. Keller, and T. Ohya, “Research 

on the transmission of electromagnetic signals 

between mine workings and the surface,” Colorado 

School of Mines, 1974. 

 

 

YAN, WAYNERT, SUNDERMAN: EARTH CONDUCTIVITY ESTIMATION FROM THROUGH-THE-EARTH MEASUREMENTS 761



Lincan Yan is a Research Scientist 

for the National Institute for 

Occupational Safety and Health 

(NIOSH). He received his B.S. 

degree in Mining Engineering from 

Northeastern University, Shenyang, 

China; M.E. degree in Engineering 

Mechanics from Tsinghua 

University, Beijing, China; M.S. degree in Mechanical 

Engineering from University of New Mexico (UNM), 

Albuquerque, NM, USA; and Ph.D. in Electrical 

Engineering from UNM. Having studied and worked in 

academia and in the laboratory, he has many years of 

experience in designing and conducting experiments. 

He is currently an RF Research Engineer at the 

National Institute for Occupational Safety and Health, 

Pittsburgh, PA, USA, where he works on through-the-

earth wireless communication projects as a member of 

the Electrical Safety and Communications Team. By 

utilizing highly sensitive receive antennas and 

optimizing transmission, he conducts research on 

monitoring very weak VLF/ULF radio signals and 

improving communication range. His work also 

includes investigating factors that will affect 

communication in coal mines. 

Joseph A. Waynert is a Team 

Leader at the National Institute for 

Occupational Safety and Health 

(NIOSH). His primary research 

focuses on wireless 

communications and electronic 

tracking. In particular, he is 

experimentally and theoretically 

investigating the mechanisms controlling path loss in 

underground coal mining applications. System 

frequency bands of interest include ELF, MF, and UHF. 

Prior to NIOSH, Waynert worked in the industry 

investigating methods of improved spectrum 

management for the military. Previous to that he 

worked at Los Alamos National Lab developing 

applications of applied superconductors. Waynert has a 

Ph.D. in Physics from the University of Wisconsin-

Milwaukee. 

 

Carl Sunderman is a Research 

Electrical Engineer for the National 

Institute for Occupational Safety 

and Health. He has twenty years of 

experience in the areas of mining 

equipment automation, geophysical 

electronics, and radio propagation, 

and is currently working on 

projects related to improvements in subterranean 

communication and pedestrian tracking technologies. 

He holds a BSEE and MSEE from Gonzaga University. 

762 ACES JOURNAL, Vol. 29, No. 10, OCTOBER 2014



1054-4887 © 2014 ACES

Submitted On: May 7, 2013
Accepted On: September 5, 2014

763ACES JOURNAL, Vol. 29, No. 10, OCTOBER 2014



764 ACES JOURNAL, Vol. 29, No. 10, OCTOBER 2014



NASER-MOGHADASI, QOTOLO: A NOVEL SWITCHABLE DOUBLE BAND-NOTCH ANTENNA FOR ULTRA-WIDEBAND APPLICATION 765



766 ACES JOURNAL, Vol. 29, No. 10, OCTOBER 2014



NASER-MOGHADASI, QOTOLO: A NOVEL SWITCHABLE DOUBLE BAND-NOTCH ANTENNA FOR ULTRA-WIDEBAND APPLICATION 767



768 ACES JOURNAL, Vol. 29, No. 10, OCTOBER 2014



NASER-MOGHADASI, QOTOLO: A NOVEL SWITCHABLE DOUBLE BAND-NOTCH ANTENNA FOR ULTRA-WIDEBAND APPLICATION 769



770 ACES JOURNAL, Vol. 29, No. 10, OCTOBER 2014



FDTD-Based Time Reversal Detection for Multiple Targets or 

Moving Object 
 

 

Lei Zhong, Rui Zang, and Jing-Song Hong 
 

School of Physical Electronics 

University of Electronic Science and Technology of China, Chengdu, 610054, China 

albertzhonglei@163.com 

 

 

Abstract ─ Based on the Finite-Difference Time-

Domain (FDTD) method, this paper presents a 

novel Time Reversal (TR) algorithm for multiple 

targets or moving object detection. Two numerical 

experiments are carried out by the Finite-

Difference Time-Domain (FDTD) programs. The 

results confirm that the proposed TR algorithm 

could detect multiple targets effectively and track 

the moving object accurately. The re-focusing 

waves are very similar with the excitation signal, 

which can be applied in communications. 

 

Index Terms ─ FDTD, moving object, multiple 

targets, time reversal detection. 
 

I. INTRODUCTION 
The time-reversal technique was introduced to 

acoustics by Fink in 1992, which has been applied 

successfully for target imaging, underwater 

communication and nondestructive testing [1]. 

Then TR technique was transposed to 

electromagnetism [2,3]. Due to its spatial-temporal 

focusing, TR technique is believed to improve the 

performance of current microwave systems [4]. 

Time-Reversal Mirror (TRM) is the key 

component in a TR system, which is used to 

reverse electromagnetic wave in time domain [5]. 

TRM usually consists of a transmitter-receiver 

array and a time reversal device. 

In recent years, microwave detection has been 

exhaustively analyzed and experimentally 

researched, which may be widely applied in 

tomography [6], cancer treatment [7,8] and ultra-

wideband radar technique [9,10]. Microwave 

detection can be achieved by a variety of methods, 

such as FDTD method [11], the Iterative Time 

Reversal Mirror (ITRM) [12], the Decomposition 

of the Time Reversal Operator (DORT, the French 

abbreviation of ‘Décomposition de l' opérateur de 

retournement temporal’) [13], and the Time 

Reversal Multiple Signal Classification (MUSIC) 

[14]. TR algorithms based on the Transmission-

Line Method (TLM) have also been proposed 

[2,15]. Among these methods, FDTD is the most 

accurate and simplest one. Therefore, FDTD 

method is adopted in this paper. 

In existing investigations, most TR FDTD 

algorithms for detection have only considered one 

target [7-9,16]. This paper investigates the TR 

FDTD algorithm for multiple targets and also uses 

it to track a moving object. This algorithm can 

precisely detect and localize the targets. 

Additionally, this paper has qualitatively analyzed 

the factors which may influence the spatial-

temporal focusing. 

 

II. TIME REVERSAL TECHNIQUES 
The time-symmetry of wave propagation is the 

basis of TR technique [17]. In a linear, 

homogeneous, isotropic, and time-invariant 

medium without a source, the electric-field 

intensity E(r, t) can be described by the following 

vector wave equation: 

 

2

2

2

( , )
( , ) 0

t
t

t



  



E r
E r . (1) 

Equation (1) does not contain any time-

varying coefficient nor the odd derivation of time, 

which is so-called time-symmetry of wave 

equation. In other words, if E(r, t) is a solution of 

the vector wave equation, its time reversed mode 

E(r, -t) is also a solution of equation (1). 

Furthermore, E(r, T-t) is also a solution of the 

wave equation. 
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A typical schematic of TR process is shown in 

Fig. 1. Firstly, a source emits a wave front which 

propagates through a complex medium and is 

received by the TRM [5,16]. Then, the received 

signal is time-reversed and retransmitted by the 

TRM. The time-reversed electromagnetic field 

back-propagates, and a spatial-temporal focusing 

can be observed at the initial position exactly. So 

TR is an adaptive waveform transmission scheme 

that utilizes the rich scattering medium to best 

match to the target response. 
 

 
 

Fig. 1. Typical process of TR. 
 

III. FDTD SIMULATION MODEL 
A simplified Two-Dimension (2D) lossless 

indoor space model is used to carry out FDTD 

simulations (see Fig. 2). The propagation in this 

model is described by TMz mode consisting of Hx, 

Hy and Ez, which means the magnetic fields (Hx 

and Hy) are orthogonal to the normal to the plane 

of propagation. 

The simulation model is a 3 m * 3 m indoor 

space, which is surrounded by three concrete walls 

(10-cm-thick, permittivity ɛr=6.4), a Perfect 

Electric Conductor (PEC) door and a glass 

window (permittivity ɛr=3.7). There are three PEC 

boxes, one PEC round table, one glass box and 

one wood desk (permittivity ɛr=7.6) in the room. 

The circles on the left are three targets, and the 

five diamonds on the right represent the TRM of 

five transmitter-receivers with space of 0.5 m. To 

verify the accuracy of the TR FDTD algorithm, 

the positions of targets and TRM are fixed before 

the simulation. 

 

 
 

Fig. 2. Simplified 2D lossless indoor space model. 
 

The size of FDTD grid cell is 12.5 mm * 12.5 

mm. A split-field Perfectly Matched Layer (PML) 

is set outside the walls and window to absorb 

outgoing waves [18]. The PML has a thickness of 

8 cells. The order of the PML parameter npml is 2, 

and the theoretical reflection coefficient R(0) is 

10-5. The excitation signal is a second-order 

Gaussian pulse with a center frequency of 2.4 GHz, 

and a bandwidth of 1 GHz (see Fig. 3). The 

problem is run for 1,200 time steps. 
 

 
 

Fig. 3. The second-order Gaussian pulse. 
 

For simplicity, the media are lossless, and 

specific antenna elements are not modeled. 

Therefore, a target is an ideal isotropic point 

source assigned an electric field Ez, and an 

observation point represents a receiving antenna of 

TRM. 
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As FDTD is performed directly in time 

domain, in order to get the best TR image, it is 

very important to determine the optimal time 

instant when the TR electromagnetic wave focuses 

back to the targets. Due to the spatial focusing 

property of TR, the best image of targets is 

expected to have some sharp peaks at the target 

locations and small value elsewhere. That is, the 

best image has minimum entropy. Therefore, a 

minimum entropy criterion is adopted to choose 

the optimal time instant. As the inverse varimax 

norm is known to be an easily computable and 

accurate approximation to entropy [19], we use the 

inverse varimax norm S instead of entropy, which 

can be calculated by: 
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where (i, j) are the grid cell coordinates, n is the 

time step of FDTD, and summation is over all the 

grids of room. We can calculate the inverse 

varimax norm at every time step and find out the 

minimal one. Then we get the best TR image of 

targets and its corresponding time instant. 
 

IV. RESULTS AND DISSCUSSSION 
In this section, two numerical examples are 

provided to demonstrate the performance of TR 

FDTD algorithm under various conditions. The 

FDTD codes written by ourselves are calculated in 

MATLAB. 
 

A. Detection and localization for multiple 

targets 

To simulate this situation, three targets at 

different locations are excited by the identical 

second-order Gaussian pulse (see Fig. 3) at the 

same time. The waves travel through the multi-

path environment and arrive at the TRM. Then the 

signals received by the TRM are normalized, time 

reversed and transmitted (see Fig. 4). 

According to the minimum entropy criterion 

mentioned in Section III, the best image of targets 

is obtained at time step of 976 (t=20.33 ns), which 

is shown as Fig. 5. We can observe three targets 

clearly in the image. These three targets locate 

exactly at the same position respectively as shown 

in Fig. 2, which means that with TR FDTD 

algorithm we can precisely detect and localize 

multiple targets. 
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Fig. 4. Received and transmitted signals of TRM: 

(a) five signals received by TRM, and (b) 

normalized time reversed signals. 

 

 
 

Fig. 5. Locations of three targets. 

 

Figure 6 illustrates the time domain 

waveforms of the re-focused wave at three target 

locations. Although three targets emit the 

excitation pulse with the same amplitude, the 

amplitudes of re-focused waves are different, 
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because TRM receives different amounts of 

energy from different targets. Generally, the more 

energy TRM received, the higher amplitude of the 

re-focused wave is obtained at the corresponding 

target location. 

Three re-focused waveforms are very similar 

with the excitation signal. Theoretically, the re-

focused waveform is the time reversed second-

order Gaussian pulse. However, the second-order 

Gaussian pulse is center symmetric about the peak 

in time domain. Therefore, the time reversed 

second-order Gaussian pulse is the same with the 

original one. 

 

 
 

Fig. 6. The re-focused waveforms in time domain 

at three target locations. 

 

B. Detection and localization for moving object 

To imitate the movement of one target, target 

is excited from location 1 to location 3 with 

excitation 1 to 3 correspondingly. The excitation 

signals are second-order Gaussian pulses with 

different time delays (see Fig. 7). 

Three re-focusing time steps need to be 

determined in this application, which means to 

find each minimum inverse varimax norm of three 

re-focused waves. However, for each re-focused 

waveform, the inverse varimax norm at re-

focusing time step is only a little smaller than 

those around the re-focusing time steps. Therefore, 

a time gating with 0.5 ns width is adopted to avoid 

choosing two or more time steps from the same re-

focused waveform. 

 
 

Fig. 7. Second-order Gaussian pulses with 

different time delays. 

 

Figure 8 illustrates the received and 

transmitted signals of TRM. 

The track of a moving object in TR FDTD 

algorithm is shown as Fig. 9. Three time instants 

when the TR electromagnetic wave focuses back 

to the target locations are time step of 846, 911 

and 976, whose corresponding time is 17.63 ns, 

18.98 ns and 20.33 ns. 
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Fig. 8. Received and transmitted signals of TRM: 

(a) five signals received by TRM, and (b) 

normalized time reversed signals. 
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(a) (b) (c) 

 

Fig. 9. Track of the moving object in TR FDTD 

algorithm: (a) first re-focusing image at time step 

of 846, (b) second re-focusing image at time step 

of 911, and (c) third re-focusing image at time step 

of 976. 

 

Figure 10 illustrates the re-focused waves at 

three locations, which is very similar to the 

excitation signals in Fig. 7. From location 3 to 

location 1, the TR wave focuses sequentially at 

17.63 ns, 18.98 ns and 20.33 ns respectively, 

which agree well with Fig. 9. Besides, the 

amplitude of re-focused wave at location 1 is 

largest, because target is first excited at location 1 

with excitation 1. Compared with other excitations, 

the reflected and scattered waves of excitation 1 

could travel more times to and from the TRM, 

which means the TRM receives maximum amount 

of energy from location 1. 

It is important to notice that the focusing time 

sequence of TR wave is just in reverse order of 

exciting time sequence. That is, the TR wave 

would focus last at the location excited first. 

Therefore, to describe the movement accurately in 

the time domain, the image of TR FDTD 

algorithm should be time reversed again. So based 

on the Fig. 9, we can finally obtain both the real 

track of the moving object and the time differences 

between adjacent locations, which is shown as Fig. 

11. 

 

 
 

Fig. 10. The re-focused waveforms in time domain 

at three locations. 

 

 
 

Fig. 11. Real track of the moving object. 

 

V. CONCLUSION 
Based on a simplified lossless indoor space 

model, this paper has presented a TR FDTD 

algorithm to detect and localize for multiple 

targets or moving object. The imaging results 

demonstrate the effectiveness of the proposed TR 

FDTD algorithm in the complex environment. As 

the TR technique is based on time-symmetry, the 

proposed algorithm is also available for lossy 

medium or reciprocal environment. However, 

because of big FDTD calculation amount or the 

failure of minimum entropy criterion, it is not the 

best choice for some scenarios, such as very large 
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detecting space, non-reciprocal or high target 

density environment. Therefore, the TR FDTD 

algorithm proposed in this paper can be widely 

applied in indoor location and tracking, short 

range communications in complex scattering 

environment and self-adaptive Wireless Power 

Transmission (WPT) system. 
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Abstract ─ The work presented is an assay done 

on the effects of wearable antenna when placed in 

proximity to the human body. Cloth fabric is used 

as a substrate to design a planar antenna. 

Measurement results of the fabricated patch at free 

space and close to the human body are also 

presented here. The S11 of the designed antenna 

when placed close to the body tissue is almost -30 

dB and the gain is close to 4 dB. A rectangular 

three layered human body model is used to 

evaluate the extent of the effect that the human 

body has on the parameters that define an antenna 

like its gain, directivity, etc. 

 

Index Terms ─ Fabric substrate, Specific 

Absorption Rate (SAR), Wearable Antenna. 
 

I. INTRODUCTION 
The use of fabric as a substrate material for 

antennas has gained recent notice. Using the fabric 

in such a manner would provide the much pursued 

integration of antenna with clothing. To this end, a 

study on the effect of the human body on a simple 

patch, fabricated on a jean cloth is presented here. 

The results analyzed in this paper would aid in 

designing textile antennas, giving the best possible 

position on the human body without compromise 

on its performance. 

Bending characteristics of antenna on a 

flexible substrate of a simple wearable antenna 

was previously analyzed [1]. The effect of varying 

distance of wearable antenna from the human 

body on the antenna parameters has also been 

done [2]. The use of wearable antenna for the 

purpose of medical monitoring has also been 

studied recently. The challenge of designing 

wearable antennas is still high and a surprising 

interest in the area has been noticed in recent 

months. A button wearable antenna and an L 

shape Planar Inverted F Antenna (PIFA) have 

been designed for medical e-Health system [3]. An 

Ultra-Wideband (UWB) printed antenna for 

wearable applications to monitor cardiac activity 

has been reported [4]. 

In another design for medical application 

wearable antenna that can be integrated with EKG 

sensors have been proposed [5]. The effect of 

ground plane on the efficiency of a wearable 

antenna is studied in [6], while [7] examines the 

effect of varying textiles on the antenna’s 

performance. Analysis on the effect of bending on 

a wearable dipole patch is done in [8]. Research on 

the study of the feasibility and reliability of 

wearable antennas is still underway. 

According to [9], “characterization of 

antennas is the key to establishing reliable on-

body data transmission between sensors and the 

main data-collecting node (this may be worn on-

body or an external stationary or mobile unit).” 

Hence, there is an immense need for 

characterizing the antenna and its performance 

when in the vicinity of the human body so that it 

can be used for wearable applications. 

This paper puts forward a clear evaluation of 

the effect of the human body on the parameters 

that define an antenna. In order to design an on-
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body wearable antenna, a fabric whose 

permittivity is known, can be used as the substrate 

material. 

Major attraction of these wearable antennas 

would be its use in defense. It would serve to 

reduce to a great extent, the paraphernalia carried 

by soldiers, thus improving mobility of the troop. 

The implementation of wearable antennas can also 

provide medical monitoring of patients with 

chronic illness as they go about their daily chores. 

It could also be tweaked to help monitor patients 

with psychological disorders. Antenna if 

integrated onto the clothing of an individual would 

provide unrestricted movement and obviate the 

need to carry around large antenna. 

 

II. WEARABLE PATCH DESIGN 
A simple rectangular patch was designed for 

an operating frequency of 2.45 GHz using the 

transmission line model equations [10]. The height 

of the substrate is taken as 1 mm (normal 

thickness of jean fabric). The relative permittivity 

of the jean fabric at 2.45 GHz is 1.67 and 

permeability of 1. 

Dimensions calculated according to the 

transmission line model [10]: length of the patch is 

44.35 mm, width is 53 mm. The patch excited by a 

50 Ω transmission line of length λ/4. Jean fabric 

that is 1 mm thick is used as the substrate. A 

square 120 x 120 mm2 ground plane made of 

copper is also used for this design. The thickness 

of the ground plane and the patch is 0.035 mm. 

The antenna is simulated using CST Microwave 

Studio. The snapshot of the designed antenna is 

given in Fig. 1. 

 

 
 

Fig. 1. A wearable patch antenna designed on a 

jean cloth fabric and excited by a transmission line 

feed. 

 

A parametric sweep reveals that for different 

values of denim as found from literature, there is 

little variation in the frequency of patch with only 

a slight mismatch occurring due to the dimensions 

of the patch, and the feed point kept constant. 

Hence, we have chosen 1.67 as the dielectric 

constant in our study. Agilent Vector Network 

Analyser was used for the measurement of return 

loss of the antenna in free space. Measurement 

setup for the wearable antenna is shown in Fig. 2. 

 

 
 

Fig. 2. The measurement setup for measurement of 

antenna parameter in free space. 

 

Results obtained from measurement are 

compared to those obtained through simulation in 

Fig. 3. A slight shift in frequency in the simulated 

and measured results of the return loss of the 

antenna when placed in free space is observed. 

Utilizing accurate and appropriate fabrication 

methods, the deviation in the frequency could be 

reduced to a great extent. However, there is a good 

agreement in the return loss of the patch simulated 

and measured, which is observed to be 20.62 dB 

during simulation and 20.9 dB when measured. 

 

 
 

Fig. 3. The plot of S11 versus frequency for the 

designed wearable antenna, near and away from 

the human body. 
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By the use of better-suited fabrication 

methods, exact performance can easily be 

obtained. This is an issue that would require 

further improvement. The actual dimension of the 

patch length measured is approximately 40.1 mm, 

which when simulated shows a resonant frequency 

of 2.697 GHz while measured is at 2.72 GHz. 

Figure 4 shows the simulated radiation pattern in 

the vicinity of the body model. 

 

 
 

Fig. 4. Simulated radiation pattern in the vicinity 

of the body model. 

 

III. SAR ASSESSMENT AND BODY 

EFFECTS DUE TO WEARABLE 

ANTENNA 

A. Human body modelling 

Since the application of wearable antennas 

necessitates it to function in close proximity to the 

human body, we need to assess the parameter 

changes in the antenna when working in such an 

environment [11]. To find the amount of 

electromagnetic radiation captured by the tissues 

in the body, evaluation of the Specific Absorption 

Rate (SAR) becomes necessary. SAR is a measure 

of the rate at which energy is absorbed by the body 

when exposed to the Radio Frequency (RF) 

electromagnetic field. It can also refer to the 

absorption of other forms of energy by tissue, 

including ultrasound. It is expressed as the power 

absorbed per mass of tissue and has units of Watts 

per Kilogram (W/Kg). SAR is usually averaged 

either over the whole body or over a small sample 

volume (typically 1 gram or 10 grams of tissue). 

SAR can be calculated from the electric field 

within the tissue as: 

 

 2
( ) ( )

( )
SAR = 

r E r
dr

r





 
 
  
 

 , (1) 

where σ (r) - Sample Electrical Conductivity, E - 

RMS Electric Field, and ρ (r) - Sample Density. 

SAR is directly proportional to the conductivity of 

the tissue absorbing the radiation and inversely 

proportional to its density. The maximum 

permissible value for SAR is 1.6 W/Kg. 

Hence, a broad analysis on the Specific 

Absorption Rate has been done for varying 

distance of the antenna from the body. The 

readings are noted with respect to the wavelength 

of operation in order to better understand the 

analysis done. 

In order to assess the SAR for varying 

distance we need to define body models that 

would replicate the presence of lossy tissue close 

to the antenna. Usually detailed body models, 

those including organs, are complicated and 

demands more run time while utilizing resource 

intensively. 

In literature, there are simplified human body 

models like the lossy cylinder with defined 

dielectric constant and conductivity and the 

rectangular body model [12]. The rectangular 

model of body is chosen for our study since it was 

found to give excellent agreement with 

measurements. 

In the rectangular three layered model we have 

considered thickness of skin is taken as 0.4 mm, 

thickness of fat as 30 mm, and that of muscle is 

69.6 mm. The permittivity, loss tangent and 

density for the different tissues are as follows. 

Skin: εr=37.952, δ=0.28184 and density is 

1050kg/m3. Fat: εr=5.2749, δ=0.14547 and 

density is 918kg/m3. Muscle: εr=52.73, density is 

1100kg/m3. All these parameters have been 

defined at frequency 2.45 GHz, according to [13]. 

Mass averaged Specific Absorption Rate, SAR 

(10 g) is estimated for distances varying from 0 λ 

to 0.08 λ between the body tissues and the 

antenna. In order to fully comprehend this, 

defining the quantity obtained as SAR becomes 

necessary. 

Specific absorption rate or SAR is the amount 

of electromagnetic radiation absorbed by the body 

tissues. The sample volume considered for 

calculation of SAR can be 1 g or 10 g. 10 g sample 

is appropriate for our study when considering 

body regions like chest, wais, etc., that would 

generally be the positions of these wearable 

antennas. SAR depends on the conductivity and 

density of the sample considered. 
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B. Analysis of the effect of the human body on 

the antenna 

Using the rectangular human body model 

explained in the previous section, we perform the 

following analysis. To learn about the effects of 

the body on the antenna [14], the S11 variation 

with respect to the frequency is studied. As can be 

seen from the graph of the simulated S11 versus 

frequency, when the antenna is placed on the 

human body it experiences a frequency shift of 48 

MHz from 2.457 GHz to 2.505 GHz, as shown in 

Fig. 3. 

The measurement of the return loss of the 

antenna is also done by placing the antenna on the 

body, as shown in Fig. 5. This measurement again 

shows a resonant frequency shift of 190 MHz from 

2.72 GHz to 2.91 GHz when the antenna is placed 

in the vicinity of the human body. The reason for 

this shift in the resonant frequency is because of 

the dielectric loading due to the lossy human tissue 

[15] which is in close proximity to the wearable 

patch antenna. 

When kept at free space, the simulated 

resonant frequency was at 2.457 GHz. The gain 

was observed as 4.144 dB and directivity of 8.957 

dBi. The variation of SAR, gain, impedance and 

directivity are also analyzed from simulation with 

varying distance from the body in terms of 

wavelength, as presented in Table 1. Figure 6 

depicts the simulation results of SAR for varying 

body-antenna separation. 

Another analysis, keeping the over-all 

thickness as 100 mm and varying the depth of 

each layer is presented in Table 2. Most of the 

areas necessitating wearable antennas would be 

requiring the use of antenna arrays. A 1 x 4 array 

was constructed and simulations were run for 

various layer thickness. The values are noted in 

Table 3. 

 

 
 

Fig. 5. Return loss measurement for antenna 

placed on-body. 

 

Table 1: Table depicting the antenna parameters and SAR values for varying distance of the antenna from 

the body 

 

Distance of Separation Input Impedance (ohms) Gain (dB) Directivity (dBi) SAR (W/Kg) 

0λ 53.77, 0.27 3.956 8.682 0.00626 

0.01λ 53.80, 0.24 3.932 8.680 0.00625 

0.02λ 53.79, 0.23 3.932 8.677 0.00618 

0.03λ 53.79, 0.22 3.922 8.666 0.00595 

0.04λ 53.74, 0.34 3.908 8.651 0.00561 

0.05λ 53.73, 0.35 3.898 8.641 0.00437 

0.06λ 53.73, 0.35 3.884 8.627 0.00488 

0.07λ 53.78, 0.24 3.887 8.626 0.00455 
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Fig. 6. Simulated SAR distribution for varying distances of the antenna from the body; 0λ, 0.01 λ, 0.02λ, 

and 0.03λ. 

 

Table 2: Table depicting the parameter changes in an antenna and SAR values for varying thickness of 

individual layers 

Varying Thickness (mm) 
Input Impedance (ohms) Gain (dB) Directivity (dBi) SAR (W/Kg) 

Skin Fat Muscle 

0.4 0 99.6 53.90, 0.26 3.740 8.458 0.00659 

0.4 15 84.6 53.73, 0.36 4.541 9.305 0.01005 

0.4 30 69.6 53.80, 0.24 3.932 8.680 0.00625 

2.6 0 97.4 53.88, 0.25 3.748 8.471 0.00669 

2.6 15 82.4 53.82, 0.43 3.689 8.423 0.00831 

2.6 30 67.4 53.87, 0.30 3.871 8.597 0.00719 

 

Table 3: Table depicting the parameter changes in a 1 x 4 antenna array and SAR values for varying 

thickness of individual layers 

Varying Thickness (mm) 
Gain (dB) Directivity (dBi) SAR (W/Kg) 

Skin Fat Muscle 

0.4 0 99.6 6.461 14.04 1.23789e-006 

0.4 15 84.6 6.421 14.01 9.64977e-007 

0.4 30 69.6 6.394 13.97 2.67269e-007 

2.6 0 97.4 6.365 13.96 3.02758e-007 

2.6 15 82.4 6.392 13.96 9.12359e-007 

2.6 30 67.4 7.179 13.75 1.64409e-006 
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The frequency is at 2.505 GHz when in the 

vicinity of the human body, but does not show 

variation with respect to the distance since it is in 

the radiative far field of the patch. The foremost 

observation made from this specific study is the 

variation or the lack of it in the input impedance, 

gain and directivity for different distances from 

the body. Extensive literature study reveals the 

reason as: the boundary for the far-field region of 

a patch is normally so small that it would lie 

within the ground plane itself [16]. When the 

human body is near the antenna and absorbs power 

from the near field. By altering the reactive near 

field, the body affects the input impedance and 

other antenna parameters. In literature, as cited in 

[16], microstrip antennas near field maximum 

occurs in the gap between the element and the 

ground plane and the reactive near field is 

negligible elsewhere. Hence, the reactive near 

field region in microstrip antennas is much smaller 

than λ/2π. 

Also, the percentage detuning by the human 

body given by (100*detuning)/free space 

frequency is 1.95 % for all distances simulated. 

The dielectric constant and penetration depth in 

the body is different for different frequencies. 

Hence, the detuning varies with the frequency. If 

we can design an antenna with a broadband 

characteristic such that the -10 dB impedance 

bandwidth encompasses the shifted frequency, the 

design would be acceptable. Literature has it that 

[16] dipoles as well as antennas working at lower 

frequencies have a very large percentage of 

detuning than microstrip antennas. This point 

would allow us to draw the conclusion that a patch 

antenna structure would be the best suitable 

contender for on-body wearable antennas. PIFA 

antennas also have a small far field, but 

considering the fabrication possibilities, a 

microstrip patch antenna scores over it with 

several distinct advantages. It does not require 

shorting, which makes its fabrication on the textile 

easier. 

The second analysis will throw light on how 

different parts of the body, say, limbs, torso, etc., 

will impact the antenna parameters. The variation 

of SAR for different layer depths presents an 

interesting phenomenon that for a particular 

thickness of fat, say 15 mm, the SAR value 

slightly increases. A region in the human body 

with very less amount of fat is the best position for 

the placement of a wearable antenna. Say, when a 

jacket has a wearable antenna array, the antenna 

could be fabricated such that it lies at the back of 

the torso of the human body so that lesser 

radiation absorption takes place. These analyses 

throw light on the placement and positioning of 

wearable antennas when they are modeled for any 

particular application. 

Similarly, simulation results as noted in the 

third analysis have revealed that for array antennas 

the SAR has decreased to a great extent. In an 

array as the pattern becomes more directive [17] 

and points away from the body when compared to 

a single patch, the SAR decreases. Hence, the 

conclusions drawn from this study and the insight 

gained can be used when larger more complicated 

arrays are designed. 

 

VI. CONCLUSION 
A comprehensive investigative study on the 

working of wearable antennas has been projected 

in this paper. Real time examination of the results 

has been demonstrated by the fabrication of a 

patch antenna integrated into cloth fabric. 

Extensive analysis on both the effects of the 

antenna on the body and the effects of the human 

body on the antenna has been presented in detail. 
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Abstract ─ In this manuscript, a novel design of 

Ultra-Wideband (UWB) monopole antenna with 

dual narrow band-stop performance is proposed. 

In this design, by using inverted T-shaped slit and 

T-shaped parasitic structure in the ground plane, 

additional resonances are excited and much wider 

impedance bandwidth can be produced; especially 

at the higher band. In order to generate single and 

dual band-notched characteristics, we use a pair of 

protruded E-shaped strips inside the square-ring 

radiating patch. The measured results reveal that 

the presented dual band-notched monopole 

antenna offers a very wide bandwidth form 3.01 

GHz to 12.8 GHz with two narrow notched bands, 

covering 5.2/5.8 GHz to suppress interferences 

from Wireless Local Area Network (WLAN) 

system. To verify the validation of proposed 

antenna, Finite-Difference Time-Domain (FDTD) 

analysis is investigated. Good return loss, antenna 

gain and radiation pattern characteristics are 

obtained in the frequency band of interest. The 

antenna imposes negligible effects on the 

transmitted pulses. 

 

Index Terms ─ Dual narrow notch bands, FDTD 

analysis, microstrip antenna, UWB applications. 
 

I. INTRODUCTION 
After allocation of the frequency band from 

3.1 to 10.6 GHz for the commercial use of Ultra-

Wideband (UWB) systems by the Federal 

Communication Commission (FCC) [1], UWB 

systems have received phenomenal gravitation in 

wireless communication. Designing an antenna to 

operate in the UWB band is quite a challenge 

because it has to satisfy the requirements, such as 

ultra wide impedance bandwidth, omni-directional 

radiation pattern, constant gain, high radiation 

efficiency, constant group delay, low profile, easy 

manufacturing, etc. [2]. In UWB communication 

systems, one of key issues is the design of a 

compact antenna while providing wideband 

characteristic over the whole operating band. 

Consequently, a number of microstrip antennas 

with different geometries have been 

experimentally characterized [3-6]. 

In [3], a compact hexagonal structure is used 

to enhance the impedance bandwidth. Based on 

Defected Ground Structure (DGS) and 

Electromagnetic Coupling Theory (ECT), slot and 

parasitic structures are used to excite more 

resonances in [4]. A novel CPW-fed E-shaped slot 

antenna which provides a wide usable fractional 

bandwidth of more than 115% is reported in [5]. 

Moreover, other strategies to improve the 

impedance bandwidth which do not involve a 

modification of the geometry of the planar antenna 

have been investigated [6-7]. 

There are many narrowband communication 

systems which severely interfere with the UWB 

communication system, such as the Wireless Local 

Area Network (WLAN) for IEEE 802.11a 

operating in 5.15-5.35 and 5.725-5.825 GHz 

bands. Therefore, UWB antennas with band-

notched characteristic to filter the potential 

interference are desirable. Nowadays, to mitigate 
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this effect, many UWB antennas with various 

band-notched properties have developed [8-9]. 

All of the above methods are used for 

rejecting a single band of frequencies. However, to 

effectively utilize the UWB spectrum and to 

improve the performance of the UWB system, it is 

desirable to design the UWB antenna with dual 

band rejection. It will help to minimize the 

interference between the narrow band systems 

with the UWB system. Some methods are used to 

obtain the dual band rejection in the literature [10-

14]. 

In this paper, a new design of 5.2/5.8 GHz 

dual narrow band-notched printed monopole 

antenna with multi-resonance performance is 

presented. The proposed antenna consists of 

square-ring radiating patch with a pair of 

protruded E-shaped strips, and modified ground 

plane with inverted T-shaped slit and T-shaped 

parasitic structure. The proposed antenna has a 

small size of 12×18 mm2. 
 

II. ANTENNA DESIGN 
Configuration of the proposed monopole 

antenna fed by a microstrip line is shown in Fig. 1. 

 

 
 

Fig. 1. Geometry of the proposed antenna: (a) side 

view, (b) top layer, and (c) bottom layer. 

 

The dielectric substance (FR4) with thickness 

of 1.6 mm with relative permittivity of 4.4 and 

loss tangent 0.018 is chosen +as substrate to 

facilitate printed circuit board integration. The 

square patch has a width W. The radiating patch is 

connected to a feed line with width of Wf and 

length of Lf. The width of the microstrip feed-line 

is fixed at 2 mm, as shown in Fig. 1. The proposed 

antenna is connected to a 50-Ω SMA connector for 

signal transmission. 

This work started by choosing the dimensions 

of the designed antenna. Hence, the essential 

parameters for the design are: f0=4.5 GHz (first 

resonance frequency), r =4.4 and hsub=0.8 mm. 

The dimensions of the patch along its length have 

now been extended on each end by a distance ΔL, 

which is given as: 

 
( 0.3) ( 0.264)

0.412

( 0.258) ( 0.8)

sub
eff

sub
sub

sub
eff

sub

W

h
L h

W

h





 

 

 

, (1) 

where hsub is the height of dielectric, Wsub is the 

width of the microstrip monopole antenna and 

effr is the effective dielectric constant. Then, the 

effective length (Leff) of the patch can be 

calculated as follows: 

 2effL L L   . (2) 

For a given resonant frequency f0, the effective 

length is given as: 

 
2

eff

reff

C
L

f 
 . (3) 

For a microstrip antenna, the resonance frequency 

for any TMmn mode is given by as: 

 
1
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1 12
2 2
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The width Wsub of microstrip antenna is given: 

 

0

( 1)
2

2

sub

r

C
W

f





. (5) 

The last and final step in the design is to 

choose the length of the resonator and the band-

stop filter elements. In this design, the optimized 

length Lresonance is set to resonate at 0.25λresonance, 

where Lresonance1=WS1+LS+0.5LS1 and Lresonance2=0.5 

(LT1+d)+0.5WT-WT1. λresonance1 and λresonance2
 

corresponds to first extra resonance frequency (11 
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GHz) and second extra frequency (12 GHz), 

respectively. 

In addition, to create a desired dual frequency 

band-stop characteristic, a pair of protruded E-

shaped strips are used inside square-ring radiating 

patch. At the notched frequencies, the current 

flows are more dominant around the T-shaped and 

C-shaped structures, and they are oppositely 

directed between the embedded structures and the 

radiating stub. As a result, the desired high 

attenuation near the notched frequency can be 

produced. Also, the optimized length Lnotch is set to 

band-stop resonate at 0.5λnotch, where 

Lnotch1=We1+Le3+0.5(Le+Le2), and 

Lnotch2=We+Le1+0.5Le. λnotch1 and λnotch2
 

corresponds to first band-notched frequency (3.9 

GHz) and second band-notched frequency (5.5 

GHz), respectively. The final values of proposed 

design parameters are specified in Table 1. 

 

Table 1: Final dimensions of the antenna 

Parameter Wsub Lsub hsub Wf Lf W 

(mm) 12 18 1.6 2 7 10 

Parameter WS LS WS1 LS1 WT LT 

(mm) 6 2 2 0.5 8 3 

Parameter WT1 LT1 We Le We1 Le1 

(mm) 1 0.5 4 6 3.5 1 

Parameter We2 Le2 WX Le3 d Lgnd 

(mm) 3 1 9 1.5 1 3.5 

 

III. RESULTS AND DISCUSSIONS 
In this section, the proposed microstrip 

monopole antenna with various design parameters 

was constructed. The parameters of the proposed 

antenna are studied by changing one parameter at 

a time and fixing the others. The analysis and 

performance of the proposed antenna is explored 

by using Ansoft simulation software High-

Frequency Structure Simulator (HFSS) [15], for 

better impedance matching. 

 
A. UWB antenna with multi-resonance 

characteristic 

The configuration of various structures used 

for simulation studies were shown in Fig. 2. 

Return loss characteristics for the ordinary 

monopole antenna [Fig. 2 (a)], antenna with an 

inverted T-shaped slit in the ground plane [Fig. 2 

(b)], and the antenna with inverted T-shaped slit 

and T-shaped conductor-backed plane [Fig. 2 (c)] 

are compared in Fig. 3. 

 

 
 

Fig. 2. (a) Ordinary monopole antenna, (b) antenna 

with an inverted T-shaped slit, and (c) antenna 

with inverted T-shaped slit and T-shaped parasitic 

structure. 

 

 
 

Fig. 3. Simulated return loss characteristics for the 

various antenna structures shown in Fig. 2. 

 

As seen, the upper frequency bandwidth is 

significantly affected by using T-shaped structures 

in the ground plane. By using these modified 

elements, additional third (11 GHz) and fourth (12 

GHz) resonances are excited, respectively. By 

using these modified structures, the usable upper 

frequency of the antenna is extended from 10.4 

GHz to 12.8 GHz, which provides a wide usable 

fractional bandwidth of more than 125%. 

 

Moreover, the input impedance of the various 

structures of the multi-resonance antenna on a 

Smith-Chart is shown in Fig. 4. The multi-

resonance behavior is mainly due to the change of 

surface current path by changing the dimensions 

of the pair of T-shaped structures. In order to 

know the phenomenon behind the additional 

resonances performance, simulated current 
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distributions on the ground plane for the proposed 

antenna at 11 GHz and 12 GHz are presented in 

Fig. 5. It can be observed in Fig. 5 (a), that the 

current concentrated on the edges of the interior 

and exterior of the inverted T-shaped slit at 11 

GHz. As shown in Fig. 5 (b), at the fourth 

resonance frequency the current flows are more 

dominant around of the T-shaped parasitic 

structure [8-9]. 

 

 
 

Fig. 4. Simulated input impedance results on a 

Smith Chart of various structures shown in Fig. 2. 

 

 
 

Fig. 5. Simulated surface current distributions in 

the ground plane for the proposed antenna: (a) at 

11 GHz and (b) at 12 GHz. 

 

In order to investigate the effects of the 

inverted T-shaped slit and T-shaped parasitic 

structures on the bandwidth of the proposed 

antenna and impedance matching, the VSWR 

characteristics for various slit and parasite sizes 

were analyzed in Figs. 6 and 7. As illustrated, four 

structures with different sizes of inverted T-shaped 

slit and T-shaped parasitic structure are shown in 

these figures. It is found that by using these 

structures with modified sizes of 

8&6  TS WW , good additional resonances is 

excited and hence much wider impedance 

bandwidth with multi-resonance characteristics 

can be produced; which the usable upper 

frequency of the antenna is extended from 10.3 

GHz to 12.84 GHz. 

 

 
 

Fig. 6. Simulated VSWR characteristics for the 

various sizes of WS. 

 

 

 

Fig. 7. Simulated VSWR characteristics for the 

various sizes of WT. 
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B. UWB antenna with dual narrow band-

notched function 

In order to generate the dual narrow band-

notched characteristic, we used a pair of protruded 

E-shaped strips inside the square-ring radiating 

patch. 

VSWR characteristics for antenna with a 

modified ground plane [Fig. 8 (a)], the antenna 

with modified ground plane and a protruded E-

shaped strip inside square-ring radiating patch 

[Fig. 8 (b)], and the proposed antenna structure 

[Fig. 8 (c)] are compared in Fig. 9. As seen, to 

create a single band-notched characteristic, we use 

an E-shaped strip at square-ring radiating patch. 

Also, by adding another E-shaped strip, a good 

dual band-notched function is achieved. 

 

 
 

Fig. 8. (a) Antenna with modified ground plane, 

(b) the antenna with modified ground plane and 

protruded E-Shaped strip, and (c) the proposed 

antenna structure. 

 

 
 

Fig. 9. Simulated VSWR characteristics for the 

various structures shown in Fig. 8. 

 

In order to understand the phenomenon behind 

this dual band-stop performance, the simulated 

current distributions for the proposed antenna at 

the notched frequencies is presented in Fig. 10. It 

is found at the notched frequencies the current 

flows are more dominant around of the protruded 

E-shaped strips [10-12]. The proposed antenna 

with final design as shown in Fig. 11, was built 

and tested. 

 

 
 

Fig. 10. Simulated surface current distributions for 

the proposed antenna in the radiating patch at the 

notched frequencies: (a) 5.2 GHz and (b) 5.8 GHz. 

 

 
 

Fig. 11. Photograph of the realized antenna. 

 

Figure 12 shows the effects of the pairs of T-

shaped and E-shaped structures embedded at the 

proposed antenna configuration on the maximum 

gain in comparison to the ordinary square antenna 

without them. As seen, the ordinary square 

antenna has a gain that is low at 3 GHz and 

increases with frequency. It can be observed that 
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by using the pair of protruded E-shaped strips 

inside the square-ring radiating patch, the sharp 

decreases of maximum gain and the notched 

frequency bands (5.2 and 5.8 GHz) can be created. 

For other frequencies outside the notched 

frequencies, the antenna gain with the filters is 

similar to those without them [13]. 

 

 
 

Fig. 12. Measured maximum gain of the proposed 

antenna in compared with the ordinary structure. 

 

Figure 13 illustrates the FDTD computed and 

measured radiation patterns, including the co-

polarization and cross-polarization in the H-plane 

(x-z plane) and E-plane (y-z plane). The main 

purpose of the radiating patterns is to demonstrate 

that the antenna actually radiates over a wide 

frequency band. It can be seen that the radiation 

patterns in x-z plane are nearly omni-directional 

for the three frequencies. The radiation patterns on 

the y-z plane are like a small electric dipole 

leading to bidirectional patterns in a very wide 

frequency band [13-14]. The comparison between 

measured and numerically computed radiation 

patterns are well within the acceptable limits. 

Table 2 summarizes the proposed antenna and 

the previous designs [10-14]. As seen, the 

proposed antenna has a compact size with very 

wide bandwidth in compared to the pervious 

works. In addition, the proposed antenna has good 

omni-directional radiation patterns with low cross-

polarization level, even at higher and upper 

frequencies. Also, the antenna imposes negligible 

effects on the transmitted pulses and has 

acceptable gain levels in the operation bands [16]. 

 

 
 

Fig. 13. The FDTD computed measured and 

radiation patterns of the proposed antenna at: (a) 

4.2 GHz, (b) 8 GHz, and (c) 11.5 GHz. 

 

Table 2: Comparison of previous designs with the 

proposed antenna 

Ref. FBW (%) Dimension 

[10] 1.8-10.5 GHz (140%) 30 mm×35 mm 

[11] 2.4-10.1 GHz (120%) 28 mm×33 mm 

[12] 2.8-12.0 GHz (124%) 24 mm×24 mm 

[13] 3.1-10.6 GHz (109%) 16 mm×25 mm 

[14] 3.0-12.0 GHz (121%) 21 mm×36 mm 

This 

Work 
3.0-12.8 GHz (125%) 12 mm×18 mm 

 

IV. NUMERICAL RESULTS AND TIME-

DOMAIN ANALYSIS 

A. Numerical results 

In this section, the results using FDTD method 

are derived for the proposed antenna and are 

compared with the simulated (HFSS) ones. The 

space steps used in Cartesian coordination 

are mmzmmymmx 25.0,25.0,25.0  , and 
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the total mesh dimensions are 2511058   in yx,  

and z directions, respectively. The antenna patch 

(Fig. 1) is thus yx  4040 . The length of the 

microstrip line from the source plane to the edge 

of the antenna is y150 , and the reference plane 

for port 1 is y28  from the edge of the patch. The 

microstrip line width is modeled as x8 . The time 

step used, according to Courant’s condition 

is pst 66.0 . 

The launched wave has approximately unit 

amplitude and is Gaussian in time given by: 

 
2 2

0( ) /
( )

T

ZE t e
  

 . (6) 

The wave’s half-width is tT  4  and the time 

delay 
0t  is set to be T6 , so the Gaussian will start 

at approximately 0; also, similar in [17], the 

magnetic wall source is used to minimize the 

source distortion. The spatial distribution of 

),,( tyxEZ
 just beneath the microstrip at 450, 

1000, 1200 and 1800 time steps is shown in Fig. 

14, where the Gaussian pulse and subsequent 

propagation on the antenna are observed. Also, the 

incident, total and reflected voltages at the 

reference plane are illustrated in Fig. 15 for all 

time steps. 

 

 
 

Fig. 14. The spatial distribution of EZ (x,y,t) just 

beneath the microstrip at 450, 1000, 1200 and 

1800 time steps. 

 

 
 

Fig. 15. (a) Incident voltage, (b) total voltage, and 

(c) reflected voltage at the reference plane: 50 

y from the edge of the patch. 

 

Measured and simulated VSWR characteristic 

of the proposed antenna which was calculated 

using FDTD and HFSS, were shown in Fig. 16. 

The fabricated antenna has the frequency band of 

3.01 to over 12.8 GHz. Also, the frequency bands 

of 5.15-5.35 and 5.725-5.825 GHz are notched 

with maximum VSWRs more than 6.5, which is 

sufficient and deep enough to avoid the possible 

interference between UWB and WLAN systems. 
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Fig. 16. Measured, simulated and FDTD computed 

VSWR characteristics for the antenna. 

 

B. Time-domain analysis 

In telecommunications systems, the 

correlation between Transmitted (TX) and 

Received (RX) signals is evaluated using the 

fidelity factor (7): 
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trts

MaxF

22 )(.)(

)()( 



, (7) 

where )(ts  and )(tr  are the TX and RX signals, 

respectively. 

Higher values of F prove a good correlation 

between the RX and TX signals. For impulse radio 

in UWB communications, it is necessary to have a 

high degree of correlation between the TX and RX 

signals to avoid losing the modulated information. 

However, for most other telecommunication 

systems, the fidelity parameter is not that relevant. 

In order to evaluate the pulse transmission 

characteristics of the proposed antenna, two 

configurations (side-by-side and face-to-face 

orientations) were chosen. The transmitting and 

receiving antennas were placed in a mmd 250  

distance from each other. As shown in Fig. 17, 

although the received pulses in each of the two 

orientations are broadened, a relatively good 

similarity exists between the RX and TX pulses; 

especially in the face-to-face orientation. Using 

(2), the fidelity factor for face-to-face and side-by-

side configurations was obtained equal to 0.81 and 

0.79, respectively. The pulse transmission results 

are obtained using CST [19]. 

 

 
 

Fig. 17. Pulse transmission results: (a) side-by-side 

view and (b) face-to-face view. 

 

V. CONCLUSION 
A novel design of multi-resonance monopole 

antenna with dual band-notched function has been 

presented. The proposed antenna can operate from 

3 to 12.8 GHz with two rejection bands around 

4.9-5.3 GHz and 5.5-6.2 GHz, covering 5.2/5.8 

GHz WLAN systems. Simulated and experimental 

results show that the proposed antenna could be a 

good candidate for UWB applications. 
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Abstract ─ A novel triple-band microstrip antenna 

design is introduced for WiMAX/WLAN 

applications. The proposed antenna has a moderate 

size of 38×39×0.79 mm3, yet offers quite well gain 

performance (5.6-8 dBi) over the operational 

bands. The antenna consists of a microstrip feed-

line coupled to a pair of concentric rectangular 

loops, as well as a split-ring element inserted 

within a slotted ground plane, which may also be 

considered as a wide-slot antenna element. In the 

paper, the numerical antenna design along with the 

corresponding measurement results is presented. 

An equivalent circuit modeling of the proposed 

design along with empirical formulae relating 

antenna parameters with notch frequencies is also 

introduced to serve as a useful design guideline. 

 

Index Terms ─ Empirical formulae, equivalent 

circuit modeling, loop element, microstripline 

feed, multiband operation, printed wide-slot 

antenna, split-ring element, WiMAX, WLAN. 

 

I. INTRODUCTION 
Today’s rapidly evolving modern wireless 

communication systems are experiencing 

unprecedented changes. This wave of changes 

leads to drive increasing importance and demand 

of multiband compact antennas in the wireless 

systems; namely, Worldwide Inter-operability for 

Microwave Access (WiMAX) and Wireless Local 

Area Network (WLAN). These services offer 

multiband fast-access with a high mobility at 

either local/wide scale, and require compact 

printed antenna elements. In general, conventional 

printed monopoles, dipoles, or slots are shown to 

exhibit inherent narrow bandwidth characteristics. 

Hence, it is necessary to tailor either feed structure 

or antenna element, or both to achieve desired 

wideband and/or multiband operation. Particularly, 

multiband operation is preferred to avoid possible 

interferences from the other communication 

systems which share the same frequency bands. 

Recent studies have led to a variety of 

promising multi-band [1]-11] printed antennas to 

meet WLAN/WiMAX requirements in general. In 

particular, the designs in [5]-9] offer triple-band 

WiMAX/WLAN operations, which is also the 

scope of this paper. Considering those triple-band 

designs, an expected tradeoff between antenna size 

and gain performance is observed as can be seen 

from Table 1. Particularly, the antenna design of 

ref. [8] allows for an almost 3 dB gain 

enhancement as compared to that of ref. [5], while 

the latter design is almost half in size of the former 

design. 
 

Table 1: Antenna size and gain comparison 

Ref. No Size (mm3) Gain (dBi) 

[5] 20×27×1 1.8-2.78 

[6] 36×30×1.6 3.27-5.0 

[7] 40×40×0.8 1.77-4.13 

[8] 50×50×1 4-6 
 

In this study, we introduce a novel triple-band 

microstrip antenna design for WiMAX/WLAN 

applications. The multiband antenna has a 
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moderate size of 38×39×0.79 mm3, or 

equivalently, the electrical size is ~0.3 0×0.3 0 

and ~0.75 0×0.75 0 at the operational frequencies 

of 2.4 GHz and 5.95 GHz, respectively. More 

importantly, the proposed antenna provides much 

better gain performance (5.6-8 dBi) over the 

operational bands, while being comparable in size 

to its counterparts reported in [5]-[9]. In the paper, 

the numerical antenna design along with the 

corresponding measurement results is presented. 

We note that the full-wave analysis of the 

proposed design has been carried out using CST 

Microwave Studio. 

In this study, we also introduce a simplistic 

equivalent circuit model for the proposed antenna, 

along with empirical formulae relating some 

design parameters and the notch frequencies to 

assist engineering design. In particular, equivalent 

circuit modeling offers a systematic way of design 

approach, and the related studies are available in 

the literature for simple antenna structures [12], 

[13]. However, it may be difficult to consider such 

analyses for rather complex configurations; e.g., 

our case. We therefore, offer a preliminary 

equivalent circuit model based on integration of 

previously reported simple models [14], [15]. In 

addition, we have derived empirical formulae 

relating some design parameters and the notch 

frequencies for the proposed triple-band antenna, 

which is expected to serve as an additional design 

perspective. A similar synthesis was previously 

reported for an ultra-wideband antenna [16]. 

The proposed triple-band antenna design is 

moderate-size, low-loss, low-cost, and provides 

flatter and better gain profile over the bands of 

interest compared to the aforementioned 

counterparts. Besides the antenna’s satisfactory 

performance, we believe that the introduced 

empirical formulae along with the proposed 

equivalent circuit model are additional 

contributions of this research. 

 

II. ANTENNA DESIGN 
The triple-band antenna configuration is 

shown in Fig. 1, along with its physical 

parameters. As seen in Fig. 1, the slotted ground 

plane (W×L) is etched on a low-loss (tan=0.0009) 

thin substrate with a thickness of h=0.79 mm and 

r=2.2. The proposed antenna is comprised of a 

stepped microstrip feed-line coupled to a pair of 

concentric rectangular loops as well as a split-ring 

element inserted within a slotted ground plane, 

which may also be considered as a wide-slot 

antenna element as depicted in Fig. 1. The 

rectangular wide-slot element (Ws×Ls) is excited 

by a stepped microstripline placed on other side of 

the substrate. The feedline is designed to have two 

sections with 50  (Wf×Lf) and ~100  (Wh×Lh) 

characteristic impedances, so as to serve for 

broadband matching to 50  system. Also, two 

strip loadings (Wc×Lc) are located on each side of 

the feedline for the purpose of better impedance 

matching, particularly in the third operational 

band. 
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Fig. 1. The proposed antenna configuration: (a) 

front, (b) side, (c) back views; h=0.79, W=39, 

L=38, Ls=33, Ws=18.5, t=0.05, L1=29, L2=16, 

L3=13, L4=9, W1=2, W2=2.1, Wf=2.2, Wh=0.8, 

Wc=1.4, Lc=9.7, Lh=24.4, Lf=8, g=0.2, m=12, 

k=1.9 (all in mm), r=2.2. 

 

Multiband antenna operation can be achieved 

due to inherent antenna structure as reported in 

[5], [6], and [8]. However, to suppress dispensable 

bands, additional parasitic elements or loadings 

(e.g.: strips, slots, rings, etc.) may be utilized 

within a wide-band antenna design to realize 

multiband WiMAX/WLAN operation [7]. Here, 

we employ a similar design approach to form 

notch bands by inserting parasitic elements into 

the wide-band antenna design. Hence, three design 

steps depicted in Fig. 2 have been employed to 

reach the final triple-band antenna configuration. 
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Feedline
#1 #2 #3

 
 

Fig. 2. The design steps for the proposed antenna 

configuration. 

 

The simulated VSWR characteristics for the 

configurations #1, #2 and #3 are displayed in Fig. 

3. At the beginning, the design #1 is obtained by 

means of a wide-slot antenna element coupled to a 

microstripline feed structure, resulting in a 

wideband VSWR<2 performance over 2.1-6.8 

GHz band, as can be seen from Fig. 3. At the 

second stage, two concentric rectangular loops 

within the slot element are included to achieve the 

design #2, while introducing two notch-bands 

around 4.5 GHz and 6.3 GHz, owing to the outer 

and inner loops, respectively [4]; thus, resulting in 

a dual-band operation centered around 3.0 GHz 

and 5.5 GHz. Finally, a thin split-ring element is 

also placed around the double-loop element for the 

purpose of an additional notch-band centered at 

3.1 GHz; hence, allowing for a triple-band 

operation with center frequencies of 2.6/3.5/5.5 

GHz, while suppressing unused bands to avoid 

possible interferences. Consequently, the ultimate 

design #3 results in a triple-band operation; i.e., 2-

2.96 GHz, 3.2-3.8 GHz and 5.05-6.12 GHz, which 

covers all the designated WLAN (2.4-2.48/5.15-

5.35/5.72-5.82 GHz) and WiMAX (2.5-2.69/3.4-

3.69/5.25-5.85 GHz) bands. 
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Fig. 3. The simulated VSWR characteristics of the 

corresponding design steps #1, #2 and #3, as 

depicted in Fig. 2. 

III. RESULTS & DISCUSSIONS 
The proposed triple-band antenna was 

fabricated on an Arlon DiClad 880 thin substrate 

(h0.79 mm, r2.2), as shown in Fig. 4. The 

corresponding simulated and measured VSWR 

characteristics are displayed in Fig. 5. 

As can be seen from Fig. 5, there is a fairly 

good agreement between the simulated and 

measured VSWR results with some expected 

discrepancies, due to possible material and 

fabrication tolerances. Of importance, is that the 

fabricated antenna provides the triple-band 

WiMAX/WLAN operation (2-2.9/3.2-3.63/5-6.2 

GHz) where the notch-bands around 3.1 GHz, 4.5 

GHz and 6.3 GHz are observed. We note that the 

VSWR measurements were carried out using 

Rohde & Schwarz ZVB8 Vector Network 

Analyzer. 

 

 
 

Fig. 4. The front and back views of the fabricated 

antenna. 
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Fig. 5. The simulated and measured VSWR 

characteristics of the proposed antenna. 

 

Figure 6 shows the computed surface current 

distributions at the centre frequencies of the notch-
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bands; i.e., 3.1/4.5/6.3 GHz. As can be seen, the 

current distribution at 3.1 GHz is mainly 

concentrated over the split-ring element, while the 

distributions at 4.5 GHz and 6.3 GHz are 

predominantly highlighted around the outer and 

inner loops. In fact, those results confirm that the 

lower (3.1 GHz), the middle (4.5 GHz) and the 

upper (6.3 GHz) notch-bands occur by means of 

the presence of the split-ring, the outer loop, and 

the inner loop elements, respectively. As a result, 

by introducing those parasitic elements, possible 

undesired interferences at the specified notch-

bands can be eliminated; thus, distortion-free 

communication can be achieved. 

 

@ 3.1 GHz @ 4.5 GHz

@ 6.3 GHz
 

 

Fig. 6. The simulated surface current distributions 

at the centre frequencies of the notch-bands. 

 

We also carried out radiation pattern 

measurements using A-INFO LB-880 DRG horn 

antenna (0.8-8 GHz) in a non-isolated laboratory 

environment. The measured patterns along with 

the simulations at the operational frequencies of 

2.6 GHz, 3.5 GHz and 5.5 GHz are displayed in 

Fig. 7, where a reasonable agreement is observed. 

As can be seen, the antenna has almost omni-

directional patterns in the H-plane and 

bidirectional patterns in the E-plane. Also, note 

that the simulated cross-polarization levels are 

negligible in the E-plane, while the H-plane cross-

polarization levels increase with respect to 

increasing operating frequencies [17]. 
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Fig. 7. The computed (solid) and measured 

(dashed) radiation patterns of the triple-band 

antenna at the center frequencies of 2.6/3.5/5.5 

GHz. 

 

Figure 8 shows the simulated realized-gain 

(IEEE gain  mismatch losses) characteristics for 

the antenna designs #1, #2 and #3 (see Fig. 2). As 

shown, the triple-band design (#3) has gain levels 

of 5.6-6.4 dBi, 6.6-6.8 dBi, and 6-8 dBi over the 

operational bands of 2-2.96 GHz, 3.2-3.8 GHz, 

and 5.05-6.12 GHz, respectively; whereas, 

expected gain dips occur at the designated notch-

bands, owing to the parasitic elements (i.e.: split-

ring and double-loop). Moreover, the measured 

gain has been calculated using the Friis 

Transmission Equation [18] for several frequency 

points, as shown in Fig. 8. We remark that the 

measured gains agree fairly well with the 

simulated ones over the operational bands, while 

some differences are observed in the notch bands 

with noting that a scant measurement setup was 

employed. 

Furthermore, we extracted the measured 

efficiency (ecd) using the measured gain (G), the 

measured mismatch losses (em=1S11|2) and the 

corresponding directivities (Do) along with the 

formulation G=ecd×em×Do. For instance, the 

measured efficiency values at the frequencies of 

2.6 GHz, 3.5 GHz, and 5.5 GHz are calculated as 

97%, 95%, and 94%, which agree quite well with 

the simulated radiation efficiencies of 98%, 95%, 

and 97%. We note that possible dielectric and 

796 ACES JOURNAL, Vol. 29, No. 10, OCTOBER 2014



conductive losses have been considered in the 

numerical modeling. 
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Fig. 8. The simulated and measured realized gain 

of the designs #1, #2, and #3, as depicted in Fig. 2. 

 

In a systematic design process, it is very 

helpful for designers to relate geometrical 

parameters to critical design frequencies. In this 

context, we have developed an empirical formulae 

which relate the parameters of parasitic elements 

to the corresponding centre notch frequencies 

(namely, the lower frequency: fL, the middle 

frequency: fM, and the upper frequency: fU ). For 

this purpose, a series of simulations have been 

carried out by varying some parameters of the 

double-loop and split-ring elements as depicted in 

Fig. 9. It has been observed that the critical 

parameters mainly controlling the respective notch 

frequencies are L1 (split-ring), g (gap between the 

loops), and L4 (inner-loop). By employing a curve-

fitting algorithm (available in MATLAB’s Curve 

Fitting Toolbox), the following empirical 

equations in polynomial form have been derived 

based on a series of parametric studies using the 

CST simulator: 

 
2

1 9.43 73.96 167.4L LL f f   , (1.a) 

 

3 4 2 4

4
,

929 1.72 10 5.24 10

7.57 10    

M M M
g f f f   

 

 
 (1.b) 

 4 1.72 20.35
U

L f   . (1.c) 

In Fig. 9, the critical parameters (L1, g, L4) are 

plotted against the particular notch frequencies (fL, 

fM, fU), where a good agreement is observed 

between the proposed formulae and the CST 

simulations. Hence, one can specify notch 

frequencies, and then obtain the associated 

antenna parameters by means of the design curves 

in Fig. 9. We remark that during parametric 

studies, only one parameter at a time has been 

varied while the others kept unchanged. Also, note 

that there has been negligible effect observed on 

the antenna’s frequency response, except for each 

notch band while varying the corresponding 

dimension. That is, each parameter mainly affects 

the corresponding notch band as can be observed 

from Fig. 10. 
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Fig. 9. The design curves for the critical 

parameters (L1, g, L4) vs. the centre notch 

frequencies: CST simulations () and the 

empirical formulae 1 (solid line). 
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Fig. 10. The effects of the critical parameters (L1, 

g, L4) on the VSWR performance. 

 

Furthermore, an Equivalent Circuit Model 

(ECM) for the triple-band antenna has been 

considered to serve as an additional design 

perspective. As depicted in Fig. 11, the proposed 

ECM is formed by integration of the circuit model 

for the loading elements (double-loop [14] and 

resonant split-ring) and the circuit model for the 

wide slot antenna alone [15]. Having constructed 

this simplistic model, the circuit parameters (R, L, 

C) have been extracted by means of a curve-fitting 

algorithm [19], based on the simulated VSWR 

characteristics of the triple-band antenna. 

As can be seen from Fig. 12, the proposed 

ECM predicts the operational bands as well as the 

notch bands reasonably well. The discrepancies 

are probably due to the fact that this preliminary 

ECM does not include additional circuit elements 

representing coupling effects between the antenna 

elements. We note that those circuit element 

values will change if any physical parameter in the 

structure is altered. One can also develop 

empirical formulae relating the ECM values with 

the corresponding physical design parameters [20]. 
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Fig. 11. The proposed equivalent circuit model for 

the triple-band antenna: C1=11 pF, L1=0.65 nH, 

R1=50 , C2=4 pF, L2=0.7 nH, R2=25 , C3=0.7 

pF, L3=1.2 nH, R3=45 , LR=0.07 pH, CR=38 nF, 

LD1=6.5 nH, CD1=0.2 pF, LD2=8.7 nH, CD2=0.07 

pF. 
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Fig. 12. The comparison of VSWR characteristics 

for the triple-band antenna: CST simulations vs. 

Equivalent Circuit Model (ECM). 

 

IV. CONCLUSION 
In the paper, a novel printed antenna has been 

proposed for interference-free triple-band 

WiMAX/WLAN operations. The printed antenna 

coupled to a microstrip feedline has a rectangular 

wide-slot element with the parasitic double-loop 

and split-ring elements. While the slot element 

alone shows wideband VSWR performance, the 

triple-band performance is achieved via utilizing 

parasitic elements within the wideband antenna 

design. Those parasitic loadings play a key role in 

generating the notch bands, which avoid possible 

interferences from dispensable bands and cover 
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only the assigned bands for WiMAX and WLAN 

operations. The proposed antenna is moderate-

size, low-loss, low-cost, and more importantly 

offers flatter and better gain profile (6.5 dBi on the 

average) as compared to its counterparts to our 

best knowledge. The measurements of the 

fabricated antenna have been demonstrated to 

agree with the corresponding CST simulations 

quite well. Besides the antenna’s satisfactory 

performance, the introduced empirical formulae as 

well as the proposed equivalent circuit model can 

be considered as additional contributions of this 

research to assist engineering design. 

 

ACKNOWLEDGMENT 
This work was supported by the Scientific 

Research Projects Unit of Kocaeli University 

(KOU-2012/08). 

 
REFERENCES 

[1] C. Y. Pan, T. S. Horng, W. S. Chen, and C. H. 

Huang, “Dual wideband printed monopole antenna 

for WLAN/WiMAX applications,” IEEE Antennas 

Wireless Propag. Lett., vol. 6, pp. 149-151, 2007. 

[2] D. Zhou, R. A. Abd-Alhameed, A. G. Alhaddad, C. 

H. See, J. M. Noras, P. S. Excell, and S. Gao, 

“Multi-band weakly ground-coupled balanced 

antenna design for portable devices,” IET Science, 

Measurement & Technology, vol. 6, no. 4, pp. 306-

310, 2012. 

[3] L. Hu and W. Hua, “Wide dual-band CPW-fed slot 

antenna,” Electron. Lett., vol. 47, no. 14, pp. 789-

790, 2011. 

[4] M. H. B. Ucar and Y. E. Erdemli, “Microstripline-

coupled printed wide-slot antenna with loop 

loadings for dual-band WiMAX/WLAN 

operations,” IEEE Int. Symp. Antennas Propagat., 

Chicago, IL, pp. 1-2, July 2012. 

[5] T. Wang, Y. Z. Yin, J. Yang, Y. L. Zhang, and J. J. 

Xie, “Compact triple-band antenna using defected 

ground structure for WLAN/WiMAX 

applications,” Prog. Electromagn. Res. Lett., vol. 

35, pp. 155-164, 2012. 

[6] X. Q. Zhang, Y. C. Jiao, and W. H. Wang, 

“Compact wide tri-band slot antenna for 

WLAN/WiMAX applications,” Electron. Lett., vol. 

48, no. 2, pp. 64-65, 2012. 

[7] H. W. Liu, C. H. Ku, and C. F. Yang, “Novel 

CPW-fed planar monopole antenna for 

WiMAX/WLAN applications,” IEEE Antennas 

Wireless Propag. Lett., vol. 9, pp. 240-243, 2010. 

[8] Z. X. Yuan, Y. Z. Yin, Y. Li, B. Ding, and J. J. 

Xie, “Multiband printed and double-sided dipole 

antenna for WLAN/WiMAX applications,” 

Microwave Opt. Technol. Letts., vol. 54, pp. 1019-

1022, 2012. 

[9] P. Wang, G. J. Wen, and Y. Huang, “Compact 

CPW-fed planar monopole antenna with triple-

band operation for WLAN/WiMAX applications,” 

Applied Computational Electromagnetic Society 

(ACES) Journal, vol. 27, no. 8, pp. 691-696, June 

2012. 

[10] P. Shu and Q. Feng, “Design of a compact quad-

band hybrid antenna for compass/WiMAX/WLAN 

applications,” Prog. Electromagn. Res., vol. 138, 

585-598, 2013. 

[11] A. Dadgarpour, A. Abbosh, and F. Jolani, “Planar 

multiband antenna for compact mobile 

transceivers,” IEEE Antennas Wireless Propag. 

Lett., vol. 10, pp. 651-654, 2011. 

[12] Y. Wang, J. Li, and L. X. Ran, “An equivalent 

circuit modeling method for ultra-wideband 

antennas,” Prog. Electromagn. Res., vol. 82, pp. 

433-445, 2008. 

[13] Y. S. Wang and S. J. Chung, “A short open-end 

slot antenna with equivalent circuit analysis,” IEEE 

Trans. Antennas and Propag., vol. 58, no. 5, pp. 

1771-1775, 2010. 

[14] X. F. Luo, P. T. Teo, A. Qing, and C. K.  Lee, 

“Design of double-square-loop frequency-selective 

surfaces using differential evolution strategy 

coupled with equivalent-circuit model,” Microwave 

Opt. Technol. Letts., vol. 44, pp. 159-162, 2005. 

[15] I. Pele, A. Chousseaud, and S. Toutain, 

“Simultaneous modeling of impedance and 

radiation pattern antenna for UWB pulse 

modulation,” IEEE Int. Symp. Antennas Propagat., 

Monterey, CA, vol. 2, pp. 1871-1874, June 2004. 

[16] J. R. Kelly, P. S. Hall, and P. Gardner, “Band-

notched UWB antenna incorporating a microstrip 

open-loop resonator,” IEEE Trans. Antennas and 

Propag., vol. 59, no. 8, pp. 3045-3048, 2011. 

[17] J. Y Sze and K. L. Wong, “Bandwidth 

enhancement of a microstrip-line-fed printed wide-

slot antenna,” IEEE Trans. Antennas and Propag., 

vol. 49, no. 7, pp. 1020-1024, 2001. 

[18] C. A. Balanis, “Antenna theory analysis and 

design,” 3rd ed., New York: Wiley-Interscience, pp. 

1029, 2005. 

[19] M. H. B. Ucar, A. Sondas, and Y. E. Erdemli, 

“Dual-band loop-loaded printed dipole antenna 

with a wideband microstrip balun structure,” 

Applied Computational Electromagnetic Society 

(ACES) Journal, vol. 27, no. 6, pp. 458-465, June 

2012. 

[20] Y. E. Erdemli, K. Sertel, R. A. Gilbert, D. E. 

Wright, and J. L. Volakis, “Frequency selective 

surfaces to enhance performance of broadband 

reconfigurable arrays,” IEEE Trans. Antennas 

Propag., vol. 50, no. 12, pp. 1716-1724, 2002. 

UCAR, ERDEMLI: TRIPLE-BAND MICROSTRIPLINE-FED PRINTED WIDE-SLOT ANTENNA 799



Mustafa H. B. Ucar received his 

B.S., M.S., and Ph.D. degrees from 

Kocaeli University, Kocaeli, 

Turkey, all in Electronics and 

Computer Education Department in 

2004, 2007, and 2013, respectively. 

He currently serves as an Assistant 

Professor in the Department of 

Information Systems Engineering, Kocaeli University, 

Turkey. His research interests include numerical 

analysis and design of reconfigurable 

antennas/arrays/EM filters and frequency selective 

surfaces. 

Yunus E. Erdemli received his 

B.S. degree in Electrical 

Engineering from Middle East 

Technical University, Ankara, 

Turkey, in 1992, and the M.S. and 

Ph.D. degrees from the University 

of Michigan, Ann Arbor, both in 

Electrical Engineering, in 1996 and 

2002, respectively. During 1994-2002, he was a 

graduate Research Assistant at the University of 

Michigan Radiation Laboratory, Ann Arbor, where he 

also served as a Postdoctoral Research Associate. He 

currently serves as a Professor in the Department of 

Biomedical Engineering, Kocaeli University, Turkey. 

His research interests include biomedical applications, 

numerical analysis and design of conformal and 

reconfigurable antenna arrays, frequency selective 

surfaces/volumes and metamaterials for various 

communication applications. 

800 ACES JOURNAL, Vol. 29, No. 10, OCTOBER 2014



Miniaturized Dual-Mode Dual-Band BPF Using a Single Square 

Patch Loaded Stepped-Impedance Square Open Loop Resonator 
 

 

Jin Xu 
 

School of Electronics and Information 

Northwestern Polytechnical University, Xi’an, 710072, P.R. China 

xujin227@nwpu.edu.cn 

 

 

Abstract ─ This letter presents a dual-mode dual-

band Bandpass Filter (BPF) using a single Square 

Patch Loaded Stepped-Impedance Square Open 

Loop Resonator (SPLSISOLR). The first four 

Transmission Poles (TPs) of SPLSISOLR can be 

tuned freely. A pair of high-impedance microstrip 

lines coupled with the resonator are employed to 

excite these four TPs to build up a dual-mode 

dual-band BPF, with two TPs in each passbands. 

The tapped point of the 50  feeding lines can be 

freely sliding on the high impedance microstrip 

lines, which increases the design freedom of 

external quality factor of two passbands. To 

validate the proposed method, a dual-band filter 

centered at 1.79/5.42 GHz with -3 dB fractional 

bandwidth of 4.5%/22.5% and compact size of 

0.15λg × 0.14λg are designed. The fabricated filter 

has the merits of high band-to-band isolation, wide 

stopband, DC block and simple design procedure. 

 

Index Terms ─ Bandpass Filter (BPF), dual-band, 

dual-mode, open loop resonator, patch resonator. 

 

I. INTRODUCTION 
With the development of modern dual-band 

wireless systems, dual-band Bandpass Filter (BPF) 

is great in demand for a single RF module to 

handle dual communication modes. So far, several 

dual-band BPFs have been studied in the past few 

years [1-3]. However, at least two resonators are 

used in the dual-band BPFs reported in [1-3], 

which may result in a relatively large circuit area. 

Dual-mode dual-band BPF using a single 

resonator becomes a good candidate and has been 

widely, owing to its compact size, high 

performance, simple physical configuration and 

design procedure [4]-[9]. 

Most of the reported dual-mode dual-band 

BPFs with a single resonator are realized by a ring 

resonator [4]-[6] or patch resonator [7]-[9]. By 

introducing the perturbations, such as C-sections 

in [4], loaded open stubs in [5], capacitive 

coupling in [6], embedded pair of slots in [7], 

cross slot and two sets of loaded stub in [8], arc-

and radial-oriented slots in [9], many more modes 

are excited or are capable of being tuned to form 

the dual-mode second passband. These reported 

filters exhibit their own merits, but it has to admit 

that they also suffer from many drawbacks. The 

dual-band filters reported in [4], [5], [8], [9] have a 

less than 15 dB band-to-band isolation and suffer 

from a notch-like stopband on the upper stopband 

of the second passbands. Moreover, the dual-band 

filters reported in [8] and [9] lack of DC block 

function. In addition, two dual-mode dual-band 

structures presented in [6] and [7] have a lower 

central frequency ratio of two passbands. 

In [10], a circular patch loaded uniform-

impedance circular open loop resonator is 

proposed to exploit a dual-mode single band BPF. 

By using source-load coupling, transmission zeros 

are introduced and located on both sides of the 

passband, leading to a high passband skirt. In this 

paper, a novel Square Patch Loaded Stepped-

Impedance Square Open Loop Resonator 

(SPLSISOLR) is proposed to exploit a dual-mode 

dual-band BPF. The first four Transmission Poles 

(TPs) are utilized and fed by a pair of high-

impedance microstrip lines capacitively coupled 

with the resonator. The 50  feeding lines are 

directly connected to the high-impedance 

microstrip lines, and the tapped point of the 50  

feeding lines can be freely sliding on the high-

impedance microstrip lines to increase the design 
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freedom of external quality factor of two 

passbands. As an example, a dual-mode dual-band 

BPF centered at 1.79/5.42 GHz with -3 dB 

fractional bandwidth of 4.5%/22.5% is designed. 

The designed filter exhibits compact size, good 

return loss, high passband skirt and simple design 

procedure. Good agreement can be observed 

between the simulation and the measurement. 

 

II. ANALYSIS OF SPLSISOLR 
Figure 1 depicts the physical configuration of 

proposed SPLSISOLR, which mainly consists of 

three sections: i.e., a Square Patch Resonator 

(SPR), a stepped-impedance square Open Loop 

Resonator (OLR), and a pair of High-Impedance 

Microstrip Lines (HIML) capacitively coupled 

with the resonator. The space between the SPR 

and the stepped-impedance square OLR is 

equidistant and equals to S1. Compared with the 

dual-mode single-band filter presented in [10], the 

appearance of the resonator is changed from 

circular shape to square shape, which is benefit for 

building up the second passband. The uniform-

impedance OLR is changed to be a stepped-

impedance one for the sake of providing many 

more design freedoms. The SPLSISOLR proposed 

here is designed on the substrate Arlon DiClad 880 

(h=0.508 mm, re=2.2, tan=0.0009). The width 

of 50  feeding line Wf is chosen to be 1.55 mm. 

As stated in [7]-[10], a larger Lsp can lead to lower 

TPs. Additionally, Lsp mainly affects even-mode 

resonant poles, but has almost no effect on odd-

mode resonant poles [10]. To analyze the property 

of proposed SPLSISOLR simply, Lsp is set to be 

15 mm in the following discussion. Under the 

physical dimensions selected as W1=W2=0.8 mm, 

S1=1 mm, S2=5 mm, Wc=0.2 mm, Sc=0.5 mm, 

dt=1.8 mm and Lc=7 mm, Fig. 2 plots a typical 

weakly coupling frequency response of proposed 

SPLSISOLR. As shown, the first four TPs (fp1-fp4) 

are into two groups, with two TPs in each group. If 

appropriate coupling coefficient and external 

quality factor are applied to the SPLSISOLR, a 

dual-mode dual-band can be designed. fp1 close to 

fp2 can form the first passband, while fp3 together 

with fp4 is able to build up the second passband. As 

seen in Fig. 2, the bandwidth of the first passband 

(BW1) will be much smaller than the bandwidth of 

second passband (BW2). The fifth TP fp5 is close 

to the second passband, which will result in a 

spurious passband if physical dimensions are not 

carefully selected. 

 

Wf

Wc
Gc

Sc

Lc

W2

S2

Lsp

W1

S1

dt

W1

 
 

Fig. 1. Physical configuration of proposed 

SPLSISOLR. 
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Fig. 2. Typical weakly coupling frequency 

response of SPLSISOLR under Gc=0.5 mm. 

 

There are various physical dimensions which 

can be tuned to achieve the desired filter 

performance. The coupling coefficient of the 

designed filter can be tuned by Lc and Gc. The gap 

Gc is usually very narrow to provide a strong 

coupling. Figure 3 plots the simulated |S21| versus 

varied Lc. A longer Lc can increase the coupling 

degree, but too long Lc will bring spurious 

passband close to the second passband. So that the 

length of Lc should be selected neither too short to 

achieve enough coupling degree, nor too long to 

suppress the spurious frequency response. Figures 

4, 5 and 6 plot the simulated |S21| versus varied W1, 

S2 and W2, respectively. As W1 increases, BW1 
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increases while the second passband shift towards 

lower frequency apparently. As S2 increases, both 

the first passband and the second passband move 

towards higher frequency. Meanwhile, BW1 

becomes narrower. W2 has almost no effect on the 

performance of the second passband, but BW1 

becomes wide and the first passband moves 

towards lower frequency as W2 increases. It is 

noted that BW2 does not change dramatically as 

W1, S2 and W2 varies. In addition, although the 

variation of W1, S2 and W2 will affect the spurious 

passband, this can be then tuned by the length of 

Lc. Therefore, the frequency position and the 

bandwidth of two passband can be easily tuned by 

these physical dimensions. 
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Fig. 3. Simulated |S21| versus varied Lc under 

Gc=0.1 mm. 
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Fig. 4. Simulated |S21| versus varied W1 under 

Gc=0.1 mm. 
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Fig. 5. Simulated |S21| versus varied S2 under 

Gc=0.1 mm. 
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Fig. 6. Simulated |S21| versus varied S2 under 

Gc=0.1 mm. 

 

III. DUAL-MODE DUAL-BAND BPF 

DESIGN 
To verify the proposed method, a dual-mode 

dual-band BPF shown in Fig. 1 is designed on the 

substrate Arlon DiClad 880 (h=0.508 mm, re=2.2, 

tan=0.0009). The SPLSISOLR is optimized in 3-

D full wave EM simulator HFSS. After W1 and S2 

are tuned to achieve the desired frequency position 

and bandwidth of two passbands, W2 can then be 

tuned to separate the performance of the first 

passband. Lc is optimized to achieve the desired 

coupling coefficient and also suppress the spurious 

passband. The tuned physical dimensions of 

SPLSISOLR are Lsp=14.2 mm, W1=0.62 mm, 

L11=7.79 mm, L12=7.5 mm, S1=1.0 mm, W2=0.73 
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mm, L21=8.7 mm, L22=4.975 mm, Wc=0.2 mm, 

Gc=0.09 mm, Lc1=8.12 mm, Lc2=8.56 mm and 

Sc=0.5 mm. Figure 7 plots the external quality 

factor of two passbands against dt. As dt increases, 

the external quality factor of the first passband 

(Qe1) decreases, while the external quality factor of 

the second passband (Qe2) keeps almost constant at 

about the value of 5. Thus, BW1 can be easily 

controlled by dt. In our design, dt=1.8 mm is 

selected to provide the appropriate external quality 

factor for two passbands. 
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Fig. 7. Variation of Qe1 and Qe2 against varied dt. 

 

The overall circuit size excluding 50  

feeding lines is 18.02 mm × 17.84 mm, 

corresponding to 0.15g × 0.14g, where g 

represents the guided wave-length of 50  

microstrip line at the central frequency of the first 

passband. Figure 8 shows the photograph of 

fabricated filter. Figure 9 plots the simulated and 

measured S-parameters of the fabricated filter. 

Good agreement can be observed between the 

simulation and measurement. There are some 

discrepancies which are attributed to the 

fabrication error as well as SMA connectors. The 

measured central frequencies and -3 dB FBW of 

two passbands are 1.79/5.42 GHz and 

4.5%/22.5%, respectively. The measured Insertion 

Loss (IL) at two central frequencies are 2.8/1.1 

dB, while the return losses of two passbands are 

better than 20 dB. The band-to-band isolation is 

better than 30 dB from 1.91 GHz to 3.52 GHz. 

The fabricated filter also has -20 dB rejection level 

stopband from 6.45 GHz to 8.59 GHz. 

 

 
 

Fig. 8. Photograph of the fabricated filter. 

 

1 2 3 4 5 6 7 8 9
-70

-60

-50

-40

-30

-20

-10

0

M
a
g

n
it

u
d

e
 (

d
B

)

Frequency (GHz)

(a)

 Simulated

 Measured

|S
21

|

|S
11

|

 
 

1.6 1.7 1.8 1.9 2.0
-70
-60
-50
-40
-30
-20
-10

0

M
ag

n
it

u
d
e 

(d
B

)

Frequency (GHz)

(b)

 Simulated

 Measured

|S
11

| |S
21

|

 
 

Fig. 9. Simulated and measured results of the 

fabricated filter: (a) wideband view, and (b) 

narrow-band view of the first passband. 

 

Table 1 gives a performance comparison of 

this work with the reported dual-mode dual-band 

BPFs using a single resonator. After comparison, 

it can be easily found that it exhibits the merits of 

higher isolation and more compact sizes. 

Moreover, the designed filter has a larger dual-

band central frequency ratio. In addition, this work 
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also exhibits the best out-of-band rejection 

performance compared with the reported works in 

[4]-[9], which do not show in Table 1. 

 

Table 1: Performance comparison with reported 

works 

 
IL 

(dB) 

Isolation 

(dB) 

Circuit Area 

(g
2) 


1st 2.56, 1.45 >12 0.21  0.21 

2nd 2.39, 1.56 >12 0.14  0.16 


1st 2, 1.4 >11   0.38 

2nd 2, 2 >12   0.33 

 0.65, 1 >30 0.39  0.39 

 1.1, 1.6 >20   0.31 

 0.6, 1.4 >11   0.42 

 2.5, 1.3 >18 0.43  0.69 

This work 2.8, 1.1 >40 0.15  0.14 

 

IV. CONCLUSION 
A dual-mode dual-band BPF centered at 

1.79/5.42 GHz with -3 dB FBW of 4.5%/22.5% 

and compact size of 0.147g × 0.145g are 

presented in this paper. Compared with the 

reported dual-mode dual-band BPFs by using ring 

resonators or patch resonators in [4-9], the 

fabricated filter proposed in this paper has the 

merits of higher band-to-band isolation, higher 

passband selectivity, wider stopband, simpler 

physical configuration and design procedure. All 

these merits make it attractive in modern dual-

band operation systems. 
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Abstract ─ This article presents a new design of 

ultra-wideband monopole antenna with the 

characteristics of dual band rejection .The antenna 

consists of a circular radiating patch, a feed-line 

with G-shaped Step-Impedance Resonator (SIR) 

slot and Split-Ring Resonator (SRR) structure, and 

a ground plane which provides a wide usable 

fractional bandwidth of more than 120% with two 

notch bands around 5.15-5.35 GHz and 7.25-7.75 

GHz, to avoid interferences from High 

Performance Radio Local Area Networks 

(HIPERLAN) and downlink frequency of X-band 

satellite systems. The simulated and measured 

results show that the antenna design exhibits an 

operating bandwidth (VSWR<2) from 2.86 to 

12.92 GHz, excluding the rejected bands. The 

proposed antenna configuration is simple, easy to 

fabricate and can be integrated into any UWB 

system. The antenna has an ordinary circular-disc 

radiating patch, therefore displays good omni-

directional radiation patterns, even at higher 

frequencies. 

 

Index Terms ─ Dual band-notched function, G-

shaped structure, hiperlan, satellite 

communications, UWB. 
 

I. INTRODUCTION 
After allocation of the frequency band from 

3.1 to 10.6 GHz for the commercial use of Ultra-

Wideband (UWB) systems by the Federal 

Communication Commission (FCC) [1], ultra-

wideband systems have received phenomenal 

gravitation in wireless communication. Designing 

an antenna to operate in the UWB band is quite a 

challenge, because it has to satisfy the 

requirements such as ultra wide impedance 

bandwidth, omni-directional radiation pattern, 

constant gain, high radiation efficiency, constant 

group delay, low profile, easy manufacturing, etc. 

[2]. In UWB communication systems, one of key 

issues is the design of a compact antenna while 

providing wideband characteristic over the whole 

operating band. Consequently, a number of 

microstrip antennas with different geometries have 

been experimentally characterized [3-7]. 

There are many narrowband communication 

systems which severely interfere with the UWB 

communication system, such as the High 

Performance Radio Local Area Networks 

(HIPERLAN) operating at 5.15-5.35 GHz, or 

downlink of X-band satellite communication 

(7.25-7.75 GHz). Therefore, UWB antennas with 

band-notched characteristics to filter the potential 

interference are desirable. Nowadays, to mitigate 

this effect, many UWB antennas with various 

band-notched properties have developed [8-11]. 

Many techniques are also used to introduce notch 

band for rejecting the interference in the UWB 

antennas. It is done either by inserting switchable 

structures in the ground plane [12], applying a 

shunt open-circuited stub [13], using Step-

Impedance Resonators (SIR) [14], inserting fractal 

structures [15], or using T-ring slot at the square 

radiating patch [16]. 

All of the above methods are used for 

rejecting a single band of frequencies. However, to 

effectively utilize the UWB spectrum and to 
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improve the performance of the UWB system, it is 

desirable to design the antenna with dual band 

rejection. It will help to minimize the interference 

between the narrow band systems with the UWB 

system. Some methods are used to obtain the dual 

band rejection in the literature [17-20]. 

In this paper, a different method is proposed to 

obtain the dual band rejection of frequency bands 

for HiperLAN and downlink frequency of X-band 

satellite communication systems. The HiperLAN 

frequency band is rejected by inserting a G-shaped 

SRR in the feed-line at center frequency of 5.2 

GHz, and a G-shaped SIR is inserted to reject the 

desired downlink band of satellite systems at a 

center frequency of 7.5 GHz. The proposed 

antenna with the dual band-notched function is 

successfully implemented and the simulation 

results show reasonable agreement with the 

measurement results. The designed antenna has a 

small size. Good VSWR and radiation pattern 

characteristics are obtained in the frequency band 

of interest. 

 

II. ANTENNA DESIGN 
The structure of proposed monopole antenna 

fed by a microstrip line is shown in Fig. 1. The 

dielectric substance (FR4) with thickness of 1.6 

mm with relative permittivity of 4.4 and loss 

tangent 0.018 is chosen as substrate to facilitate 

printed circuit board integration. The basic 

monopole antenna structure consists of a circular 

radiating patch, a feed line, and a ground plane. 

The proposed antenna is connected to a 50-Ω 

SMA connector for signal transmission. The 

radiating patch is connected to a feed line of width 

Wf and length Lgnd .The width of the microstrip 

feed line is fixed at 2 mm, as shown in Fig. 1. On 

the other side of the substrate, a conducting 

ground plane of width Wsub and Lgnd length is 

placed. Final parameter values of the presented 

antenna design are specified in Table 1. 

 

Table 1: Final parameter values of the antenna 
Parameter subW Wsub W L Wf 

(mm) 12 18 0.25 3.8 2 

Parameter Lf W1 L1 W2 L2 

(mm) 7 0.25 3.3 0.75 4.25 

Parameter W3 L3 W4 L4 W5 

(mm) 0.25 4.75 1.3 0.25 0.75 

Parameter L5 W6 L6 d R 

(mm) 0.25 1.25 1.65 0.25 5 

 
 (a) 

 
 (b) 

 

Fig. 1. Structure of the proposed antenna: (a) side 

view, and (b) top view. 

 

At the first notched frequency, the current 

concentrated on the edges of the interior and 

exterior of G-shaped SRR. Additionally, the G-

shaped SIR acts as a filtering element to generate 

another notched frequency, because it can create 

additional surface current path around of feed-line. 

At this notched frequency (7.5 GHz), the current 

flows are more dominant around the modified SIR, 

and they are oppositely directed between the 

inserted slits and the radiating patch [8-12]. As a 

result, the desired high attenuation near the 

notched frequencies can be produced. 
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III. RESULTS AND DISCUSSIONS 
In this section, the microstrip monopole 

antenna with various design parameters was 

constructed, and the numerical and experimental 

results of the input impedance and radiation 

characteristics are presented and discussed. The 

analysis and performance of the proposed antenna 

is explored by using Ansoft simulation software 

High-Frequency Structure Simulator (HFSS) [21], 

for better impedance matching. 

The structure of the various antennas used for 

simulation studies were shown in Fig. 2. VSWR 

characteristics for the ordinary circular monopole 

antenna (Fig. 2 (a)), antenna with a G-shaped SRR 

at feed-line (Fig. 2 (b)), and the proposed antenna 

structure (Fig. 2 (c)) are compared in Fig. 3. 

 

 
 

Fig. 2. (a) Ordinary square antenna, (b) antenna 

with a G-shaped SRR at feed line, and (c) the 

proposed antenna. 

 

 
 

Fig. 3. Simulated VSWR for the various antenna 

structures shown in Fig. 2. 

 

As shown in Fig. 3, to generate a single 

frequency band-notched function (5.15-5.35 GHz), 

we use a G-shaped SRR, and also by adding a G-

shaped SIR at feed-line, the dual band-notched 

function can be achieved that covers all the 5.2 

GHz HiperLAN and 7.5 GHz satellite down-link 

bands. 

The simulated current distribution on the 

radiating patch for the proposed antenna at the 

notched frequencies of 5.2 and 7.5 GHz is 

presented in Figs. 4 (a) and 4 (b), respectively. The 

current direction on the reject structures is 

opposite to that on the nearby antenna structure, so 

the far fields produced by the currents on the reject 

structures and nearby antenna structure cancel out 

each other in the reject band. In Fig. 4 (b), the 

current mainly flows around the outer inverted G-

shaped SRR, which destructs the radiation of the 

original antenna at this band and results in the 

lower stop-band [22-24]. 

 

 
 

Fig. 4. Simulated surface current distributions for 

the proposed antenna at the notched frequencies: 

(a) 5.2 GHz, and (b) 7.5 GHz. 

 

In Fig. 4 (b), the current distribution at 7.5 

GHz is even on the outer and inner of G-shaped 

SIR, but the current direction on the inner slits is 

opposite to that on the outer ones. It is suggested 

that two band notches should be mutually 

interfered with and the notched property does not 

have any influence on the antenna radiation at 7.5 

GHz. Then, a pass-band between two adjacent 

stop-bands can be obtained because of the mutual 

interference of the two notched structures [25-27]. 

Figure 5 shows the measured and simulated 

VSWR characteristics of the proposed antenna. 

The fabricated antenna has the frequency band of 

3.02 to over 13.32 GHz, with two notch bands 

around 5.15-5.35 GHz and 7.25-7.75 GHz. 

The maximum gain of the proposed antenna 

was shown in Fig. 6. A sharp decrease of 
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maximum gain in the notched frequency bands at 

5.2 and 7.5 GHz are shown in Fig. 6. For other 

frequencies outside the notched frequency band, 

the antenna gain with the filters is similar to those 

without them [28-32]. 

 

 
 

Fig. 5. VSWR comparison of the proposed 

antenna.  

 

 
 

Fig. 6. Measured maximum gain of the proposed 

antenna. 

 

Figure 7 depicts the measured and simulated 

radiation patterns including the co-polarization 

and cross-polarization in the H-plane (x-z plane) 

and E-plane (y-z plane). It can be seen that nearly 

omni-directional radiation pattern can be observed 

on x-z plane over the whole UWB frequency 

range, especially at the low frequencies. The 

radiation patterns on the y-z plane are like a small 

electric dipole leading to bidirectional patterns in a 

very wide frequency band. With the increase of 

frequency, the radiation patterns become worse 

because of the increasing effects of the cross-

polarization [33-38]. 

 

 
 

Fig. 7. Measured and simulated radiation patterns. 

 

IV. CONCLUSION 
In this paper, a new antenna structure is 

proposed that provides a double stop-band notch 

in the 5.2/7.5 GHz for various UWB applications. 

The fabricated antenna has the frequency band of 

2.86 to over 12.92 GHz, with two rejection bands 

around 5.15-5.35 and 7.25-7.75 GHz. The 

proposed antenna has a simple configuration and 

small size. The designed antenna can be used in 

UWB systems to reduce interference between 

UWB and other wireless communication systems. 

The proposed antenna has an ordinary square 

radiating patch, therefore displays a good omni-

directional radiation pattern even at higher 
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frequencies. 
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Abstract ─ An improved nonlinear least-square 

method is presented to the synthesis of multi-

subaperture antenna array for SAR application. 

This method changes the traditional nonlinear 

least-square method’s shortness of being sensitive 

to its initial value. The whole aperture and the 

subapertures can generate different radiation 

beams. Also, the whole aperture and the several 

subapertures can work simultaneously. The 

mathematical model of nonlinear least-square 

method is given and the amplitudes of the array 

elements are optimized. The Peak Side Lobe Level 

(PSLL) is controlled effectively. The simulation 

results show the feasibility and effectiveness of the 

presented method in the synthesis of array 

antenna. 

 

Index Terms ─ Antenna array, multi-beam, 

nonlinear least-square method, pattern synthesis. 
 

I. INTRODUCTION 
Pattern synthesis of antenna arrays has been 

paid more and more attention in recent years. 

Many methods have been developed in the 

synthesis of antenna arrays, such as Genetic 

Algorithm (GA) [1], Particle Swarm Optimization 

(PSO) [2], and Differential Evolution (DE) 

algorithm [3]. These methods are global 

optimization algorithms and can usually get a 

satisfied result. However, these methods have the 

disadvantage of time consuming, so many other 

methods have been introduced into the synthesis 

of antenna arrays, such as Fast Fourier Transform 

(FFT) method [4,5], Projection Matrix Algorithm 

(PMA) [6], and Convex (CVX) optimization [7]. 

These methods are iterative methods and have the 

advantage of being fast. Also, some microwave 

simulation softwares such as HFSS and CST have 

been used in the analysis of array antenna [8-10]. 

Multi-subaperture antenna array is to divide 

the whole array aperture into several sub-arrays 

and multi-beams are usually obtained by these 

sub-arrays. Multi-beam array antennas have many 

applications in communication and radars. Several 

synthesis methods are introduced and some kinds 

of radiation patterns are synthesized [11-15]. A 

comparison study between phase-only and 

amplitude phase synthesis of symmetric dual-

pattern linear antenna arrays using floating-point 

or real-valued genetic algorithms is presented in 

[11]. An iterative method based on the method of 

successive projections for power synthesis of 

reconfigurable arrays of arbitrary geometry is 

introduced in [12]. A novel mixed-integer 

optimization formulation for the optimal design of 

a reconfigurable antenna array with quantized 

phase excitations is proposed in [13]. Three 

approaches for the synthesis of the optimal 

compromise between sum and difference patterns 

for sub-arrayed linear and planar arrays are 

presented in [14]. An analytical technique based 

on Almost Difference Sets (ADSs) for the design 

of interleaved linear arrays with well-behaved and 

predictable radiation features is proposed in [15]. 

Amplitude-only optimization is one of the 

most popular methods in the pattern synthesis of 

array antenna. Because only the excitation 

amplitudes of the array elements are optimized, 

the computational complexity will be reduced 

greatly. Low side lobe synthesis thesis using 

amplitude-only tapering on the turned ON 

elements of large circular thinned arrays is 

presented in [16]. In [17], an efficient method 

based on Bees Algorithm (BA) for the pattern 
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synthesis of linear antenna arrays with the 

prescribed nulls is presented. An amplitude-only 

optimizing method is presented to synthesize the 

multiple beams of an array antenna for multi-mode 

SAR application [18]. 

Nonlinear least-square method is an iterative 

method and has no special requirements for the 

positions of the array elements. In this paper, 

improved nonlinear least-square method is 

employed in the synthesis of multi-subaperture 

antenna array, which makes the algorithm not 

sensitive to its initial value. The whole aperture of 

the antenna array is divided into several 

subapertures. The whole aperture and each 

subaperture have different radiation patterns. Also, 

all the beams generated by the whole array 

aperture and every subaperture are synthesized 

simultaneously. The paper is organized as follows. 

Section II is devoted to present the mathematical 

model of the nonlinear least-square method. The 

optimization steps are given in section III. Section 

IV gives the simulation results. Finally, 

conclusions are given. 

 

II. MATHEMATICAL MODEL 
The structure of a linear multi-subaperture 

array is as shown in Fig. 1. The array elements are 

disposed along x axis. The array antenna has N 

elements and the coordinate of the first element is 

0. The whole array aperture is divided into S 

subapertures which are expressed as Subs, 

s=1,2,∙∙∙,S. The whole array aperture can obtain a 

radiation pattern and each subaperture can get a 

different radiation beam. So, the whole array 

antenna can produce S+1 different beams 

simultaneously. If the adjacent elements spacing is 

di, i=1,2∙∙∙,N, the position of each element can be 

written as: 

 ( 1)i ix i d  , 1,2, ,i N  . (1) 

The array factor of the whole aperture can be 

given by: 

 (Whole)

1

( ) ( )exp( cos )
N

n n n

n

AF A E jkx  


 , (2) 

where [0,] is the angle respect to the array 

axis, k=2/ is wave number,  is wavelength, xn 

is the position of the nth element, An is the 

complex excitation coefficient of the nth element, 

En() is the radiation pattern of the nth element. 

In order to simply the optimization procedure, 

assuming each subaperture has the same number 

of array elements, the array element number of 

each subaperture is N/S. The array factor of sth 

subaperture is written as: 

 

'

(Sub )
( ) ( ) exp( cos )

s

s

s

N

n n n

n N

AF A E jkx  


  , (3) 

where Ns=(s1)N/S+1 and 
sN  =sN/S, s=1,2,∙∙∙,S, 

are the lower and upper element boundary of sth 

subaperture, respectively. 

In order to fulfill the optimization of nonlinear 

least-square method, the radiation angle  is 

divided into M equal parts. Then, the angle of each 

discrete point is given by: 

 
1

1
m

m

M
 





, 1,2, , .m M   (4) 

After the radiation angle is discretized, the 

array factors of the whole aperture and sth 

subaperture can be shown as follows: 

 

(Whole)

1

1

( ) ( )exp( cos )

,

N

m n n m n m

n

N

mn n

n

AF A E jkx

T A
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










 

(5) 

 

'

'

(Sub )
( ) ( )exp( cos )

,

s

s

s

s

s

N

m n n m n m

n N

N

mn n

n N

AF A E jkx

T A
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











 

(6) 

where Tmn=En(m)exp(jkxncosm). 

The sets of the equations in (5) and (6) can be 

expressed in the following matrix form [18]: 

 

1

2

(Whole)

1

(Sub )

2

(Sub )

3

(Sub )S
N

A

A

A

A

   
   
   
   
   
   
   

  

T

0T 0

0 T 0

0 0 T

1

2

(Whole)

(Sub )

(Sub )

(Sub )S

 
 
 
 
 
 
 
 

AF

AF

AF

AF

, (7) 

where T(Whole)=[Tmn] is MN matrix and 

T(Sub
s
)=[Tmn], Nsn sN  , s=1,2,∙∙∙,S, is MN/S 

matrix. 0 denotes a MN/S zero matrix. 

An=Inexp(jαn) is the complex excitation coefficient 

of the nth element. In and αn are excitation 

amplitude and phase of the nth element, 

respectively. 

In order to synthesize the radiation patterns 

more accurately, the normalized radiation patterns 

are used here. The normalized radiation patterns of 

the antenna array can be expressed as: 

 (Whole)

(Whole)
1max

1
n

N
j

m mn n

n

F T I e
AF





  , 1,2, , ,m M   (8) 
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'

(Sub )

(Sub )

max

1 s

s n

s

s

N
j

m mn n

n N

F T I e
AF





  , 1,2, , ,s S   (9) 

where (Whole)

maxAF  and (Sub )

max
sAF are the maximum 

value of (Whole)
AF and (sub )

,sAF  respectively. The 

normalized radiation patterns of the whole 

aperture and each subaperture can be expressed in 

the following vector form: 

 1 2 (Sub )(Sub ) (Sub )(Whole) T[ ]SF F F F F , (10) 

where the superscript T denotes the transpose 

symbol. The total element number of vector F is 

(S+1)M. 

The vector of the normalized desired radiation 

patterns of the whole aperture and the sth 

subaperture are depicted by (Whole)
f and (Sub )

,sf  

s=1,2,∙∙∙,S. Similar to be shown in (10), the 

normalized desired radiation patterns can be 

expressed in the following vector form: 

 1 2 (Sub )(Sub ) (Sub )(Whole) T[ ]Sf f f f f . (11) 

The objective function of nonlinear least-

square method is determined by the absolute error 

of the synthesized and desired radiation patterns 

which can be given by: 

 ( )j j jr F f ξ , 1,2, ,( 1) ,j S M    (12) 

where fj and Fj, j=1,2,∙∙∙,(S+1)M, are the jth 

element of f and F, respectively. The vector of the 

optimized parameters is ξ=[I1,I2,∙∙∙,IN]. |Fj| can be 

given as follows: 

 

2 2

(Whole)
1 1max

1
,

N N

j n n

n n

F a b
AF  

   
    

   
   (13) 

 1 j M   

 

' '2 2

(Sub )

max

1
,

s s

s

s s

N N

j n n

n N n N

F a b
AF  

   
    

   
   
   (14) 

 1 ( 1)sM j s M    , 1,2, ,s S   

where an=Incos(kxncosm+αn) and bn=Insin(kxncosm+αn). 

In this paper, the desired radiation patterns are 

pencil beams and the scanning angle of each 

radiation pattern is 90. So, the excitation phases 

are set to be zero and only the excitation 

amplitudes are optimized. 

The optimization objective is to minimize the 

total absolute error of the synthesized and desired 

radiation patterns. Considering the constraints of 

excitation amplitudes, the mathematical model of 

nonlinear least-square method can be expressed as: 

 

( 1)

1

min ( ) .

. .0 1, 1,2, ,

S M

j

j

n

r

s t I n N





  
  
  


   

 ξ
 (15) 

In performing the beamforming of array 

antenna, only the good agreement between the 

synthesized and desired radiation pattern in the 

main lobe area is concerned. The shape of the 

radiation pattern in side lobe area is not 

considered. Only the maximum value of the side 

lobe level should be restricted. Then, the desired 

radiation pattern can be expressed as: 

 

HB , >HB

, LB HB

LB , <LB

j j j

j j j j j

j j j

F

f F F

F





  



, (16) 

 1,2, ,( 1)j S M    

where HBj and LBj are real and positive functions, 

which denote the upper and lower bounds of the 

desired radiation pattern, respectively. 
 

1Sub 2Sub Subs

  

Whole


x0

 
 

Fig. 1. Structure of a linear multi-subaperture 

array antenna. 
 

III. OPTIMIZATION STEPS 

In order to overcome the impact of matrix 

singular on the computing precision, Levenbert-

Marquardt method is used to solve the model of 

nonlinear least-square method [19]. The algorithm 

steps are given as follows: 

Step 1. Choose ξ(0) as the initial value, let ξbest=ξ(0), 

where ξbest is the best solution of the optimization 

parameters. Calculate the initial synthesized 

radiation patterns of the whole aperture and 

subapertures by (7) and they are normalized by (8) 

and (9). The error between the synthesized and 

desired radiation patterns is calculated by (12). Set 

rbest=(rj(ξ(0)))Trj(ξ(0)), where rbest is the minimum 

optimization error. Give mmax and kmax, where mmax 

and kmax are the maximum iterative steps for outer 

and inner iterative procedure. Let m=0. 

Step 2. Give β(0,1), k>1,>1 and >0, 0>0, 

0<<1, let k=0. Where β, k and  are the 

parameters used in the optimization procedure.  
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and 0 are the thresholds of the outer and inner 

iterative procedure which are very small numerical 

values.  is the maximum offset value of the 

excitation amplitude in each outer iterative 

procedure. 

Step 3. For j=1,2,∙∙∙, (S+1)M, calculate rj(ξ(k)) by 

(12) and S(ξ(k)) is determined by (rj(ξ(k)))Trj(ξ(k)). 

Step 4. For j=1,2,∙∙∙,(S+1)M, calculate rj(ξ(k)), 

where rj(ξ(k))=[Jij(ξ(k))], Jij=rj(ξ(k))/ξ
(k) 

i , and 

i=1,2,∙∙∙,N. Moreover, rj(ξ(k))/ξ
(k) 

i can be 

determined as follows: 

If |Fj|fj≥0, then 
( )
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j
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 1 ( 1) ,sM j s M     

 ( 1) 1 ,s N S i s N S    1,2, ,s S   

If |Fj|fj <0, a minus is added to the right hand side 

of (17) and (18), rj(ξ(k))/ξ
(k) 

i  can be obtained. 

Step 5. Calculate S(ξ(k))=(rj(ξ(k)))Trj(ξ(k)). 

Step 6. Let Q=(rj(ξ(k)))Trj(ξ(k)), solve equation 

[Q+kI]d(k)=S(ξ(k)), where I represents the unit 

diagonal matrix. Then, d(k) can be calculated. 

Step 7. Set ξ(k+1)=ξ(k)d(k), if max(d(k))< or k>kmax, 

go to step 10, otherwise, go to step 8. 

Step 8. If S(ξ(k))<S(ξ(k))+β(S(ξ(k)))Td(k), set 

k=k/, go to step 9, otherwise, set k=k, go to 

step 6. 

Step 9. Let k=k+1, go to step 3. 

Step 10. If S(ξ(k+1))<0 or m>mmax, ξbest=ξ(k+1), 

terminate iteration, otherwise, if S(ξ(k+1))<rbest, set 

ξbest=ξ(k+1), ξ(0)=ξ(0)+ξ(0)rand(0,1), where 

rand(0,1) is uniformly distributed random numbers 

between [0,1], normalize the excitation 

amplitudes, let m=m+1, go to step 2. 

Among the above steps, another layer of 

iteration is added to the traditional nonlinear least-

square method. If the solution does not meet the 

requirements, another vector nearer the former 

initial value is selected as the initial value and the 

computation is repeated. The best solution of all 

the iterations is saved as the ultimate result. This 

improves the traditional nonlinear least-square 

method’s shortness of dependence on the initial 

value and increases the optimization ability of 

nonlinear least-square method. 

 

IV. SIMULATION RESULTS 
In this section, several simulation results are 

presented. The achieved results show the 

effectiveness and feasibility of the proposed 

method. Let us refer to the linear array of Fig. 1, 

consisting of N elements and S subapertures. The 

adjacent elements spacing is chosen as /2. 

Assuming all elements are isotropic sources; i.e., 

En()=1. The parameters used in those above 

expressions are as follows: k=|rj(ξ(k))|, =1.5, 

=0.3, =106, 0=0.01, M=361, kmax=500, 

mmax=200. A normal personal computer Intel Core 

i3 530 @ 2.93 GHz CPU and 2 GB of RAM is 

used and the synthesis is programmed by 

MATLAB version 7.1. 

 

A. Simulation result for N=60 and S=3 

In this simulation example, the whole array 

aperture is divided into 3 subapertures. So, the 

number of the radiation patterns to be synthesized 

is 4. The Peak Side Lobe Level (PSLL) of the 

desire radiation pattern is selected as 25  dB. 

Every subaperture has 20 elements. Figure 2 

shows the excitation amplitudes distribution of the 

antenna array. From this figure, we can see that 

Sub1 has the minimum amplitudes values. So, the 

gain of 1Sub is the smallest. Figure 3 shows the 

radiation patterns for the whole aperture and 
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subapertures. The beam parameters of this multi-

subaperture antenna array are given in Table 1. 

We can find that the PSLL of all the synthesized 

beams is lower than 16 dB. The 3 dB beam width 

is less than 3 for the whole aperture and is less 

than 6 for each subaperture. To get this 

simulation result, the simulation time is about 710 

seconds. The dynamic range ration (Imax/Imin, 

DRR) of this antenna array is 16.7. 

 

 
 

Fig. 2. Excitation amplitudes distribution for N=60 

and S=3. 

 

 

 
 

Fig. 3. Radiation patterns for N=60 and S=3. 

Table 1: Beam parameters for N=60 and S=3 
Beam Parameters Whole Sub1 Sub2 Sub3 

PSLL (dB)  -18.2 -19.8  -16.4  -17.8 

Gain (dB) 31.0 15.6 24.4 22.1 

3 dB beam width () 2.11 5.96 5.35 5.78 

Main beam width () 8.0 15.0 13.0 14.0 

 

B. Simulation result for N=60 and S=5 

In order to indicate the feasibility of the 

algorithm in the synthesis of antenna array, 

another simulation example is introduced. In this 

simulation example, the whole array aperture is 

divided into 5 subapertures. So, the number of the 

radiation patterns to be synthesized is 6. The PSLL 

of the desired radiation pattern is also selected as 

25 dB. The element number of every subaperture 

is 12. The excitation amplitudes distribution is 

shown in Fig. 4. From this figure, we can find that 

the excitation amplitudes distribution for each 

subaperture has a peak value. Figure 5 depicts the 

radiation patterns for the whole aperture and the 

five subapertures. The beam parameters of the 

radiation patterns are given in Table 2. It can be 

found from Table 2 that the PSLL for the radiation 

patterns is lower than -16 dB. The 3 dB beam 

width is less than 2 for the whole aperture and is 

less than 10 for the subaperture. 5Sub has the 

minimum gain of 13.4 dB. In order to obtain these 

six radiation patterns, the simulation time is about 

990 seconds. The dynamic range ration of the 

excitation amplitudes is 6.5. 
 

 
 

Fig. 4. Excitation amplitudes distribution for N=60 

and S=5. 
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Fig. 5. Radiation patterns for N=60 and S=5. 
 

Table 2: Beam parameters for N=60 and S=5 
Beam 

Parameters 

Whole Sub1 Sub2 Sub3 Sub4 Sub5 

PSLL (dB)  -16.3  -17.6 -17.2 -18.2  -18.9  -20.2 

Gain (dB) 31.0 13.9 19.5 19.2 17.3 13.4 

3 dB beam 

width () 
1.96 9.60 9.24 9.37 9.60 9.71 

Main beam 

width () 
10.0 23.0 22.0 22.0 23.0 24.0 

 

C. Simulation result for N=90 and S=5 

In this example, the element number of the 

array antenna is increased to 90 and the number of 

the subaperture is 5. So, each subaperture has 18 

elements. Figure 6 depicts the excitation 

amplitudes distribution. From Fig. 6, we can find 

that the excitation dynamic range ration is 12.9. 

The radiation patterns of this kind of antenna array 

are shown in Fig. 7. The beam parameters of the 

radiation patterns are given in Table 3. Compared 

with the synthesis result when N=60, we can get 

that the PSLL reduces to 17.2 dB and the beam 

width is narrower. The total computational time is 

about 1400 seconds to get these six radiation 

patterns. 
 

 
 

Fig. 6. Excitation amplitudes distribution for N=90 

and S=5. 
 

 

 

 
 

Fig. 7. Radiation patterns for N=90 and S=5. 
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Table 3: Beam parameters for N=90 and S=5 
Beam 

Parameters 

Whole Sub1 Sub2 Sub3 Sub4 Sub5 

PSLL (dB) -17.2  -20.1 -18.1 -17.2  -18.9  -22.4 

Gain (dB) 33.2 14.8 22.3 22.4 19.8 12.3 

3 dB beam 

width () 
1.86 5.58 6.16 6.22 6.44 6.43 

Main beam 

width () 
5.0 16.0 15.0 15.0 16.0 16.0 

 

V. CONCLUSION 
Multi-subaperture antenna array is synthesized 

by an improved nonlinear least-square method. 

The whole array aperture is divided into several 

subapertures. A new method is given to determine 

the desired function for the nonlinear least-square 

method. The whole aperture and the subapertures 

can generate different radiation patterns. The 

excitation amplitudes are optimized in order to 

reduce the PSLL of the radiation beams. The 

PSLL is lower than 16 dB for the synthesized 

radiation patterns. Also, the beam width of the 

radiation patterns can be controlled effectively. 

When N=60, the dynamic range ratio of the 

excitation amplitudes distribution is less than 17 

for S=3 and is less than 7 for S=5. When N=90 and 

S=5, the dynamic range ration is less than 13. Also, 

the beam width becomes narrower as the increase 

of element number of the whole array aperture or 

each subaperture. Moreover, this method can also 

be used in the synthesis of phase-only multi-beam 

antenna arrays. 
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Abstract ─ A numerical method for the fully 

distributed modeling of Field Effect Transistor 

(FET) excited by an incident electromagnetic field 

using a Finite-Difference Time-Domain (FDTD) 

method is described. The transistor is modeled 

using the fully distributed model which consists of 

a configuration of the conventional equivalent 

circuit of the transistor and three coupled lines as 

each distributed element. The distributed source 

terms represent the coupling with an 

electromagnetic field in the equation which can be 

used in the Electromagnetic Interference (EMI) 

analysis. As a numerical example, the method is 

applied to a GaAs MESFET and the time domain 

results are presented. 

 

Index Terms ─ Coupled active transmission lines, 

Electromagnetic Interference (EMI), Field Effect 

Transistor (FET), Finite-Difference Time-Domain 

(FDTD), incident wave, transistor distributed 

modeling. 
 

I. INTRODUCTION 
Modeling and prediction of undesired 

Electromagnetic Interference (EMI), such as 

crosstalk and external incident field, is very 

important to increasing the frequency and high-

density packaging of microwave circuits [1]-[3]. 

Perfect analysis of the microwave transistors is 

one of major steps in the analysis of a microwave 

active circuit. In the very high (micro/mm-wave) 

frequencies, the dimension of the electrodes of a 

transistor becomes comparable to the wave length. 

Therefore, the device modeling must include the 

effect of wave propagation. This effect is 

considered in the global modeling of mm-wave 

circuits, but a huge CPU time is necessary for this 

very slow full wave analysis [4]-[5]. Recently, a 

time domain fully-distributed model for transistors 

was presented to reduce the simulation time with a 

good degree of accuracy in 1-40 GHz [6]-[7]. The 

fully distributed model considers three coupled 

lines while the number of slices has been increased 

to the infinity [6]. This model can be easily 

implemented with a fast FDTD simulation while 

describing the transistor behavior accurately. On 

the other hand, the FDTD solution of some 

coupled transmission lines has the ability to 

consider an external incident field in its equations 

[8]. This electromagnetic fields may be caused by 

reflections of our circuit in a box [9], by other 

circuits [10]-[11], or by the lightning strike [12]-

[13]. This paper presents a time domain fully-

distributed model for a transistor excited by an 

incident electromagnetic field by considering the 

propagation along the electrodes. First, the 

differential equations are derived for a MESFET 

using the transmission line theory. Then, the 

FDTD approach is applied to solve the equations 

in the time domain. Finally, the simulation results 

for an example transistor are presented. The 

method can be extended to other active devices 

with transmission line model [14]. 

Although the model has some approximates, 

such as using a one dimensional model and 

ignoring the secondary scattering, to the best of 

authors’ knowledge, this is the first publication 

that the excitation effects on a transistor have been 

considered and simulated in a very small 

simulation time. However, more accurate results 

can be obtained by modifying the model in two or 

three dimensions and considering multiple 

1054-4887 © 2014 ACES

Submitted On: October 3, 2013
Accepted On: September 8, 2014

821ACES JOURNAL, Vol. 29, No. 10, OCTOBER 2014



scattering effects of the structure. 

 

II. FULLY DISTRIBUTED MODEL 
A typical millimeter-wave FET excited by an 

incident electromagnetic field has been shown in 

Fig. 1. The fully distributed model of a millimeter-

wave field effect transistor is one of the accurate 

models applied to consider the distributed and 

wave propagation effects on device behaviour. 

The following part shows that this model can also 

be used in the EMI simulations of active devices. 

 

 
 

Fig. 1. The structure of a typical millimeter-wave 

FET excited by a plane wave. 

 

The fully distributed model contains infinite 

cells cascaded together [6]. Each cell has two 

parts: the passive part which contains the coupled 

electrode transmission lines, resistance and 

internal inductance of electrodes, and the 

active part or an intrinsic GaAs FET 

equivalent circuit, whose elements are per unit 

length. We assume a linear circuit as 

equivalent circuit of a FET similar to [7], and 

add the incident wave to its equations (Fig. 2). 

For a transistor with electrodes in the z-

direction excited with an incident wave, the 

time domain equations can be written as: 
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where VF(z,t) and IF(z,t) are 3 1  vectors 

containing the effects of the incident field; 
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are the functions of position z along the device and 

the passive parameters are defined as: 

 = ,

d gd ds

gd g gs

ds gs s

L M M

L M L M

M M L

 
 
 
 
 

 (10a) 

 

11 12 13

12 22 23

13 23 33

0

= ,

0 0 0

gs

gs

i gs

C C C

C C C C
C

C C C C

R C

  
 
 
 
   
 
  

 (10b) 

 

0 0

= 0 0 ,

0 0

d

g

s

R

R R

R

 
 
 
  

 (10c) 

 

0

0 0 0 0
= ,

0

0 1 1 1

ds ds m

ds ds m

G G G

G
G G G

 
 
 
  
 

 

 (10d) 

where C11=Cdp+Cdsp+Cdg+Cdgp, C22=Cgp+Cgsp+Cdg+Cdgp, 

C33=Csp+Cds+Cdsp+Cgsp, C12=Cdg+Cdgp, C13=Cds+Cdsp, and 

C23=Cgsp. In the above equations, Vd, Id, Vg, Ig, Vs, 

and Is are the drain, gate and source voltages and 

currents, respectively. The values of VT and EL 

describe the incident field excitation. 
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Fig. 2. The equivalent circuit of a differential slice 

in the fully distributed model with an incident 

field. 

 

III. THE FDTD EQUATION 
The solution of (1) can be determined by using 

an iterative finite difference procedure [6]. In this 

method, the transmission line is divided into small 

elements along the length of the line and similarly 

the time is divided into small steps. In order to 

insure stability in the FDTD solution of the 

equations, the discrete voltage and current solution 

points are not physically located at the same point, 

but they are staggered one-half cell apart. In 

addition, the discrete voltages and currents must 

be similarly staggered or “interlaced” in time with 

the time points for the voltages and one-half 

temporal cell apart spaced points for the currents. 

The boundary conditions must be applied at the 

first and last nodes. Hence, the currents I0 and INz+1 

are calculated by Vin and Rin at the beginning of 

gate, and RL at the end of drain, respectively (Fig. 

3). Approximation of derivatives in (1) by the 

finite differences gives the following equations: 
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where 
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where coordinates xi and yi describe the locations 

of the individual conductors. It should be noted 

that the excitation due to fields should be 

computed as the incident field, thus, all conductors 
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should be removed when computing the VT,K and 

EL,K vectors. 

In general, the accuracy of the solution 

depends on having sufficiently small spatial and 

temporal cell sizes. It means that we have to 

consider the Courant condition, t<(z/vp), where 

vp is the phase velocity of the medium. In the case 

of multi-conductor lines, more than one velocity 

exists on the lines [1]. In fact we can obtain the 

mode velocities by calculating the eigenvalues of 

the product matrix LC. Therefore, we consider the 

largest of the mode velocities to satisfy the 

Courant condition. 
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Fig. 3. The circuits used as boundary conditions. 

 

IV. NUMERICAL RESULTS 
In this part a GaAs MESFET (NE710) excited 

by an incident plane wave was modeled using the 

FDTD method for active transmission lines. The 

distance between the electrodes and ground plane, 

which is important in the calculation of the effects 

of incident field, has been considered as 140 m 

and the width of gate is 240 m. Using z=10 m, 

we have 24 cells along the z-direction. Both input 

and output nodes were connected to the center of 

gate and drain electrodes. The source electrode is 

grounded at the beginning and the end. The 

element values used in the fully distributed model 

are shown in Table 1 [6]. The transistor is biased 

at Vds=3 V and Ids=10 mA, and the incident wave 

is considered as a sinusoidal pulse at the frequency 

of 40 GHz. The incidence direction is =90o, 

=90o, and =90o. The amplitude of the incident 

wave is selected in such a way that produces a 

voltage of 1 mV at the start of the gate line. The 

numerical results of voltage and current at the start 

and end of the drain are shown in Figs. 4 and 5. It 

can be seen that the amplitude of output voltage at 

the drain line is equal to 2.03 mV. A comparison 

of the formulation of this paper with the results in 

the literature can be made when the amplitude of 

the incident wave is small with respect to the 

amplitude of the local oscillator, which is 

connected to the beginning of the gate. The 

transistor is excited by a local oscillator at the 

frequency of 25 GHz to make 100 mV at the 

beginning of the gate. Therefore, the incident 

wave is very small with respect to the excited 

signal and as shown in Fig. 6, the results of this 

work’s formulation is very close to the results of 

[6]. The frequency response of transistor can be 

calculated using a Gaussian waveform as the 

excitation. The Gaussian pulse is considered by 

the expression exp[-(ndt-dt)2] where =8 and 

=(4//dt)2. The incidence direction is =90o, 

=90o, and =90o. Simulation result of wide 

frequency band is shown in Fig. 7. The maximum 

output is appeared in 69 GHz. Moreover, the 

optimal gate width of transistor can be finding for 

the operation at a desired frequency. Figure 8 

shows the voltage of drain’s end with respect to 

the gate width, at 25 GHz, which has a maximum 

value at 390 m. 

 

Table 1: Per unit length values of distributed 

model for NE710 (at Vds=3 V and Ids=10 mA) [6] 

Element Value 

Cgs 0.771 nF/m 

Cds, Cgd 0.0178 nF/m 

gm 146.42 S/m 

Ri 0.002 Ω/m 

Ld 780 nH/m 

Lg 161 nH/m 

Lm 360 nH/m 

Cgp 29.6 pF/m 

Cdp 148 pF/m 

Cgdp 29 pF/m 

Rd 900 Ω/m 

Rg 34300 Ω/m 

Cgpk 0.036 pF/m 

Cdpk 0.0296 pF/m 

Lgpk 0.766 nH/m 

Ldpk 0.869 nH/m 
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Fig. 4. Voltage of the drain line. 

 

 
 

Fig. 5. Induced current on the drain line. 

 

 
 

Fig. 6. Voltage in the beginning of gate (VG) and 

end of drain (VD). 

 

 
 

Fig. 7. Voltage at the end of rain with respect to 

the frequency. 

 

 
 

Fig. 8. Voltage at the end of drain with respect to 

the gate width. 

 

IV. CONCLUSION 
An accurate method for transient analysis of 

millimeter wave transistors excited by an external 

wave has been described using the FDTD. The 

method can be used in the EMI analysis of high 

frequency active circuits which has some 

transistors. Also, it is usable in the calibration 

steps of a micro/mm-wave measurement when the 

active device is tested in an environment with a 

strong EMI, which may be caused by radio 

transmitters. The effect of gate width can be 

studied with presented method, which is helpful in 

a transistor design. 
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