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# FEKO Simulation of Multi-Resonant Low-Profile PIFA 

Christian W. Hearn ${ }^{1}$ and William A. Davis ${ }^{2}$<br>${ }^{1}$ Department of Engineering Technology<br>Weber State University, Ogden, UT 84408-1802, U.S.A.<br>christianhearn@weber.edu<br>${ }^{2}$ Department of Electrical and Computer Engineering<br>Virginia Tech, Blacksburg, VA 24061-011, U.S.A.<br>WADavis@vt.edu


#### Abstract

A passive, low-profile multi-resonant planar-inverted-F antenna (PIFA) element well-suited for portable communications is presented. The antenna combines the optimal low-profile geometry of a planar inverted-F antenna with a double-tuned structure to create a multi-resonant element with monopole-class radiation properties. The form factor and overall dimensions are held constant for comparisons to a similar single-resonant antenna in different near-field environments.


Index Terms - Bandwidth enhancement, double-resonant, low-profile, near-field detuning, PIFA.

## I. INTRODUCTION

The planar inverted-F antenna (PIFA) is a popular, small and relatively low-profile, vertically-polarized communications antenna characterized by an omnidirectional radiation pattern in the azimuth (XY) plane. Single-resonant, low-profile configurations of PIFAs suffer from an impedance-bandwidth limitation primarily established by the antenna's effective height. [1].

Double-tuning the PIFA maintains the optimal low-profile characteristic with a potential for increasing impedance bandwidth. The non-volumetric form factor precludes the PIFA from a select class of electricallysmall antennas that approach the fundamental limit [2].

However, double-tuning is a useful mechanism to enhance impedance bandwidth in a single frequency band. Comparisons of far-field radiation patterns and mode distributions indicate the radiation properties of the single-resonant and double-tuned PIFAs are nearly equivalent.

One significant fabrication advantage from doubletuning bandwidth enhancement is an effective reduction
to near-field detuning prevalent in the integration of small antennas in portable devices.

## II. ANTENNA GEOMETRY

The antenna geometry is shown in Fig. 1. The overall height of the antenna is less than one centimeter, which corresponds to an electric height of $h \approx \lambda / 35$. The dimensions for the double-tuned PIFA are presented in Table 1. Some miniaturization is achieved with capacitive-loading. Additional miniaturization may be obtained with the introduction of a dielectric. Airbacked dielectrics and perfectly conducting metal are utilized for this example to create a lossless antenna model utilizing FEKO.

The coupling of the driven element to the parasitic element is highly sensitive to both the width and depth of the slot. The vertical shorting bar is common at the base of the PIFA and increases the coupling to the parasitic element. Figure 2 illustrates VSWR impedance responses for the multi-resonant (solid) and singleresonant (dashed) planar inverted-F antennas with similar form-factors. FEKO simulation results shown were with infinite PEC ground planes for matching boundary conditions. Reference impedance for VSWR was $50 \Omega$. Similar comparisons of VSWR responses for different near-field environments will be presented.

The half-power bandwidths observed from the VSWR responses shown in Fig. 1 are 82 MHz and 54 MHz for the multi-resonant and single-resonant elements respectively. The integration of the parasitic element within the same structural form results in a greater than $50 \%$ increase in half-power bandwidth. Differences observed in the radiation pattern and percent power modal distributions are negligible between the multiresonant and single-resonant models mounted on square ground planes.


Fig. 1. Engineering perspective of multi-resonant planar inverted-F antenna.
Table 1: Dimensions of the CADFEKO geometry of the multi-resonant PIFA. A capacitive point load of $C=1.65 \mathrm{pF}$ is applied at the feed for matching

| $L$ <br> $[\mathrm{~cm}]$ | $W$ <br> $[\mathrm{~cm}]$ | $H$ <br> $[\mathrm{~cm}]$ | $W_{S}$ <br> $[\mathrm{~mm}]$ | $h_{S}$ <br> $[\mathrm{~mm}]$ | $X_{P R}$ <br> $[\mathrm{~mm}]$ | $Y_{P R}$ <br> $[\mathrm{~mm}]$ | $Z_{C F}$ <br> $[\mathrm{~mm}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5.52 | 2.29 | 0.83 | 1.65 | 1.10 | 7.0 | 5.7 | 1.4 |



Fig. 2. (a) Normalized impedance and (b) VSWR responses for multi-resonant (solid) and single-resonant (dashed) planar inverted-F antennas with similar form-factors. The boundary condition for both simulations shown was a perfect-electrically-conducting (PEC) infinite ground plane.

## III. ANTENNA GEOMETRY

The multi-resonant PIFA was mounted on a PEC model of a handheld chassis to assess the antenna sensitivity to a typical near-field environment. Singleresonant monopole-class antennas are typically less sensitive to antenna placement/structure interaction, where multi-resonant low-profile antennas may suffer significant detuning with a similar change in boundary conditions.

The purpose of the step is to determine if the multi-resonant PIFA maintains the double-tuning impedance characteristic and omnidirectional radiation in azimuth when subjected to a different boundary condition and near-field environment.

Figure 3 illustrates the integration of the doubleresonant PIFA to a handheld device platform. The dimensions of the lossless chassis are approximately $H=10 \mathrm{~cm}, W=6.5 \mathrm{~cm}$ and $D=4.0 \mathrm{~cm}$.


Fig. 3. CADFEKO rendering of double-resonant PIFA integrated to handheld device platform. The dimensions of the lossless chassis are approximately $H=10 \mathrm{~cm}, W=6.5 \mathrm{~cm}$ and $D=4.0 \mathrm{~cm}$.

Tuning of the multi-resonant PIFA on the handheld chassis can be improved with adjustments to the coupling factors (slot width, $W_{s}$, and the depth of the slot on the shorting bar, $h_{s}$ ). Table 2 indicates changes to the two coupling parameters. The PIFA form factor and probe position are held constant. The same capacitive point load $(C=1.65 \mathrm{pF})$ is applied at the feed for matching.

Table 2: Tuning parameters for integration of doubleresonant PIFA to the portable structure (shown in Fig. 3). PIFA geometry and probe position are held constant. The same capacitive point load $(C=1.65 \mathrm{pF})$ is applied at the feed for matching

| Double-Resonant <br> PIFA | $W_{S}$ <br> $[\mathrm{~mm}]$ | $h_{S}$ <br> $[\mathrm{~mm}]$ |
| :---: | :---: | :---: |
| Un-tuned | 1.65 | 1.1 |
| Tuned | 0.70 | 4.4 |

Figure 4 compares the VSWR responses of the un-tuned and tuned double-resonant PIFAs integrated to a handheld device. The infinite ground plane model (described in Fig. 1 and Table 1) was directly applied to the handheld device. No adjustments to coupling factors and/or probe position were made for the dashed trace. The double-tuning characteristic was maintained from a change in boundary conditions without tuning.

The solid trace incorporates the slot parameter adjustments shown in Table 2. The observed result is an increase in 2:1 impedance bandwidth of $\Delta B \approx 25 \%$.


Fig. 4. Impedance responses for 'untuned' (dashed) and 'tuned' (solid) double-resonant PIFAs integrated to a handheld device (shown in Fig. 3). The observed results are the double-tuning is maintained but with adjustments to the parameters of the coupling slot, an increase in 2:1 VSWR impedance bandwidth of $\Delta B \approx 25 \%$ may be obtained.

Figure 5 (a) presents the normalized impedance and (b) VSWR responses for the single resonant (dashed) double-resonant (solid) inverted-F antennas mounted on the handheld chassis. The 2:1 VSWR bandwidths for the single-resonant and tuned doubleresonant antennas are 46 MHz and 65 MHz respectively. The double-tuning seen clearly in Fig. 5 (a) results in a $2: 1$ VSWR impedance bandwidth improvement of greater than $\Delta B>40 \%$.

Figure 6 (a) presents the $E_{\theta}$ and (b) $E_{\phi}$ radiation patterns for the multi-resonant PIFA mounted on a handheld chassis. The significant coupling between the source-driven element and the parasitic creates nearly symmetric patterns with negligible differences in comparison to the single resonant PIFA mounted to the same chassis.

Figure 7 (a-d) are post-processed renderings of the surface current distributions of the multi-resonant PIFA mounted on the handheld chassis. The magnitudes of the surface current densities for both the driven and parasitic elements are comparable. Some phasing is observed at $\omega t=\left[0^{\circ}, 180^{\circ}\right]$ where the currents on the parasitic element are lagging the driven element currents.


Fig. 5. (a) Normalized impedance and (b) VSWR for the double resonant (solid) and single-resonant (dashed) PIFA integrated to handheld device (shown in Fig. 3).


Fig. 6. POSTFEKO renderings of:(a) $E_{\theta}$ and (b) $E_{\phi}$ radiation patterns for the multi-resonant PIFA mounted on a handheld chassis.


Fig. 7. Surface current distributions on handheld PIFA geometry for $\omega t=\left[0^{\circ}, 90^{\circ}, 180^{\circ}, 270^{\circ}\right]$.

## IV. DISCUSSION

The double-tuned PIFA shown in Fig. 3 enhanced the impedance bandwidth in a single frequency band. Figure 4 illustrates an effective reduction to near-field detuning prevalent in the integration of small antennas in portable devices. The position of the probe and parameters of the slot were unchanged from the finite ground plane example shown earlier. The result indicates the double-tuning characteristic is maintained with the change in finite ground plane/near-field environment of the radiating structure.

Both the source-driven and parasitic elements share part of the shorting bar to increase coupling. The increased coupling balances the surface current distributions and minimizes asymmetries in the farfield radiation patterns.

Bandwidth performance beyond double-tuning and multi-resonant techniques for antenna designs can be improved with the reduction of sharp edges, mechanically in the structural design of the antenna [3], and electrically, in terms of reducing the slope discontinuities in the surface current distributions [4].

## V. CONCLUSION

A passive, low-profile multi-resonant antenna element with monopole radiation characteristics has been introduced. The structure is an extension of the planar inverted-F antenna with a double-tuned structure to enhance reliable operation in unknown environments. The overall height of the antenna is less than one centimeter, which corresponds to an electric height of $h \approx \lambda / 35$.

Comparisons to a similar low-profile singleresonant antenna in both the finite ground plane and
handheld geometries were shown. The source-driven element and parasitic are joined at the base of the shorting bar to improve the capacitive coupling. The result is a balanced element in terms of radiation and modal performance with a double-tuned impedance response and 2:1 VSWR bandwidth improvement of over forty percent.
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# Sensitivity Analysis of the Orthorhombic Design Parameters in the Artificially Biaxially Dielectric Crystal 

Jason Brand and Michael A. Saville

Department of Electrical Engineering<br>Wright State University, Fairborn, Ohio 45435, USA<br>jbrand16@wright.edu, michael.saville@wright.edu


#### Abstract

A full-wave modeling and simulation analysis method is presented for performing sensitivity analysis of artificial uniaxial and biaxial crystals previously reported for study with waveguide measurement systems. Small occlusions were machined into bulk dielectric material to impose effectively biaxial material properties. Here, the primary design parameters for orthorhombic occlusions are presented. Using multivariate parameter estimation, the effective material properties are characterized in a way that is equivalent to waveguide measurement methods. The advantage in using full-wave simulation allows investigation beyond measurement and fabrication capabilities, but is still limited because of the mesh size needed to model the fine geometric sizes of the occlusions in the crystal. The analysis shows that the effects of the primary design parameters on anisotropy can achieve 2-3 dB of axial difference for the biaxially diectric crystal. Although, only the dielectric case is presented, the multivariate estimation method used to estimate the material parameters is applicable for characterizing lossy and magnetic materials.


Index Terms - Biaxial material, permeability, permittivity, sensitivity analysis, waveguide.

## I. INTRODUCTION

Design of electromagnetic metamaterials for antenna substrates, guiding structures, and controlled scattering is challenging because the performance requirements often demand inhomogeneous and anisotropic material properties [1], [2]. Although, analysis methods using Green's functions [3] and transformational optics [4] have produced theoretical profiles for the relative permittivity and permeability, fabrications of such designs have been very limited.

Recent experimental approaches for characterizing the electromagnetic properties of bulk materials [5], [6] using rectangular waveguide measurements enable a way to systematically design biaxial materials. By placing a cubic sample in the waveguide system at four different orientations and measuring $\left(S_{11}, S_{21}\right)$, a Newton
method solution is used to estimate the material tensors from a mode-matching model of the scattering parameters.

Building upon the waveguide methods, Knisely et al. proposed a 3D printing method for making uniaxial and biaxial materials from machined bulk isotropic dielectric materials [7]. Referring to Fig. 1, the design concept is based on symmetry of the occlusions in the bulk material with respect to the primary axes of the material. A detailed summary of the underlying crystallographic theory and mathematics is nicely provided in [8]. Using an ultra-violet cured polymer material for 3D printing, [8] prints axially symmetric cubic samples that have unidirectionally air-filled vias as shown in Fig. 1. Following the mode-matching and Newton method approaches in [5], [9], Knisely et al. perform similar material characterization using waveguide measurements and full-wave simulation to validate the measurement. As the empirical approach includes measurement uncertainty, physical constraints on manufacturing, and machining uncertainty, use of full-wave modeling and simulation as a surrogate for measurement offers a way to limit the uncertainty so that the design parameters can be optimized. The simulation approach allows nearly unconstrained study of how the crystal's design parameters influence effective relative permittivity and permeability. The dominant simulation uncertainty is caused by the specific numerical method and mesh definition because of the frequency sweep.

Here, we build upon the works in [5] and [7] and present sensitivity analyses of the primary design parameters used to impose anisotropic behavior in bulk dielectric material, e.g., uniaxial ( $\left.\overline{\bar{\tau}}=\operatorname{diag}\left[\tau_{A}, \tau_{A}, \tau_{C}\right]\right)$ and $\operatorname{biaxial}\left(\overline{\bar{\tau}}=\operatorname{diag}\left[\tau_{A}, \tau_{B}, \tau_{C}\right]\right)$. The approach is suitable for both measurement- and simulation-based methodologies where the designer might choose the method based on available resources or associated error sources. We demonstrate a simulation-based approach by analyzing the Knisely crystal [7] and showing how the dimensions, electric density, and pose of the vias impact the effective relative permittivity and permeability. Section II summarizes the analytic mode-matching model from [5],
[9] and how we use finite element simulation as a substitute for the measurement system in [5]. Section III presents the detailed cost function and practical considerations of the search method. Section IV presents sensitivity analysis of the artificial biaxial sample in [7], and Sections V and VI present results and conclusions.


Fig. 1. Illustration of principal axes for artificial biaxial dielectric crystal of [7]. Shaded boxes denote machined vias in bulk isotropic dielectric cubic sample.

## II. MODE MATCHING MODEL

Rectangular waveguide systems are convenient for biaxial material characterization because the $\mathrm{TE}_{10}$ mode excites only one sample axis and the biaxial region only supports odd-numbered $\mathrm{TE}_{n 0}$ modes. Although higherorder waves are excited at the waveguide junctions, those modes evanesce and do not significantly contribute to ( $S_{11}, S_{21}$ ) measurements. Hence, $\left(S_{11}, S_{21}\right)$ are $\mathrm{TE}_{n 0}$ (for $n=1,3, \ldots$ ).

Using $e^{j \omega t}$ time convention and the reduced aperture waveguide system in [5], the total electric field at the guide-sample interface nearest to measurement port 1 must satisfy:

$$
\begin{gathered}
A_{1}^{+} \mathbf{e}_{1}^{\mathrm{wg}}(x, y) e^{-j k_{z, 1}^{\mathrm{wg}} z}+\sum_{n=1}^{\infty} A_{n}^{-} \mathbf{e}_{n}^{\mathrm{wg}}(x, y) e^{+j k_{z, n}^{\mathrm{wg}} z}= \\
\sum_{n=1}^{\infty}\left(B_{n}^{-} \mathbf{e}_{n}^{\mathrm{sa}}(x, y) e^{+j k_{z, n}^{\mathrm{s}} z}+B_{n}^{+} \mathbf{e}_{n}^{\mathrm{sa}}(x, y) e^{-j k_{z, n}^{\mathrm{sa} z}}\right),(1)
\end{gathered}
$$

and the total electric field at the sample-guide interface closest to measurement port 2 must satisfy:

$$
\begin{gather*}
\sum_{n=1}^{\infty}\left(B_{n}^{-} \mathbf{e}_{n}^{\mathrm{sa}}(x, y) e^{+j k_{z, n}^{\mathrm{sa} z}}+B_{n}^{+} \mathbf{e}_{n}^{\mathrm{sa}}(x, y) e^{-j k_{z, n}^{\mathrm{sa}} z}\right) \\
=\sum_{n=1}^{\infty} C_{n}^{+} \mathbf{e}_{n}^{\mathrm{wg}}(x, y) e^{-j k_{z, n}^{\mathrm{wg}}} \tag{2}
\end{gather*}
$$

where superscripts + and - in the amplitude coefficients $A_{n}, B_{n}, C_{n}$ denote forward and backward propagation. The vector basis functions $\left(\mathbf{e}_{n}^{\mathrm{wg}}, \mathbf{e}_{n}^{\text {sa }}\right)$ are in general determined by two subscript indices. However, following [10], in the case of the symmetric dielectric crystal under study, only $\mathrm{TE}_{n 0}$ modes are excited in the sample region for $\mathrm{TE}_{10}$ excitation. The amplitude coefficients are determined in straightforward fashion by testing each boundary equation with the electric or magnetic field basis function and solving the complete set of equations to compute $S_{11}=A_{1}^{-} / A_{1}^{+}$and $S_{21}=C_{1}^{+} / A_{1}^{+}$.

The complete description of the mode matching
equations including magnetic field boundary conditions has been presented in [5], [9] and for brevity, we refer the reader to [5] for the complete descriptions of the four boundary equations, electric field basis functions $\left(\mathbf{e}_{n}^{\mathrm{wg}}, \mathbf{e}_{n}^{\mathrm{sa}}\right)$, magnetic field basis functions $\left(\mathbf{e}_{n}^{\mathrm{wg}}, \mathbf{e}_{n}^{\mathrm{sa}}\right)$, propagation constants $\left(k_{z, n}^{\mathrm{wg}}, k_{z, n}^{\mathrm{sa}}\right)$, and matrix algebra formulation.

The $S$-parameters' dependencies on $\overline{\bar{\epsilon}}_{r}$ and $\overline{\bar{\mu}}_{r}$ are utilized in a numerical search algorithm as:

$$
\begin{equation*}
\hat{\bar{\epsilon}}_{r}, \hat{\overline{\bar{\mu}}}_{r}=\arg \min _{\bar{\epsilon}_{r}, \overline{\bar{\mu}}_{r}}\left\|\mathbf{S}(f)-\mathbf{S}^{\mathrm{MM}}\left(f ; \overline{\bar{\epsilon}}_{r}, \overline{\bar{\mu}}_{r}\right)\right\|_{\ell} \tag{3}
\end{equation*}
$$

where the specific type of $\ell$-norm $\|\cdot\|_{\ell}$ depends on the search algorithm. As described in [5], six measurements are needed to estimate the biaxial material properties from the mode matching ( $\mathbf{S}^{\mathrm{MM}}$ ) solutions. However, only four orientations of the sample are required when both $S_{11}$ and $S_{21}$ are available. Here, we use finite-element-method simulation of the physical measurement system and assemble the simulated and theoretical (mode matching) solutions as:

$$
\begin{gather*}
\mathbf{S}=\left[S_{11, A}, S_{21, A}, S_{11, B}, S_{11, B}, S_{21, B \prime}, S_{21, C}\right]^{T}  \tag{4}\\
\mathbf{S}^{\mathrm{MM}}=\left[S_{11, A}^{\mathrm{MM}}, S_{21, A}^{\mathrm{MM}}, S_{11, B}^{\mathrm{MM}}, S_{11, B^{\prime}}^{\mathrm{MM}}, S_{21, B^{\prime}}^{\mathrm{MM}}, S_{21, C}^{\mathrm{MM}}\right]^{T}, \tag{5}
\end{gather*}
$$

where subscripts $A, B, B^{\prime}, C$ refer to the excitation of the sample axes as shown in Fig. 2. Clearly, measured or simulated values of $\mathbf{S}$ suffice.


Fig. 2. Illustration of four measurement configurations needed to estimate: (a) $\epsilon_{B}, \mu_{A}, \mu_{C}$, (b) $\epsilon_{B}, \mu_{A}, \mu_{C}$, (c) $\epsilon_{A}, \mu_{B}, \mu_{C}$, and (d) $\epsilon_{C}, \mu_{A}, \mu_{B}$ using reduced aperture waveguide system [5].

## III. MATERIAL PROPERTY CHARACTERIZATION

The solution to Equation (3) can be determined directly, but is computationally expensive. Alternatively, we use the iterative approach in [5] where,

$$
\begin{gather*}
\hat{\epsilon}_{B}, \hat{\mu}_{A}, \hat{\mu}_{C}=\left\|\left[\begin{array}{l}
S_{11, B} \\
S_{21, B} \\
S_{21, B^{\prime}}
\end{array}\right]-\left[\begin{array}{c}
S_{11, B}^{\mathrm{MM}}\left(\epsilon_{B}, \mu_{C}, \mu_{A}\right) \\
S_{21, B}^{\mathrm{MM}}\left(\epsilon_{B}, \mu_{C}, \mu_{A}\right) \\
S_{21, B^{\prime}}^{\mathrm{MM}}\left(\epsilon_{B}, \mu_{C}, \mu_{A}\right)
\end{array}\right]\right\|_{\ell} \\
\hat{\epsilon}_{A}, \hat{\mu}_{B}=  \tag{6}\\
\quad \arg \min \left\|\left[\begin{array}{l}
S_{11, A} \\
S_{21, A}
\end{array}\right]-\left[\begin{array}{l}
S_{11, A}^{\mathrm{MM}}\left(\epsilon_{A}, \mu_{B}, \hat{\mu}_{C}\right) \\
S_{21, A}^{\mathrm{MM}}\left(\epsilon_{A}, \mu_{B}, \hat{\mu}_{C}\right)
\end{array}\right]\right\|_{\ell} \\
\hat{\epsilon}_{C}=  \tag{7}\\
\arg \min \|\left[S_{21, C}\right]-\left[\begin{array}{l}
\left.S_{21, A}^{\mathrm{MM}}\left(\epsilon_{C}, \hat{\mu}_{A}, \hat{\mu}_{B}\right)\right] \|_{\ell}
\end{array}\right.
\end{gather*}
$$

Equations (6) to (8) are solved using non-linear optimization [11, chap. 4], [12], e.g., Newton method uses the $\ell_{1}$ norm and gradient descent uses the $\ell_{2}$ norm. We observed a more stable solution using the $\ell_{1}$ norm. Also, in each case, the cost function is often decomposed into real and imaginary components.

For example, the cost function in Equation (8), which uses the sample orientation of Fig. 2 (d) and estimates of permeability from Equations (6) and (7), would typically be expressed explicitly in terms of real and imaginary parts as:

$$
\begin{align*}
\hat{\epsilon}_{C, r e}, \hat{\epsilon}_{C, i m} & =\arg \min \|\left[\begin{array}{l}
\text { real } S_{11, A} \\
\operatorname{imag} S_{21, A}
\end{array}\right] \\
& -\left[\begin{array}{c}
\operatorname{real} S_{11, A}^{\mathrm{MM}}\left(\epsilon_{C}, \hat{\mu}_{A}, \mu_{B}\right) \\
\operatorname{imag} S_{21, A}^{\mathrm{MM}}\left(\epsilon_{C}, \hat{\mu}_{A}, \hat{\mu}_{B}\right)
\end{array}\right] \|_{\ell} . \tag{9}
\end{align*}
$$

However, these search methods are sensitive to the initial search point. The cost functions represented by Equations (6) to (8) are highly oscillatory and have many local minima and maxima. As the contrast between the air-filled waveguide and sample-filled test regions increases, the search volume increases and the iterative search algorithms can take a very long time.

Hence, we have found it best to constrain the search according to physical reasoning. For the material models $\epsilon_{r e}-j \epsilon_{i m}, \mu_{r e}-j \mu_{i m}$ with dielectric, non-magnetic, and lossless conditions $\epsilon_{r e} \geq 1.0, \mu_{r e}=1.0$, and $\epsilon_{i m}, \mu_{r e}=0.0$.

Therefore, Equations (6), (7), (8) represent six, four and two simultaneous equations, respectively. We use non-linear constrained least squares because it is very fast and straightforward to implement. In this study, the specific constraints are:

$$
\begin{gather*}
1.0 \geq \epsilon_{r e} \geq \epsilon_{r} \in[2.8,5.6]  \tag{10}\\
0.0 \leq \epsilon_{i m} \leq 0.1  \tag{11}\\
1.0 \leq \mu_{r e} \leq 1.1  \tag{12}\\
0.0 \geq \mu_{i m} \leq 0.1 \tag{13}
\end{gather*}
$$

The parameter estimation process is still supervised because there are many local minima. Table 1 lists the algorithm used to extract all 6 complex-valued material
properties. In addition, the tolerance (TOL) determines when the result has not changed significantly and when the residual of the cost function is sufficiently small. However, when using a single mesh to simulate the $S$ parameters, the numerical error increases with frequency. Therefore, the supervised process allows the supervisor to accept a larger residual error. We observed residuals of the order of 0.01 for the upper range of frequencies.

Table 1: Supervised search algorithm

| Input | $\mathbf{S}, \mathbf{S}^{\mathrm{MM}}$ from Eqs. (4), (5), TOL $=0.001$, <br> Constraint Equations (10) to (13) |
| :--- | :---: |
| Output | $\bar{\epsilon}_{r}, \overline{\bar{\mu}}_{r}$ for all frequencies |, | -th frequency, $f_{q}$ |
| :--- |
| FOR |

IF $q>1$, initialize with $(q-1)$ estimates
WHILE Equations (10) to (13) are unsatisfied
$\left[\hat{\epsilon}_{B}\left(f_{q}\right), \hat{\mu}_{A}\left(f_{q}\right), \hat{\mu}_{C}\left(f_{q}\right)\right]$ from Equation (6)
$r=\left\|\mathbf{S}\left(f_{q}\right)-\mathbf{S}^{\mathrm{MM}}\left(f_{q} ; \hat{\bar{\epsilon}}_{r}\left(f_{q}\right), \hat{\bar{\mu}}_{r}\left(f_{q}\right)\right)\right\|_{1}$
IF $r<$ TOL GOTO Step 2, ELSE repeat Step 1
Step $2 \quad$ Estimate $\epsilon_{A}\left(f_{q}\right), \mu_{B}\left(f_{q}\right)$
initialize $\hat{\mu}_{C}\left(f_{q}\right)$ from Step 1
initialize $\hat{\epsilon}_{B}\left(f_{q}\right), \hat{\mu}_{A}\left(f_{q}\right)$ in Equations (10) to (11)
IF $q>1$, initialize with $(q-1)$ estimates
WHILE Equations (10) to (13) are unsatisfied
$\left[\hat{\epsilon}_{A}\left(f_{q}\right), \hat{\mu}_{B}\left(f_{q}\right)\right]$ from Equation (7)

$$
r=\left\|\mathbf{S}\left(f_{q}\right)-\mathbf{S}^{\mathrm{MM}}\left(f_{q} ; \hat{\bar{\epsilon}}_{r}\left(f_{q}\right), \hat{\overline{\bar{\mu}}}\left(f_{q}\right)\right)\right\|_{1}
$$

IF $r<$ TOL GOTO Step 3, ELSE repeat Step 2

| Step 3 | Estimate $\epsilon_{C}\left(f_{q}\right)$ |
| :--- | :--- |

initialize $\hat{\mu}_{A}\left(f_{q}\right), \hat{\mu}_{B}\left(f_{q}\right)$ from Step 1 and Step 2 initialize $\hat{\epsilon}_{C}\left(f_{q}\right)$ in Equations (10) to (11) IF $q>1$, initialize with $(q-1)$ estimates
WHILE Equations (10) to (13) are unsatisfied [ $\left.\hat{\epsilon}_{C}\left(f_{q}\right)\right]$ from Equation (8)

$$
r=\left\|\mathbf{S}\left(f_{q}\right)-\mathbf{S}^{\mathrm{MM}}\left(f_{q} ; \hat{\bar{\epsilon}}_{r}\left(f_{q}\right), \hat{\overline{\bar{\mu}}}\left(f_{q}\right)\right)\right\|_{1}
$$

IF $r<$ TOL next frequency, ELSE repeat Step 3

## IV. BIAXIAL MATERIAL FROM MACHINED BULK ISOTROPIC MATERIAL

We perform the analysis by analyzing simulated biaxial properties of the artificial material proposed by [7], where rectangular vias are unidirectional along the $C$-axis (Fig. 3 (a)). Figure 3 (b) illustrates the crosssectional dimensions of a via ( $\delta_{A}, \delta_{B}$ ) and its pose angle $(\psi)$. Additionally, Fig. 3 (c) depicts the uniform array of vias with $N_{A}=4$ along the $A$ axis and $N_{B}=8$ along the $B$ axis and sized to fit within the short dimension of WR90 waveguide.


Fig. 3. Illustration of symmetric crystal design [7]. (a) Cubic sample showing single via (dashed lines) relative to principal axes. (b) Cross-sectional view of orthorhombic via showing dimensions along $A$ and $B$ axes and pose angle. (c) Biaxial design similar to [7] with $N_{A}=4, N_{B}=8, \delta_{A}=1.53 \mathrm{~mm}, \delta_{B}=0.51 \mathrm{~mm}$, and $\psi=0 \mathrm{deg}$.

## A. Simulation parameters

Then, we simulate the $S$-parameters for the variety of design variables listed in Table 2 and observe how the particular combination of via pose, dimension and number affect the relative material properties. The vias are air-filled, and although we could consider vias filled with other materials, we elect a pragmatic set of material properties which are easily fabricated with 3D printing and typical of printing materials. To assist in comparing to other works, we define the air ratio as the ratio of the cross-section of air (via) to the cross-section of dielectric material with respect to each axis as:

$$
\begin{gather*}
\rho_{A}=\delta_{B} N_{B} /\left(L-\delta_{B} N_{B}\right),  \tag{14}\\
\rho_{B}=\delta_{A} N_{A} /\left(L-\delta_{A} N_{A}\right),  \tag{15}\\
\rho_{\mathrm{C}}=\delta_{A} N_{A} \delta_{B} N_{B} /\left(L^{2}-\delta_{A} N_{A} \delta_{B} N_{B}\right) \tag{16}
\end{gather*}
$$

where the edge length $L$ of the cubic sample is sized to fit inside the cubic waveguide section of the reducedaperture system (Fig. 2) [5]. We chose that system rather than the transition guide in [7] because it is smaller in size and poses a lower computational burden. It also has an exact mode-matching solution needed for root finding in Equations (6) to (8). The bulk material is assumed to be lossless, homogeneous and the guide walls are perfectly electrically conducting waveguide walls. We
simulate $S_{11}$ and $S_{21}$ for each orientation in Fig. 2 and deembed to the sample planes for comparison with the mode matching solution. Then, we follow the procedure described in Section III where we use non-linear least squares with the constraints in Equations (10) to (13).

In summary, each configuration of Table 2 required four simulations at nine frequencies for a total of 864 simulations for the uniaxial case without via rotation, and another 864 simulations for the biaxial case without via rotation. Simulations were completed on a Unix server hosting dual, 3.3 GHz , six-core Xeon X5680 processors and 15 GB RAM. In the cases of non-zero pose angle, only 144 simulations were needed.

Table 2: Study parameters for artificial uni/biaxial material

| Design Constraints |  |
| :--- | :---: |
| Type | Uniaxial |
| Bulk permittivity | $\epsilon_{r} \in[2.8,5.6]$ |
| Bulk permeability | $\mu_{r}=1.0$ |
| Via size | $\delta \in[1.0: 0.5: 5.0] \mathrm{mm}$ |
| Lattice size | $N=2,3, \ldots, 7$ |
| Pose angle | $\delta=1.0 \mathrm{~mm}, N=6)$, <br> $\psi=0,15, \ldots, 45 \mathrm{deg}$ |
| Air ratio | $0.04<\rho_{C}<31.00$ |
| Type | $\operatorname{Biaxial}^{2}=2.86$ |
| Bulk permittivity | $\mu_{r}=1.0$ |
| Bulk permeability | $\delta_{A}=1.53 \mathrm{~mm}$, |
| Via size | $\delta_{B}=0.51 \mathrm{~mm}$, |
| Lattice size | $N_{A} \in[2,3, \ldots, 6]$, |
| Pose angle | $N_{B} \in[2,4, \ldots, 10]$ |
| Air ratio $A$ axis | $\psi=0 \mathrm{deg}$ |
| Air ratio $B$ axis | $0.11<\rho_{A}<1.00$ |
| Air ratio $C$ axis | $0.33<\rho_{B}<1.29$ |

## B. Comments on finite-element modeling

In this work, simulations are performed using the finite element method as implemented in COMSOL version 4.4 [13]. To increase efficiency, the mesh was sized according to the middle frequency of the nine-point sweep (i.e., 8.0 to 10.0 GHz in 0.50 GHz steps). Typical mesh density is of the order of 10 samples per guided wavelength $\left(\lambda_{g}\right)$. However, from Table 2, the sizes of the vias are much smaller than $\lambda_{g} / 50$ which could cause numerical instability and unacceptable numerical error.

Hence, we first meshed the sample region exactly the same as the most densely occluded configuration of Table 2. The mesh in the sample region was of the order of $\lambda_{g} / 100$, while the meshes in the WR90 waveguide sections were of the order of $\lambda_{g} / 8$ using a tetrahedral mesh. Then, we verified that the numerical error of the
$S$-parameters did not exceed 0.01 using an air-filled sample region. In other words, we followed the procedure outlined in Section III for an isotropic airfilled sample and verified that the extracted relative material tensors were identity tensors.

We also considered the length of the WR90 waveguide sections. Under the premise that only $\mathrm{TE}_{10}$ modes will propagate back to Port 1 and forward to Port 2 because the high-order modes will evanesce, we studied lengths of WR90 ranging from $0.33 \lambda_{g}$ to $1.00 \lambda_{g}$. The $S$-parameters had a larger error for the shorter length, but the relative error of the $S$-parameter magnitude was of the order of 0.01 . The increased error suggests weakly evanescent modes still affect the $S$-parameter calculation which is based on a pure $\mathrm{TE}_{10}$ mode. Hence, we continued to use waveguide sections with lengths of the order of $1.0 \lambda_{g}$.

Lastly, should one choose to check how the effective material property compares to a bulk material that exhibits the same biaxial properties, it is necessary to simulate the anisotropic bulk material. Clearly, the bulk material eliminates the need for a finely detailed mesh in the sample region. However, the different discretization approaches can cause numerical differences. Hence, the mesh for the anisotropic bulk material can be the same as the mesh for the machined isotropic bulk material. There are different ways to define the anisotropy. First, the material can be defined for the sample region which requires the modeler to carefully select all of the subdomain elements. This approach can be tedious. An alternative approach is to redefine the constitutive relations in the sample region and assume a completely air-filled region. We elected the latter approach which significantly reduced the time needed to build the dozens of geometric models listed in Table 2 and eliminated accidental exclusion of a tetrahedron in the sample region.

## V. RESULTS

## A. Effects on uniaxial design

Referring to Table 2, we modeled 23 combinations of square via size and number to provide air ratio values ranging from 0.04 to 31 . Additionally, vias were placed symmetrically and uniformly in the $A-B$ plane. Estimated material parameter values had imaginary components of $0.00 \pm 0.05$ and $\mu_{r e}$ equaled $1.00 \pm 0.05$ and agreed with the lossless and non-magnetic constraints. For this reason, we only show the results of $\operatorname{real}(\overline{\bar{\epsilon}})$.

Figure 3 shows the effective relative permittivity versus frequency for both bulk dielectrics and three levels of air ratio along the $C$ axis $\left(\rho_{C, 1}=0.03\right.$, $\rho_{C, 2}=0.93, \rho_{C, 3}=31.00$ ). As expected, the effective relative permittivities tend toward 1.0 for large air-todielectric ratios, toward the bulk dielectric value for small ratios and toward $\left(\epsilon_{r}+1\right) / 2$ when the air and
dielectric cross-sections are nearly equal.
We define the normalized effective relative permittivity as $\tilde{\epsilon}=(\hat{\epsilon}-1) /\left(\epsilon_{r}-1\right)$ to compare effects of different design parameters and present results for the square vias at 10.0 GHz . Figure 4 only shows curves of $\tilde{\epsilon}_{C}$ because the curves for $\tilde{\epsilon}_{A}$ have similar trends. We also show $\tilde{\epsilon}_{C}$ as calculated from the dimensions used in [7] (Fig. 4 dashed lines with $\otimes$ ).

To determine the range of $\rho_{C}$ that results in the maximum axial difference, we graph the normalized axial difference $\left|\epsilon_{A}-\epsilon_{C}\right| /\left(\epsilon_{r}-1\right)$ in Fig. 5. As there are multiple design combinations that result in the same value of $\rho_{C}$, dark solid and dashed lines denote the averages. The results show that the square via design can achieve 2-3 dB axial difference for values of $\rho$ that span 1 to 2 orders of magnitude.


Fig. 4. Uniaxial normalized effective relative permittivity versus air-to-dielectric ratio along $C$ axis. Dashed line and marker highlight $\tilde{\epsilon}_{C}$ from [7].


Fig. 5. Uniaxial, axial difference of effective relative permittivity versus air-to-dielectric ratio along the $C$ axis at 10.0 GHz .

## B. Effects on biaxial design

Figure 6 shows the effective relative permittivity versus frequency for the biaxial design parameters in

Table 2 and shows distinct anisotropy for $\rho=0.83$. The normalized axial differences $\tilde{\epsilon}_{A}$ and $\tilde{\epsilon}_{B}$ are shown in Fig. 7. The trend for $\tilde{\epsilon}_{A}$ is similar to the uniaxial behavior seen in Fig. 5, achieving $2-3 \mathrm{~dB}$ axial difference, but $\tilde{\epsilon}_{B}$ appears to be more sensitive to increasing air-todielectric ratio.


Fig. 6. Biaxial effective relative permittivity versus frequency for two different levels of air ratio ( $\rho_{C}=0.03$ and $\left.\rho_{C}=0.83\right)$.


Fig. 7. Biaxial, axial difference versus air-to-dielectric ratio along $C$ axis at 10.0 GHz .

## VI. CONCLUSION

A detailed analysis method is presented for studying the sensitivity of the effective biaxial dielectric material properties as imposed by the primary design parameters of a recently reported orthorhombic dielectric crystal design. Using a well-known mode-matching model for characterizing the effective relative permittivity and permeability tensors, we demonstrate the process and show how the air-filled orthorhombic occlusions in bulk dielectric material can achieve a 3-dB axial difference. The analysis method is suitable for both measurementand simulated-based methodologies and for lossy and magnetic materials.
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#### Abstract

Scattering from edges and/or tips (i.e., diffraction) has long been modeled using different approaches. Initially, it was handled analytically using high frequency asymptotics (HFA). Parallel to the development in computer technology diffraction has begun to be modeled using numerical approaches also. Here, method of moments ( MoM ) is used to model the canonical wedge scattering problem and a novel, generally applicable procedure is introduced to extract diffracted fields and diffraction coefficients.


Index Terms - Diffraction, high frequency asymptotics, Method of Moments (MoM), wedge.

## I. INTRODUCTION

The word scattering is used to represent all wave components produced from the interaction of electromagnetic (EM) waves with objects and include incidence, reflection, refraction, and diffraction. Mathematical (analytical) methods are used when frequency is high (i.e., when electromagnetic signal wavelength is quite low compared with the interacted object size) and these are geometric optics (GO), physical optics (PO), geometric theory of diffraction (GTD), uniform theory of diffraction (UTD), and physical theory of diffraction (PTD) [1-10]. GO is a raybased approach which models incident, reflected, and refracted fields between source and receiver. PO, on the other hand, is an induced-surface-current based approach and models wave scattering caused by the inducedcurrents on the illuminated side of the object. Both GO and PO models are incapable of modeling edge and/or tip diffracted fields. These deficiencies were removed with the introduction of diffraction models GTD, UTD, and PTD. GTD takes into account diffraction everywhere except near critical angles and caustics. UTD can handle diffraction near critical angles but still suffers from caustics. Original PTD is general and can handle diffraction everywhere except near grazing
incidence (this deficiency is then removed, see [2], Sec. 7.9). A very useful MatLab wedge diffraction package has been introduced for the illustration and visualization of all these HFA approaches [11].

Finite difference time domain (FDTD) method [12] is an effective approach in diffraction modeling [13-14]. A novel multi-step FDTD modeling has been introduced for the extraction of diffracted fields and diffraction coefficient [15]. A useful MatLab-based FDTD package was also introduced for the visualization of diffracted fields and for comparisons with several HFA models [16].

There have been several attempts in diffraction modeling using method of moments (MoM) in hybrid form [14-21]. The idea was to focus on and around the tip of the wedge and use MoM there; then combine the solution with one of the HFA approaches elsewhere. For example, MoM is combined with PO in [17] and then modified in [18] to overcome the failure of the hybrid approach in some cases. A similar hybridization example may be [19] where MoM was combined with the GTD. MoM solutions of wedge problems are well known and - in particular - adequate modeling by suitable basisfunctions incorporating appropriate edge conditions well discussed in [20].

A novel two-step MoM [22] approach is introduced here for the extraction and visualization of diffracted fields on the canonical wedge scattering problem.

## II. TWO DIMENSIONAL (2D) WEDGE SCATTERING AND DIFFRACTION MODELING

The non-penetrable wedge diffraction problem is canonical and plays a fundamental role in understanding and construction of HFA techniques as well as for the numerical tests. The exact solution to this scattering problem was first found by Sommerfeld [23] in the particular case of a half-plane. For the wedge with an arbitrary angle between its faces, the solution was
obtained by Macdonald and later on by Sommerfeld who developed the method of branched wave functions.

Figure 1 shows the 2D geometry of the semi-infinite wedge with PEC boundaries and exterior angle $\alpha$. Wedge is located in a homogenous medium and illuminated by a cylindrical wave diverging from the line source $S\left(r_{0}, \varphi_{0}\right)$ and receiver point is given by $R(r, \varphi)$, where $r, \varphi, z$ are the polar coordinates. The $z$-axis is aligned along the edge of the wedge. The angle $\varphi$ is measured from the top face of the wedge. The time dependence $\exp (-i \omega t)$ is accepted in the paper.


Fig. 1. 2D wedge geometry, line source and critical angles separating incident, reflected, diffracted fields.

The scenario in Fig. $1\left(0<\varphi_{0}<\alpha-\pi\right)$ belongs to the single side illumination (SSI) where the top face is illuminated. In this case, the 2D scattering plane around the wedge may be divided into three regions in terms of critical wave phenomena occurring there. The region ( $0<\varphi<\pi-\varphi_{0}$ ) includes all the field components incident, reflected, and diffracted fields. The critical angle $\varphi=\pi-\varphi_{0}$ is called Reflection Shadow Boundary ( $R S B$ ). The region ( $\pi-\varphi_{0}<\varphi<\pi+\varphi_{0}$ ) contains only incident and diffracted fields. The critical angle $\varphi=\pi+\varphi_{0}$ is the limiting boundary of the incident field and called Incident Shadow Boundary (ISB). The third region $\left(\pi+\varphi_{0}<\varphi<\alpha\right)$ is the shadow region where only diffracted fields exist.

The scenario with ( $\alpha-\pi<\varphi_{0}<\pi$ ) belongs to the Double Side Illumination (DSI) where both faces are always illuminated. In this case, the 2D scattering plane around the wedge may also be divided into three regions. The regions ( $0<\varphi<\pi-\varphi_{0}$ ) and ( $2 \alpha-\pi-\varphi_{0}<\varphi<\alpha$ ) contain all the field components. The region between these two (i.e., $\pi-\varphi_{0}<\varphi<2 \alpha-\pi-\varphi_{0}$ ) contains no reflected fields and only incident and diffracted fields exist.

The field outside the wedge satisfies the Helmholtz's equation [1]:

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial r^{2}}+\frac{1}{r} \frac{\partial}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2}}{\partial \varphi^{2}}+k^{2}\right) u=\frac{I_{0}}{r} \delta\left(r-r_{0}\right) \delta\left(\varphi-\varphi_{0}\right), \tag{1}
\end{equation*}
$$

where $k$ is the free-space wave number, $I_{0}$ is the line current amplitude, $\delta(\cdot)$ is the Dirac delta functions, the boundary conditions ( BC ) on $\varphi=0$ and $\varphi=\alpha$ are:
$(\mathrm{TM} / \mathrm{SBC}) u_{s}=0$ or $(\mathrm{TE} / \mathrm{HBC}) \partial u_{h} / \partial n=0$,
and the Sommerfeld's radiation condition (SRC) at infinity is:

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \sqrt{k r}\left(\frac{d u}{d r}-i k u\right)=0 \tag{3}
\end{equation*}
$$

In the case of acoustic waves, either the field or its normal derivative is zero on the surface and these conditions refer to acoustically soft (SBC) and hard (HBC) wedges, respectively. In the case of EM waves, SBC and HBC correspond to the $z$-component of electric field intensity $E_{z}(\mathrm{TM})$ and the $z$-component of magnetic field intensity $H_{z}$ (TE), respectively. Non penetrable wedge corresponds to perfectly electrical/magnetic conductors for Dirichlet/Neumann (soft/hard or TM/TE) type BCs.

The total field solutions of the Helmholtz's equation with SBC and HBC for both SSI and DSI are [2]:

$$
\begin{align*}
& u_{s}^{\text {lot }}=\left\{\begin{array}{lll}
\frac{\pi I_{0}}{i \alpha} \sum_{l=1}^{\infty} J_{v_{l}}(k r) H_{v_{l}}^{(1)}\left(k r_{0}\right) \sin \left(v_{l} \varphi_{0}\right) \sin \left(v_{l} \varphi\right), & r \leq r_{0} \\
\frac{\pi I_{0}}{i \alpha} \sum_{l=1}^{\infty} J_{v_{l}}\left(k r_{0}\right) H_{v_{l}(1)}^{(1)}(k r) \sin \left(v_{l} \varphi_{0}\right) \sin \left(v_{l} \varphi\right), & r \geq r_{0}
\end{array}\right. \text {, }  \tag{4}\\
& u_{h}^{(o t)}=\left\{\begin{array}{ll}
\frac{\pi I_{0}}{i \alpha} \sum_{l=1}^{\infty} \varepsilon_{l} J_{v_{l}}(k r) H_{v_{l}}^{(1)}\left(k r_{0}\right) \cos \left(v_{l} \varphi_{0}\right) \cos \left(v_{l} \varphi\right), & r \leq r_{0} \\
\frac{\pi I_{0}}{i \alpha} \sum_{l=0}^{\infty} \varepsilon_{l} J_{v_{l}}\left(k r_{0}\right) H_{v_{l}}^{(1)}(k r) \cos \left(v_{l} \varphi_{0}\right) \cos \left(v_{l} \varphi\right), & r \geq r_{0}
\end{array}\right. \text {. } \tag{5}
\end{align*}
$$

Here, $J_{v_{l}}(\cdot)$ and $H_{v_{l}}^{(1)}(\cdot)$ are Bessel and Hankel functions, respectively; $\nu_{l}=l \pi / \alpha$, and $\varepsilon_{0}=0.5, \varepsilon_{1}=\varepsilon_{2}=\varepsilon_{3}=\cdots=1$. The diffracted fields $u_{s, h}^{\text {diff }}$ can be calculated by subtracting the GO fields from (4) and (5) in different regions as:

$$
\begin{equation*}
u_{s, h}^{\text {diff }}=u_{s, h}^{t o t}-\frac{I_{0}}{4 i} u_{s, h}^{G O} \tag{6}
\end{equation*}
$$

where, for SSI $\left(0<\varphi_{0}<\alpha-\pi\right)$ :

$$
u_{s, h}^{G O}=\left\{\begin{array}{cc}
H_{0}^{(1)}\left(k R_{1}\right) \pm H_{0}^{(1)}\left(k R_{2}\right) & 0<\varphi<\pi-\varphi_{0}  \tag{7}\\
H_{0}^{(1)}\left(k R_{1}\right) & \pi-\varphi_{0}<\varphi<\pi+\varphi_{0}, \\
0 & \pi+\varphi_{0}<\varphi<\alpha
\end{array}\right.
$$

and for DSI $\left(\alpha-\pi<\varphi_{0}<\pi\right)$ :
$u_{s, h}^{G O}=\left\{\begin{array}{cc}H_{0}^{(1)}\left(k R_{1}\right) \pm H_{0}^{(1)}\left(k R_{2}\right) & 0<\varphi<\pi-\varphi_{0} \\ H_{0}^{(1)}\left(k R_{1}\right) & \pi-\varphi_{0}<\varphi<2 \alpha-\pi-\varphi_{0},(8) \\ H_{0}^{(1)}\left(k R_{1}\right) \pm H_{0}^{(1)}\left(k R_{3}\right) & 2 \alpha-\pi-\varphi_{0}<\varphi<\alpha\end{array}\right.$
where $(-)$ and $(+)$ are for SBC and HBC , respectively, and

$$
\begin{gather*}
R_{1}=\sqrt{r^{2}+r_{0}^{2}-2 r r_{0} \cos \left(\varphi-\varphi_{0}\right)},  \tag{9a}\\
R_{2}=\sqrt{r^{2}+r_{0}^{2}-2 r r_{0} \cos \left(\varphi+\varphi_{0}\right)},  \tag{9b}\\
R_{3}=\sqrt{r^{2}+r_{0}^{2}-2 r r_{0} \cos \left(2 \alpha-\varphi-\varphi_{0}\right)} . \tag{9c}
\end{gather*}
$$

This model is based on the series summation in (4)-(5) and represents reference solution if computed accurately where the critical issue is the specification of the number of terms included which increases with frequency and/or distance.

## III. MOM MODELING OF WEDGE SCATTERING

Method of moments (MoM) is a general procedure and frequency domain approach for solving linear equations. Many problems that cannot be solved exactly can be solved approximately by this method. The MoM owes its name to the process of taking moments by multiplying with appropriate weighting functions and integrating. It has been applied to a broad range of EM problems since the publication of the book by Harrington [22]. A comprehensive bibliography is too vast to be given here. A useful tutorial has just been published [24].

The MoM-based scattering model requires first analytical derivation of the 2D Green's function. Then, both surfaces of the wedge are discretized and replaced with a number of neighboring segments. The segment lengths are specified according to the wave frequency. As a rough criterion, the length of each segment should be equal to or less than one-tenth of the wavelength for discretization in almost all frequency and time domain models. At least ten segments per wavelength is a rough discretization; depending on the problem at hand as many as several dozen segments may be required. The number of segments on both surfaces are $N$, therefore the total number of segments is $2 N$. Note that, infinite distances, lengths, etc. can be truncated after several wavelengths (usually 10 to 100 ) with acceptable errors. Although it is an infinite wedge a rough truncation with ten to hundred wavelengths from the tip may be enough for the numerical simulations, depending on the polarization as well as other parameters.

Assuming that a line source illuminates the wedge, and currents induced on constant-length segments when illuminated by the source are constant, one can apply MoM technique and obtain the closed form matrix equation:

$$
\begin{equation*}
\bar{V}=\overline{\bar{Z}} \bar{I} \tag{10}
\end{equation*}
$$

where $\bar{I}$ contains the unknown segment currents, $\bar{V}$ denotes the incident field evaluated at the segment centers, and $\overline{\bar{Z}}$ is the $2 N \times 2 N$ impedance matrix [25].

The unknown segment currents are obtained by solving the system in (10). Finally, direct wave from the
source to the receiver and scattered waves from all segments to the receiver are added and total wave at the observer is obtained.

Note that, each segment acts as a line source with omni-directional radiation pattern on $x z$-plane for the TM polarization. Therefore all segment currents are in parallel (and are perpendicular to the paper). Their mutual coupling (i.e., the impedance matrix) and scattered fields depend on only the distance. On the other hand, each segment acts as a short dipole for the TE polarization. Both their coupling and scattered fields are orientation (angle)-dependent.

## IV. A NOVEL MOM PROCEDURE FOR THE EXTRACTION OF WEDGE DIFFRACTED FIELDS

Incident fields in MoM modeling are injected analytically using the Green's function solution of the problem at hand therefore the scattered fields accumulated from individual source-induced segment currents contain only reflected and diffracted fields. The critical angle $\varphi=\pi-\varphi_{0}$ (RSB) divides the whole scattering region into two; with and without reflected fields. As shown in Fig. 1, diffracted fields exist everywhere and reflected plus diffracted fields exist only in the region ( $0<\varphi<\pi-\varphi_{0}$ ). The MoM procedure of the wedge scattering is implemented as follows:
i. First, incident fields upon segments are calculated using the Green's function of the problem.
ii. The impedance matrix is formed.
iii. Then, $2 N$ by $2 N$ matrix system is solved and source-induced segment currents are obtained.
iv. Finally, scattered fields on the chosen observation points are calculated from the superposition of segment radiations using the Green's function.
The diffracted-only fields can be obtained using the MoM procedure if reflected fields in region ( $0<\varphi<\pi-\varphi_{0}$ ) are subtracted. The reflected fields in region ( $0<\varphi<\pi-\varphi_{0}$ ) can be extracted as follows:

- First, infinite-plane geometry shown in Fig. 2 is taken into account and standard 4-step MoM procedure explained above is applied. The MoMcomputed scattered fields contain only reflected fields since there is no edge discontinuity.
- The scattered fields obtained with this geometry are subtracted from the scattered fields of the wedge geometry in region ( $0<\varphi<\pi-\varphi_{0}$ ) and reflected fields are all eliminated. The result yields diffractedonly fields.
Note that, reflected field regions are different for the DSI, therefore this procedure is repeated for $\varphi=\alpha$ plane and bottom-face-reflected fields are also extracted.


Fig. 2. Infinite-plane geometry and MoM modeling of scattered fields for the line source illumination. MoMcomputed scattered fields contain only reflected fields.

Examples using this novel MoM procedure are shown in Figs. 3-7, where MoM-extracted diffracted fields for both polarizations are compared against the analytical reference solution as well as the uniform theory of diffraction (UTD) model. The total and diffracted fields are obtained.

A non-penetrable wedge with $60^{\circ}$ interior angle is taken into account in Fig. 3. SBC ( $\mathrm{TM}_{z}$ case) is assumed. Total and diffracted fields vs. angle around the tip of the wedge on a circle with $5 \lambda$-radius are plotted. The wedge is illuminated by a line source located 10 $\lambda$-distance with $\varphi_{0}=90^{\circ}$. Infinite wedge faces are truncated in $10 \lambda$ and segment lengths are chosen $\lambda / 10$. Total field vs. angle plots on the left show the three regions clearly. As observed, very good agreement is obtained with MoM modeling even with these rough discretization parameters.

A non-penetrable wedge with $90^{\circ}$ interior angle is used in Fig. 4. All the parameters are kept the same as in Fig. 3 except the illumination angle ( $\varphi_{0}=60^{\circ}$ ). Again, total and diffracted fields vs. angle around the tip of the wedge are plotted and very good agreement is obtained among different models.

The next two examples belong to the other polarization (HBC/TE). In Fig. 5, a non-penetrable wedge with $60^{\circ}$ interior angle is taken into account. Infinite wedge faces are truncated in $100 \lambda$ in this case and segment lengths are chosen $\lambda / 20$. Source and receiver distances from the tip of the wedge are kept the same. The illumination angle is $50^{\circ}$. Total and diffracted fields vs. angle around the tip of the wedge on a circle are plotted. MoM results are compared with exact series representation.

Figure 6 belongs to a non-penetrable wedge with $120^{\circ}$ interior angle. HBC is used. The illumination angle is $30^{\circ}$. Total and diffracted fields vs. angle around the tip of the wedge are plotted using three different models.

The last example shows DSI case. Figure 7 belongs to a non-penetrable wedge with $90^{\circ}$ interior angle for SBC case. The illumination angle is $120^{\circ}$. As observed, the agreement among the models is very good.

Note that, different discretizations are required for the TM (SBC) and TE (HBC) polarizations. Approximately, 10 $\lambda$-long wedge sides are enough for the TM polarization and the results are in 200 by 200 matrix system. On the other hand, up to $100 \lambda$-long wedge sides (even more) may be required for the TE polarization where 2000 by 2000 matrix system is of interest. Nevertheless, both discrete systems can be solved within a minute with a regular student computer.

In addition, the frequency is fixed to 30 MHz in all the examples. It may be any value; there is no restriction as long as wavelength - distance relation is mentioned.


Fig. 3. Wedge scattering for TM/SBC: $\alpha=300^{\circ}, r=50 \mathrm{~m}$, $r_{0}=100 \mathrm{~m}, \varphi_{0}=90^{\circ}$, and $f=30 \mathrm{MHz}$; (left) total fields vs. angle, (right) diffracted fields vs. angle.


Fig. 4. Wedge scattering for TM/SBC: $\alpha=270^{\circ}, r=50 \mathrm{~m}$, $r_{0}=100 \mathrm{~m}, \varphi_{0}=60^{\circ}$, and $f=30 \mathrm{MHz}$; (left) total fields vs. angle, (right) diffracted fields vs. angle.


Fig. 5. Wedge scattering for TE/HBC: $\alpha=300^{\circ}, r=50 \mathrm{~m}$, $r_{0}=100 \mathrm{~m}, \varphi_{0}=50^{\circ}$, and $f=30 \mathrm{MHz}$; (left) total fields vs. angle, (right) diffracted fields vs. angle.


Fig. 6. Wedge scattering for TE/HBC: $\alpha=240^{\circ}, r=50 \mathrm{~m}$, $r_{0}=100 \mathrm{~m}, \varphi_{0}=30^{\circ}$, and $f=30 \mathrm{MHz}$; (left) total fields vs. angle, (right) diffracted fields vs. angle.


Fig. 7. Wedge scattering for TM/SBC: $\alpha=270^{\circ}, r=50 \mathrm{~m}$, $r_{0}=100 \mathrm{~m}, \varphi_{0}=120^{\circ}$, and $f=30 \mathrm{MHz}$; (left) total fields vs. angle, (right) diffracted fields vs. angle.

## V. CONCLUSIONS

A novel Method of Moment (MoM) modeling is introduced for the calculation of diffracted fields in the frequency domain. Electromagnetic wave scattering from a non-penetrable wedge is taken into account and the edge-diffracted fields are extracted numerically. The results are validated against analytical reference solutions as well as the uniform theory of diffraction (UTD). This two-step MoM approach can be used to obtain the diffraction coefficients of scatterers with arbitrary shape and decomposition (e.g., loss-free and lossy dielectrics, metamaterials, etc.) [26]. Higher order diffraction effects can also be modeled, and, for example, double diffraction coefficients of multiple tips can be obtained.

Note that, the diffraction coefficient has a physical meaning only for high frequency fields and far away from the wedge when $k r_{0} \gg 1, k r \gg 1$, and $r \gg \lambda$ [15]. This term is a high frequency asymptotic (HFA) notion. One needs to reach at least $\mathrm{r}=10 \lambda-20 \lambda$ in order to obtain some reasonable values for diffraction coefficients. For an object of a size of several wavelengths, the size of MoM space reaches to hundreds by hundreds even in 2D which necessitates several thousand segments with a rough segment discretization of $\lambda / 10$. This is within the range of applicability with a regular student computer with 2-4 GB RAM memory
and a few GHz speed. Much larger memories are essential in 3D MoM modeling. Fortunately, there are alternatives and hybridization approaches to overcome these problems which are beyond the scope of this paper.
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#### Abstract

Synthetic basis functions method (SBFM) is used in this paper to analyze scattering properties of periodic arrays composed of composite metallic and dielectric structures based on EFIE-PMCHW equation. Compared to traditional method of moment (MoM) based on volume integral equations (VIE) or surface integral equations (SIE), SBFM uses fewer synthetic basis functions to approximate scattering properties of a target which decreases the number of unknowns as well as memory cost significantly. Auxiliary sources are introduced to imitate the mutual coupling effects between different blocks. By solving targets' responses to these auxiliary sources, scattering solution space will be determined. Then, singular value decomposition (SVD) is adopted to extract synthetic basis functions' coefficients matrix from scattering solution space. For periodic structures, synthetic basis functions of each block are exactly the same which means previously computed coefficients matrix can be recycled; therefore, SBFM is of great advantages in analyzing large scale periodic mixed problems.


Index Terms - Periodic structures, PMCHW formulation, scattering properties, singular value decomposition.

## I. INTRODUCTION

Surface integral equation solvers based on MoM are often adopted in the field of scattering analysis. However, standard MoM implemented with low order basis functions (e.g., RWG [1]) is hardly applied to electrically large targets for the rapid increase of computational complexity and memory cost. To solve this problem, fast multi-pole method (FMM) [2,3] and its extension (multilevel fast multi-pole method, MLFMM $[4,5]$ ) made great progresses. These algorithms are based on the sub-domain basis functions, aiming to accelerate the computational efficiency of evaluating interactions among blocks. Another approach dealing with electrically large problems is reducing the number of unknowns (e.g., characteristic basis function method, CBFM [6] and synthetic basis function method, SBFM [7-9]). These approaches
firstly divide the target into several blocks according to its physical and geometrical features. Then, high order functions, which are usually linear combinations of low order functions, are adopted to describe the target's electromagnetic properties.

SBFM was first put forward by Matekovits in 2001 [7]. Not until its systematical representation was published in 2007 [9], this approach caught much more attention. Based on sub-domain decomposition, SBFM introduces the concept of degree of freedom (DOF) in its solution space to control the generation of each block's synthetic basis functions. More importantly, synthetic basis functions can be recycled in periodic system which can improve the computational efficiency significantly. There had been many applications of SBFM both in radiating and scattering analysis since 2007 [10-14].

Although SBFM has been put forward for more than ten years, researches on this approach are mainly laid on two kinds of applications: perfectly electric conducting (PEC) and dielectric structures. For example, paper [9] utilized EFIE and SBFM to analyze large complex conducting structures, while paper [14] applied SBFM to the scattering analysis of inhomogeneous dielectric bodies based on generalized surface integral equations (GSIE) [13,14]. However, in this paper, emphasis is laid on the third application: mixed problems. SBFM is used to analyze scattering properties of large scale periodic structures composed of different kinds of mediums based on EFIE-PMCHW formulation. Compared to the GSIE used in paper [14], PMCHW formulation is adopted in the process of addressing dielectric problems in this paper, which lowers the computational accuracy to some extent but decreases the number of unknowns drastically, and thus, improves the computational efficiency. What's more, the paper also explores principles on how to get synthetic basis functions' solution space for mixed problems based on equivalence theorem. Compared to traditional analysis of mixed problems based on MoM and VIE or SIE, this approach not only reduces the number of unknowns as well as computational time
sharply, but also can make a compromise between complexity and accuracy.

## II. THEORY OF SBFM

SBFM is an improved algorithm on the basis of MoM which uses synthetic basis functions to replace traditional low order basis functions.

$$
\begin{equation*}
f(\mathbf{X})=g . \tag{1}
\end{equation*}
$$

Assume Equation (1) as a linear integral formula and $\boldsymbol{X}$ as the unknowns defined on the surface of a target. In traditional MoM, RWG functions are usually used to discretize $\boldsymbol{X}$ and to make inner product which leads to the following matrix equations:

$$
\begin{gather*}
\boldsymbol{X}=\sum_{n=1}^{N} x_{n} \boldsymbol{f}_{n}\left(\boldsymbol{r}^{\prime}\right),  \tag{2}\\
{\left[\left\langle\boldsymbol{f}_{m}(\boldsymbol{r}), f\left(\boldsymbol{f}_{n}\left(\boldsymbol{r}^{\prime}\right)\right)\right\rangle\right]_{N \times N}\left[x_{n}\right]_{N \times 1}}  \tag{3}\\
\\
=\left[\left\langle\boldsymbol{f}_{m}(\boldsymbol{r}), g\right\rangle\right]_{N \times 1},
\end{gather*}
$$

where $\boldsymbol{f}_{n}(\boldsymbol{r})$ stands for the RWG functions and $<\boldsymbol{A}, \boldsymbol{B}>$ represents the inner product of $\boldsymbol{A}$ and $\boldsymbol{B}$.

However, in SBFM, synthetic functions are employed in place of RWG functions which can sharply decrease the number of unknowns. There are three main steps in SBFM $[9,15]$.

## A. Domain decomposition

To reduce the number of unknowns, the first step is breaking the target into several geometrically small and simple sub-blocks. Compared to dealing with the whole target, it will be much easier to analyze these subblocks. Notably, each sub-block should share the same geometrical shape for the sake of making each block's synthetic basis functions the same. For periodic structures, a single element of the structure is usually defined as a sub-block.

Suppose a target is divided into $N_{S B}$ blocks, as is shown in Fig. 1, and label each block's surface as S block for the sake of simplicity. Considering the fact that there may be public edges between different $S$ blocks, L block needs to be introduced on behalf of these public edges. Denote the number of L blocks is $N_{L B}$.


Fig. 1. Sketch map of domain decomposition.

## B. Construct synthetic basis functions

Traditionally, low order functions (e.g., RWG) are used to discretize the unknowns defined on blocks.

However, this kind of discretization usually needs quantities of basis functions which will greatly increase computational complexity and memory cost. Thus, in SBFM, we try to approximate the unknowns with less high order functions. High order functions, also called synthetic basis functions, vary with the geometrical features of blocks.

For S blocks, synthetic basis functions are set as linear combinations of a series of RWG functions:

$$
\begin{equation*}
\boldsymbol{F}_{m}^{b}(\boldsymbol{r})=\sum_{k=1}^{N_{k}} P_{k, m}^{b} \boldsymbol{f}_{k}(\boldsymbol{r}), m=1, \cdots, M_{b} ; b=1, \cdots, N_{S B}, \tag{4}
\end{equation*}
$$

where $N_{b}$ is the number of RWG functions defined on block $b$ and $M_{b}$ refers to the number of synthetic basis functions defined on the block. As for $N_{S B}$, it represents the number of S-blocks.

Obviously, $N_{b}$ is determined by the triangulation carried on block $b$ while $M_{b}$ is determined by SBFM's truncation error which will be discussed in Section IV. To reach the purpose of reducing the number of unknowns, we want $M_{b} \ll N_{b}$.

For L blocks, define synthetic basis functions as RWG functions since RWG functions already meet the current continuity conditions on public edges:

$$
\begin{equation*}
\boldsymbol{F}_{m}^{b}(\boldsymbol{r})=\boldsymbol{f}_{m}(\boldsymbol{r}), m=1, \cdots, N_{b} ; b=1, \cdots, N_{L B}, \tag{5}
\end{equation*}
$$

where $N_{b}$ represents the number of RWG basis functions defined on block $b$.

## C. Establish synthetic matrix equation

Having got synthetic basis functions, Equations (2) and (3) can be re-written as:

$$
\begin{align*}
& \left\{\begin{array}{l}
\boldsymbol{X}=\sum_{b=1}^{N_{S g}+N_{L B}} \sum_{n=1}^{M_{b}} x_{n} \boldsymbol{F}_{n}\left(\boldsymbol{r}^{\prime}\right)=\sum_{u=1}^{N_{\text {sgF }}} y_{u} \boldsymbol{F}_{u}\left(\boldsymbol{r}^{\prime}\right) \\
N_{\text {SBF }}=\sum_{b=1}^{N_{\text {Sse }} N_{L B}} M_{b}
\end{array},\right.  \tag{6}\\
& {\left[\left\langle\boldsymbol{F}_{m}(\boldsymbol{r}), f\left(\boldsymbol{F}_{n}\left(\boldsymbol{r}^{\prime}\right)\right)\right\rangle\right]_{N_{S g F P} \times N_{S S F}}\left[y_{u}\right]_{N_{S B P} \times 1}} \\
& =\left[\left\langle\boldsymbol{F}_{m}(\boldsymbol{r}), g\right\rangle\right]_{N_{s p F} \times 1}, \tag{7}
\end{align*}
$$

where $N_{S B F}$ is the total number of unknowns in Equation (7), which depend on the number of synthetic basis functions defined on each block. While in traditional MoM, the total number of unknowns $N_{M o M}$ is calculated in the following equation:

$$
\begin{equation*}
N_{M O M}=\sum_{b=1}^{N_{S B}+N_{L B}} N_{b} . \tag{8}
\end{equation*}
$$

For each block, the number of synthetic basis functions is less than that of RWG functions: $M_{b} \ll N_{b}$. Thus, the total number of unknowns of MoM and SBFM meet the condition: $N_{S B F} \ll N_{M O M}$, which means memory cost of SBFM will be much smaller than that of MoM.

Further, in MoM, computational complexity and memory cost are $O\left(N^{3}\right)$ and $O\left(N^{2}\right)$ respectively, where
$N$ represents the number of unknowns. Since the main difference between MoM and SBFM is the selection of basal functions, the method of evaluating SBFM's computational complexity and memory cost is the same to that of MoM. Therefore, compared to MoM, SBFM has great advantages both in computational complexity and memory cost for $N_{S B F} \ll N_{M O M}$.

Compared to Equation (3), Equation (7) replaces all the RWG functions with the synthetic basis functions got in $B$ and is called synthetic matrix equation.

Taking block $b_{1}$ and $b_{2}$ into consideration, elements in Equation (7) can be calculated from that in Equation (3):

$$
\begin{align*}
& {\left[\left\langle\boldsymbol{F}_{m}(\boldsymbol{r}), f\left(\boldsymbol{F}_{n}\left(\boldsymbol{r}^{\prime}\right)\right)\right\rangle\right]_{b_{1} b_{2}}=}  \tag{9}\\
& \quad\left[\boldsymbol{F}^{b_{1}}\right]^{T}\left[\left\langle\boldsymbol{f}_{m}(\boldsymbol{r}), f\left(\boldsymbol{f}_{n}\left(\boldsymbol{r}^{\prime}\right)\right)\right\rangle\right]_{b_{1} b_{2}} \boldsymbol{F}^{b_{2}} \\
& {\left[\left\langle\boldsymbol{F}_{m}(\boldsymbol{r}), g\right\rangle\right]_{b_{1} b_{2}}=\left[\boldsymbol{F}^{b_{1}}\right]^{T}\left[\left\langle\boldsymbol{f}_{m}(\boldsymbol{r}), g\right\rangle\right]_{b_{1} b_{2}}} \tag{10}
\end{align*}
$$

where $\boldsymbol{F}^{b}$ represents the matrix of synthetic basis functions' coefficients defined on block $b$ :

$$
\left\{\begin{array}{l}
\boldsymbol{F}^{b}=\left[\boldsymbol{F}_{1}^{b}, \boldsymbol{F}_{2}^{b}, \cdots, \boldsymbol{F}_{M_{b}}^{b}\right]  \tag{11}\\
\boldsymbol{F}_{m}^{b}=\left[P_{1, m}^{b}, P_{2, m}^{b}, \cdots, P_{N_{b}, m}^{b}\right]^{T}
\end{array}\right.
$$

Obviously, synthetic basis functions' solution space influences accuracy and complexity. Thus, how to determine the solution space is of vital importance and this will be discussed in Section IV.

## III. SURFACE INTEGRAL EQUATION

For scattering problems, SIE (e.g., EFIE and MFIE) are often used when it comes to PEC structures, with RWG functions being its basis functions. As for dielectric structures, VIE and volume basis functions (e.g., SWG [16]) are usually adopted. However, volume meshing usually means a large amount of unknowns which is unbearable for a personal computer. Compared to VIE, SIE can also be used to analyze homogeneous dielectric structures with its results being less accurate but much more efficient. In this paper, EFIE and PMCHW formulation are used to analyze PEC and homogenous dielectric structures respectively. Finally, mixed problems are also explored in the method of EFIE+PMCHW.

For PEC targets, EFIE is usually expressed as [17]:

$$
\begin{equation*}
\hat{n} \times Z^{(i)} L^{(i)}\left(\boldsymbol{J}_{s i}\right)=\hat{n} \times \boldsymbol{E}_{i n c}^{(i)}, \tag{12}
\end{equation*}
$$

where $L$ is the electric integral operator and defined as: $L(\boldsymbol{X})=j k \int_{v}\left[\boldsymbol{X}\left(\boldsymbol{r}^{\prime}\right) G\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)+\frac{1}{k^{2}} \nabla^{\prime} \cdot \boldsymbol{X}\left(\boldsymbol{r}^{\prime}\right) \nabla G\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)\right] d v^{\prime}$.

For homogenous dielectric targets, PMCHW formulation is compactly written as [18]:

$$
\left\{\begin{array}{l}
\hat{n} \times\left\{Z^{(i)} L^{(i)}(\boldsymbol{J})-K^{(i)}(\boldsymbol{M})+Z^{(j)} L^{(j)}(\boldsymbol{J})-K^{(j)}(\boldsymbol{M})\right\}=\hat{n} \times \boldsymbol{E}_{\text {inc }}^{(i)}  \tag{14}\\
\hat{n} \times\left\{K^{(i)}(\boldsymbol{J})+Y^{(i)} L^{(i)}(\boldsymbol{M})+K^{(j)}(\boldsymbol{J})+Y^{(j)} L^{(j)}(\boldsymbol{M})\right\}=\hat{n} \times \boldsymbol{H}_{\text {inc }}^{(i)}
\end{array}\right.
$$

where $K$ is the magnetic integral operator and defined as:

$$
\begin{equation*}
K(\boldsymbol{X})=\int_{v}\left[\boldsymbol{X}\left(\boldsymbol{r}^{\prime}\right) \times \nabla G\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)\right] d v^{\prime} . \tag{15}
\end{equation*}
$$

For composite metallic and dielectric targets, SIE is described as [18]:

$$
\left\{\begin{array}{r}
\hat{n}_{i j} \times\left.\left\{\begin{array}{r}
\sum_{k=0, k \neq i}^{n}\left[Z^{(i)} L^{(i)}\left(\boldsymbol{J}_{s i k}\right)-K^{(i)}\left(\boldsymbol{M}_{s i k}\right)\right]+ \\
\sum_{k=0, k \neq j}^{n}\left[Z^{(j)} L^{(j)}\left(\boldsymbol{J}_{s j k}\right)-K^{(j)}\left(\boldsymbol{M}_{s j k}\right)\right]
\end{array}\right\}\right|_{S_{i j}} \\
=\hat{n}_{i j} \times\left.\left(\boldsymbol{E}_{i n c}^{(i)}-\boldsymbol{E}_{i n c}^{(j)}\right)\right|_{S_{i j}}
\end{array},\right.
$$

where $S_{i j}$ refers to the interface of medium $i$ and $j, \boldsymbol{J}$ and $\boldsymbol{M}$ represent electric and magnetic currents on the interface respectively.

Specifically, magnetic currents $\boldsymbol{M}$ and incident magnetic field $\boldsymbol{H}_{\text {inc }}$ tend to be zero when medium $j$ is PEC bodies. Then, Equation (16) can be re-written as:

$$
\begin{align*}
& \hat{n}_{i j} \times\left\{\sum_{k=0, k \neq i, j}^{n}\left[Z^{(i)} L^{(i)}\left(\boldsymbol{J}_{s i k}\right)-K^{(i)}\left(\boldsymbol{M}_{s i k}\right)\right]+\right.\left.Z^{(i)} L^{(i)}\left(\boldsymbol{J}_{s i j}\right)\right\}\left|\left.\right|_{S_{i j}}\right. \\
&=\hat{n}_{i j} \times\left.\boldsymbol{E}_{i n c}^{(i)}\right|_{S_{i j}} \tag{17}
\end{align*}
$$

Equations (16) and (17) is called EFIE-PMCHW equation for composite metallic and dielectric targets.

To solve these SIEs listed above, $\boldsymbol{J}$ and $\boldsymbol{M}$ need to be discretized by basis functions firstly:

$$
\begin{equation*}
\boldsymbol{J}\left(\boldsymbol{r}^{\prime}\right)=\sum_{n=1}^{N} \alpha_{n} \boldsymbol{f}_{n}\left(\boldsymbol{r}^{\prime}\right), \boldsymbol{M}\left(\boldsymbol{r}^{\prime}\right)=\sum_{n=1}^{N} \beta_{n} \boldsymbol{f}_{n}\left(\boldsymbol{r}^{\prime}\right) \tag{18}
\end{equation*}
$$

Then, according to MoM and Galerkin principle, these SIEs can be transformed into the following linear matrix equations.

- PEC Targets

$$
\begin{equation*}
Z I=V, \tag{19}
\end{equation*}
$$

where $Z$ is the impedance matrix and $V$ is the exciting matrix:

$$
\left\{\begin{array}{l}
Z_{m n}=\left\langle\boldsymbol{f}_{m}(\boldsymbol{r}), Z_{0} L\left(\boldsymbol{f}_{n}\left(\boldsymbol{r}^{\prime}\right)\right)\right\rangle  \tag{20}\\
V_{m}=\left\langle\boldsymbol{f}_{m}(\boldsymbol{r}), \boldsymbol{E}_{i n c}(\boldsymbol{r})\right\rangle
\end{array}\right.
$$

where $Z_{0}$ is the wave impedance of free space.

- Dielectric Targets

$$
\left[\begin{array}{cc}
z^{E J} & z^{E M}  \tag{21}\\
z^{H J} & z^{H M}
\end{array}\right]\left[\begin{array}{c}
I^{J} \\
I^{M}
\end{array}\right]=\left[\begin{array}{c}
V^{E} \\
V^{H}
\end{array}\right] .
$$

The impedance matrix and exciting matrix will be obtained through Equations (22) and (23):

$$
\begin{gather*}
\left\{\begin{array}{l}
z_{m n}^{E J}=\left\langle\boldsymbol{f}_{m}(\boldsymbol{r}),\left[Z^{(i)} L^{(i)}\left(\boldsymbol{f}_{n}\left(\boldsymbol{r}^{\prime}\right)\right)+Z^{(j)} L^{(j)}\left(\boldsymbol{f}_{n}\left(\boldsymbol{r}^{\prime}\right)\right)\right]\right\rangle \\
z_{m n}^{E M}=\left\langle\boldsymbol{f}_{m}(\boldsymbol{r}),-\left[K^{(i)}\left(\boldsymbol{f}_{n}\left(\boldsymbol{r}^{\prime}\right)\right)+K^{(j)}\left(\boldsymbol{f}_{n}\left(\boldsymbol{r}^{\prime}\right)\right)\right]\right\rangle \\
z_{m n}^{H J}=\left\langle\boldsymbol{f}_{m}(\boldsymbol{r}),\left[K^{(i)}\left(\boldsymbol{f}_{n}\left(\boldsymbol{r}^{\prime}\right)\right)+K^{(j)}\left(\boldsymbol{f}_{n}\left(\boldsymbol{r}^{\prime}\right)\right)\right]\right\rangle \\
z_{n n}^{H M}=\left\langle\boldsymbol{f}_{m}(\boldsymbol{r}),\left[Y^{(i)} L^{(i)}\left(\boldsymbol{f}_{n}\left(\boldsymbol{r}^{\prime}\right)\right)+Y^{(j)} L^{(j)}\left(\boldsymbol{f}_{n}\left(\boldsymbol{r}^{\prime}\right)\right)\right]\right\rangle \\
\left\{\begin{array}{l}
V_{m}^{E}=\left\langle\boldsymbol{f}_{m}(\boldsymbol{r}), \boldsymbol{E}_{\text {inc }}(\boldsymbol{r})\right\rangle \\
V_{m}^{H}=\left\langle\boldsymbol{f}_{m}(\boldsymbol{r}), \boldsymbol{H}_{\text {inc }}(\boldsymbol{r})\right\rangle
\end{array}\right.
\end{array}, .\right.
\end{gather*}
$$

- Composite Metallic and Dielectric Targets

$$
\left[\begin{array}{lll}
Z^{C C} & Z^{C D} & Z^{C M}  \tag{24}\\
Z^{D C} & Z^{D D} & Z^{D M} \\
Z^{M C} & Z^{M D} & Z^{M M}
\end{array}\right]\left[\begin{array}{c}
I^{C} \\
I^{D} \\
I^{M}
\end{array}\right]=\left[\begin{array}{c}
V^{C} \\
V^{D} \\
V^{M}
\end{array}\right],
$$

where $V^{C}$ is the exciting matrix of PEC bodies and $V^{D}$ and $V^{M}$ represent the exciting matrixes of dielectric bodies:

$$
\left\{\begin{array}{l}
V_{m}^{C}=\left\langle\boldsymbol{f}_{m}(\boldsymbol{r}), \boldsymbol{E}_{\text {inc }}(\boldsymbol{r})\right\rangle, m=1, \ldots, N^{C}  \tag{25}\\
V_{m}^{D}=\left\langle\boldsymbol{f}_{m}(\boldsymbol{r}), \boldsymbol{E}_{\text {inc }}(\boldsymbol{r})\right\rangle, m=1, \ldots, N^{D} \\
V_{m}^{M}=\left\langle\boldsymbol{f}_{m}(\boldsymbol{r}), \boldsymbol{H}_{i n c}(\boldsymbol{r})\right\rangle, m=1, \ldots, N^{D}
\end{array} .\right.
$$

As for impedance matrix, it is calculated similar to that in PEC and dielectric targets. For the sake of simplicity, formulas of each element are not listed here but can be found in paper [18]:

$$
\left\{\begin{array}{l}
\boldsymbol{J}\left(\boldsymbol{r}^{\prime}\right)=\sum_{b=1}^{N_{B}} \sum_{m=1}^{M_{b}^{b}} j_{m}^{b} \boldsymbol{F}_{m}^{b}\left(\boldsymbol{r}^{\prime}\right)  \tag{26}\\
\boldsymbol{M}\left(\boldsymbol{r}^{\prime}\right)=\sum_{b=1}^{N_{B}} \sum_{m=1}^{M_{b}^{u}} m_{m}^{b} \boldsymbol{F}_{m}^{b}\left(\boldsymbol{r}^{\prime}\right)
\end{array} .\right.
$$

In MoM, electric and magnetic currents are discretized by RWG functions, as is shown in Equation (18), while in SBFM, currents are discretized by synthetic basis functions, as is shown in Equation (26).

Then, all the matrix Equations (19), (21) and (24) can be transformed into synthetic matrix equations in the following method:

$$
\left\{\begin{array}{l}
{\left[Z_{S B F}\right][j]=\left[V_{S B F}\right]}  \tag{27}\\
{\left[Z_{S B F}\right]_{b_{1} b_{2}}=\left[\boldsymbol{F}^{b_{1}}\right]^{T}[Z]_{b_{1} b_{2}} \boldsymbol{F}^{b_{2}},} \\
{\left[V_{S B F}\right]_{b_{1}}=\left[\boldsymbol{F}^{b_{1}}\right]^{T}[V]_{b_{1}}}
\end{array}\right.
$$

where $[Z]_{b 1 b 2}$ is the impedance matrix of block $b_{1}$ and $b_{2}$ calculated by RWG functions. Since Equation (27)
tackles the target block by block, the scale of equation is much smaller than that in traditional MoM.

Solving Equation (27), currents coefficients matrix corresponding to synthetic basis functions [j] will be available. Then, according to Equation (26), the original currents coefficients matrix corresponding to RWG functions [ 1 ] can be transformed from [j] and synthetic basis functions' coefficients matrix $[P]$;

$$
\begin{equation*}
I_{k}^{b}=\sum_{m=1}^{M_{b}} P_{k, m}^{b} j_{m}^{b}, \quad b=1,2, \cdots, N_{B} . \tag{28}
\end{equation*}
$$

Having got the coefficients of initial RWG functions, it is easy to do some further processing (radiating field, scattering properties, etc.).

Overall, Equation (28) shows that the key of SBFM is determining the number of synthetic basis functions $M_{b}$ and their coefficients matrix $[P]$. This will be discussed in Section IV.

## IV. GENERATION OF SYNTHETIC BASIS FUNCTIONS

Paper [19] claims that DOF of a certain scatterer's scattering field is restricted to $\left[D_{\infty}, D_{1}\right]$, where $D_{1}$ donates the total number of RWG functions defined on the surface of the scatterer. Thus, it is possible to approximate the scattering fields' solution space with fewer synthetic functions [14]. To find proper synthetic functions, there are two main steps: setting auxiliary sources and SVD.

Taking an isolated block into consideration, exciting voltage not only comes from the incident plane wave but also comes from mutual coupling effects of other blocks. Paper [14] points out mutual coupling effects can be imitated by a series of auxiliary sources based on equivalence theorem. Figure 2 demonstrates that a block is surrounded by an enclosed stereoscopic space, and a series of auxiliary sources (RWG functions) are defined on the surface of the space. By evaluating the block's responses to these auxiliary sources, solution space will be available. Synthetic basis functions' coefficients are these independent columns of the solution space. To extract independent elements, SVD will be adopted.


Fig. 2. An isolated block is surrounded by auxiliary sources.

## - PEC Targets

Paper [9] shows the method of determining PEC's solution space. Referring to this method, re-write it as:

$$
\left\{\begin{array}{l}
{\left[I^{1}\right]=\left[Z^{1}\right]^{-1}\left(V^{1}-V^{1 e}\right)}  \tag{29}\\
V^{1 e}=\left\langle\boldsymbol{f}_{m}(\boldsymbol{r}), Z_{0} L\left(\boldsymbol{f}_{\alpha}(\boldsymbol{s})\right)\right\rangle
\end{array}\right.
$$

where $V^{1 e}$ represents exciting voltage caused by mutual coupling effects.

It should be noticed that Equation (29) is slightly different with that in paper [9], but corresponds to Equation (12).

Similarly, for dielectric and composite structures, solution space can also be obtained through PMCHW formulation. However, in comparison to PEC bodies, both auxiliary electric and magnetic sources are needed for dielectric bodies.

- Dielectric Targets

$$
\left[\begin{array}{ll}
z^{E J} & z^{E M}  \tag{30}\\
z^{H J} & z^{H M}
\end{array}\right]^{1}\left[\begin{array}{l}
I^{J} \\
I^{M}
\end{array}\right]^{1}=\left[\begin{array}{c}
V^{E}-V^{E 1 e} \\
V^{H}-V^{H 1 e}
\end{array}\right]
$$

where $V^{E l e}$ and $V^{H l e}$ represent exciting voltage caused by auxiliary electric and magnetic sources:

$$
\left\{\begin{array}{l}
V^{E 1 e}=  \tag{31}\\
{\left[\left\langle\boldsymbol{f}_{m}(\boldsymbol{r}),\left[Z^{(i)} L^{(i)}\left(\boldsymbol{f}_{\alpha}(\boldsymbol{s})\right)+Z^{(j)} L^{(j)}\left(\boldsymbol{f}_{\alpha}(\boldsymbol{s})\right)\right]\right\rangle\right.} \\
+\left\langle\boldsymbol{f}_{m}(\boldsymbol{r}),-\left[K^{(i)}\left(\boldsymbol{f}_{\alpha}(\boldsymbol{s})\right)+K^{(j)}\left(\boldsymbol{f}_{\alpha}(\boldsymbol{s})\right)\right]\right\rangle
\end{array}\right] .
$$

- Composite Metallic and Dielectric Targets

$$
\left[\begin{array}{lll}
Z^{C C} & Z^{C D} & Z^{C M}  \tag{32}\\
Z^{D C} & Z^{D D} & Z^{D M} \\
Z^{M C} & Z^{M D} & Z^{M M}
\end{array}\right]^{1}\left[\begin{array}{c}
I^{C} \\
I^{D} \\
I^{M}
\end{array}\right]^{1}=\left[\begin{array}{c}
V^{C}-V^{C l e} \\
V^{D}-V^{D l e} \\
V^{M}-V^{M 1 e}
\end{array}\right]
$$

where $V^{C l e}$ is exciting voltage caused by auxiliary electric sources around PEC bodies, $V^{D l e}$ and $V^{H l e}$ represent exciting voltage caused by auxiliary electric and magnetic sources around dielectric bodies:

$$
\left\{\begin{array}{l}
V^{C l e}=\left[Z^{C C}\right]^{1 e}+\left[Z^{C D}\right]^{1 e}+\left[Z^{C M}\right]^{1 e}  \tag{33}\\
V^{D l e}=\left[Z^{D C}\right]^{1 e}+\left[Z^{D D}\right]^{1 e}+\left[Z^{D M}\right]^{l e} \\
V^{M 1 e}=\left[Z^{M C}\right]^{l e}+\left[Z^{M D}\right]^{1 e}+\left[Z^{M M}\right]^{l e}
\end{array}\right.
$$

Once the solution space is got, coefficients of synthetic basis functions defined in Equation (4) will be obtained by SVD. Denote the solution space as $R$, then:

$$
\begin{equation*}
R=U \rho V^{H}, \rho=\operatorname{diag}\left(\rho_{1}, \rho_{2}, \ldots, \rho_{N}\right) \tag{34}
\end{equation*}
$$

where $\rho_{i}(i=1,2, \ldots, N)$ represent singular values of $R$ and $\rho_{1}>\rho_{2}>, \ldots,>\rho_{\mathrm{N}}$.

Coefficients $[P]$ of synthetic basis functions are elements of column vectors of $U$. Set truncation error as $\rho_{\text {SBF }}$ and take the top $M_{1}$ columns of $U$ as effective independent coefficients, where $\rho_{\mathrm{M} 1} / \rho_{1}<\rho_{\mathrm{SBF}}$. Thus, the number of synthetic basis functions is $M_{1}$ and their coefficients:

$$
\begin{equation*}
[P]=\left\{\left[U_{1}\right],\left[U_{2}\right], \ldots,\left[U_{M_{1}}\right]\right\} . \tag{35}
\end{equation*}
$$

For periodic structures, coefficient space of each block is exactly the same since all the blocks share the same geometrical features. Thus, computational efficiency will be greatly improved.

## V. NUMERICAL RESULTS AND VALIDATION

As a part of scattering analysis, bistatic RCS is calculated by SBFM in this section and three examples are given to validate the accuracy of SBFM. Besides, results of commercial software Feko and MoM are also given here for comparison. Before presenting the examples, it is noteworthy that all the arrays listed in examples are placed in the plane xoy, with the incident wave coming from $+z$ and polarizing $+x$. Observing plane is set as xoz and yoz. What's more, to fully validate the accuracy of SBFM, frequency of incident wave and truncation error are set differently.

Example 1 shows a $5 \times 5$ array composed of PEC paraboloids, as is shown in Fig. 3. Row and column gap between elements are $2 \lambda$ and focal distance and radius of the paraboloid are both set as $0.5 \lambda$. Frequency of incident wave is 3 GHz . Surface of the target is discretized into 5875 triangles and 8375 edges by setting the maximum size of meshing as $0.1 \lambda$. In SBFM, 525 synthetic basis functions are used to analyze the target with truncation error $\rho_{\mathrm{SBF}}=0.1$. Results of the example are shown in Fig. 4 and Table 1.


Fig. 3. $5 \times 5$ PEC array of paraboloids.


Fig. 4. Bi-RCS of $5 \times 5$ PEC array.
Table 1: Properties of MoM and SBFM in example 1

|  | Number <br> of <br> Unknowns | RAM Cost <br> of <br> Impedance <br> Matrix | Time of <br> Solving <br> Matrix <br> Equation | Total <br> Elapsed <br> Time |
| :---: | :---: | :---: | :---: | :---: |
| SBFM | 525 | 7.69 MB | 0.06 s | 168.53 s |
| MoM | 8375 | 1.79 GB | 260.22 s | 431.86 s |

Example 2 is a $3 \times 3$ array consisting of 9 dielectric rectangular grooves with relative permittivity $\varepsilon_{r}=3.6$, as is shown in Fig. 5. Size of the outer rectangle is $0.4 \lambda \times 0.4 \lambda \times 0.3 \lambda$ while size of the inner slot is $0.25 \lambda \times 0.25 \lambda \times 0.2 \lambda$. Row and column gap are set as $0.9 \lambda$. Frequency of incident wave is 1 GHz . There are 3582 triangles and 5373 edges defined on the surface. Since both electric and magnetic currents are there on the surface, 10746 RWG functions in total are needed in MoM. By setting truncation error $\rho_{\mathrm{SBF}}=0.2$, only 9 synthetic basis function for each block and 81 for total are used in SBFM. Results of this example will be displayed in Fig. 6 and Table 2.


Fig. 5. $3 \times 3$ dielectric array of grooves.


Fig. 6. Bi-RCS of $3 \times 3$ dielectric array.
Table 2: Properties of MoM and SBFM in example 2

|  | Number <br> of <br> Unknowns | RAM Cost <br> of <br> Impedance <br> Matrix | Time of <br> Solving <br> Matrix <br> Equation | Total <br> Elapsed <br> Time |
| :---: | :---: | :---: | :---: | :---: |
| SBFM | 81 | 0.19 MB | 0.001 s | 571.99 s |
| MoM | 10746 | 3.19 GB | 596.61 s | 1240.96 s |

Example 3 is a $3 \times 3$ composite array of monopole antennas. 9 blocks are included in the array with its row and column gap being $0.9 \lambda$, as is shown in Fig. 7. For each block, a PEC monopole ( $0.5 \lambda$ in length) is placed on a dielectric rectangular base $(0.4 \lambda \times 0.4 \lambda \times 0.3 \lambda)$. Relative permittivity of the base is 2.6 and incident plane wave's frequency is 1 GHz . Since both PEC and dielectric structures are there in the system, the process of meshing needs to be carried on independently. For PEC structures, the surface is discretized into 720 triangles and 1080 edges while for dielectric structures, 2574 triangles and 3861 edges are obtained. Thus, 8802 RWG functions are needed totally in MoM. When it comes to SBFM, three kinds of auxiliary sources need to be set independently in this system: electric sources around PEC structures, electric and magnetic sources around dielectric structures. By solving the solution space and SVD, 44 synthetic basis functions are adopted for each block, where truncation error $\rho_{\mathrm{SBF}}=0.15$. Results of this example are demonstrated in Fig. 8 and Table 3.


Fig. $7.3 \times 3$ composite array of monopole antennas.



Fig. 8 . Bi-RCS of $3 \times 3$ composite array.
Table 3: Properties of MoM and SBFM in example 3

|  | Number <br> of <br> Unknowns | RAM Cost <br> of <br> Impedance <br> Matrix | Time of <br> Solving <br> Matrix <br> Equation | Total <br> Elapsed <br> Time |
| :---: | :---: | :---: | :---: | :---: |
| SBFM | 396 | 4.41 MB | 0.03 s | 398.63 s |
| MoM | 8802 | 2.14 GB | 308.63 s | 575.68 s |

Among these Bi-RCS pictures, $\theta=0^{\circ}$ and $\theta=180^{\circ}$ represent backward and forward scattering respectively. These examples exhibit that results of SBFM yield well to that of Feko and MoM except for slight differences in lateral scattering. Table 1-3 give computational properties of MoM and SBFM. In MoM, the number of unknowns is depend on the triangulation carried on the surface of the target, while in SBFM, it depends on the value of truncation error and auxiliary sources. Generally, higher truncation error means less synthetic basis functions and thus less memory cost. As for computing time, elapsed time of filling impedance matrix and solving matrix equation are the two main parts in MoM while in SBFM, except for the two parts listed above, elapsed time of SVD is the third part. Since the scale of matrix equation in SBFM is much smaller than that in MoM, the solving process will be much faster.

Obviously, SBFM has great advantages over MoM in memory cost as well as computing time especially for periodic targets. More importantly, it is noteworthy that the scale of periodic array which SBFM can address is not restricted to what listed in the paper. To get the results of MoM for comparison, examples in the paper are relatively small scale problems since computational complexity and memory cost of larger scale problems are unbearable for a personal computer. Thus, compared to traditional MoM, SBFM makes it
possible to analyze large scale problems in personal computer.

## VI. CONCLUSION

SBFM is used in this paper to analyze scattering properties of periodic structures based on EFIEPMCHW formulation. Three kinds of applications are introduced here: PEC, dielectric and composite metallic and dielectric structures. Results verify the accuracy and efficiency of the algorithm. Compared to traditional MoM, SBFM not only reduces quantities of unknowns and memory but also enables us to make a balance between accuracy and efficiency through truncation error. Besides, SBFM can also be combined with other fast approaches such as MLFMA and adaptive integral method (AIM) to further improve its properties. Thus, SBFM makes it possible to analyze large scale targets on a personal computer.
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#### Abstract

An efficient wideband finite-difference time-domain (FDTD) method is proposed to analyze arbitrarily skewed periodic structures at oblique incidence. The method is free of complex step-by-step phase processing caused by the oblique incident plane wave and the stagger unit cells, and the provided periodic boundary condition (PBC) is as simple to implement as in the normal incidence case. A numerical example is simulated respectively by our method in one-time calculation over a wideband and the previous dual plane wave method requiring multiple repeated runs, which verifies the validity and efficiency of the proposed method.


Index Terms - Finite difference time domain (FDTD), oblique incidence, periodic structures, skewed grids, wideband.

## I. INTRODUCTION

In the field of electromagnetism, periodic structures have been drawing great attentions for tens of years, in a wide range of applications in frequency selective surfaces (FSS) [1-3], electromagnetic band gap (EBG) devices [4] and phased antenna arrays [5], etc. To analyze periodic structures, finite-difference time-domain (FDTD) algorithm [6] has been extensively utilized, and in general only one unit cell needs to be modeled and simulated according to the Floquet theory [5]. A lot of work has been done on FDTD algorithm by incorporating periodic boundary conditions (PBC) to deal with periodic structures, at both normal and oblique incidence [7-11]. When the object is illuminated by a normally incident plane wave, the electromagnetic fields on the boundary of one side of the rectangular unit cell are identical to those on the other side, so that a wideband response can be conveniently obtained by stimulating a transient pulse [8]. However, for the oblique incidence case, the time delay in the time domain caused by the phase shift between corresponding boundaries in the frequency domain leads to difficulties in using the PBCs. By proposing the dual plane wave method, [7] tackled the obstacle at oblique incidence,
but only a single frequency is fixed in each calculation. Afterwards, the split-FDTD method [6,8], some implicitFDTD methods [9-11] and the material independent FDTD method [12] were proposed respectively, successfully realizing the ability of wideband calculation at oblique incidence.

It is worthwhile pointing out that the aforementioned implementations of the PBCs are developed to deal with regular rectangular periodic structures, as shown in Fig. 1 (a). Nonetheless, a number of applications with arbitrarily skewed adjacent rows in periodic structures as shown in Fig. 1 (b) are frequently encountered. For example, in order to obtain superior bandwidth and stability to different incident angles and polarizations, the FSS needs to be designed with a specific skewed angle [1]. Therefore, the analysis of skewed periodic structures is necessary and important. In terms of the FDTD method treating skewed periodic structures, the dual plane wave method to analyze the periodic phased array with skewed grids was adopted in [13], but each calculation is only fixed on one single frequency at the specific incident angle. Reference [14] presented another method to deal with the issue, employing the constant horizontal wavenumber approach. Although in each calculation the frequencies in a wideband are involved, the corresponding incident angle of each frequency is different from each other, because of the horizontal wavenumber being fixed. Therefore, it can be seen that for a specific incident angle, this method still fails to retain the wideband capacity of the FDTD.

In this paper, the field transformation [15] is employed in the FDTD algorithm, to analyze periodic structures with arbitrary skewed grids impinged by the obliquely incident plane wave at specific angles. We prove that the field transformation, which is the basic treatment to realize wideband FDTD analysis at oblique incidence in [8-12], is capable of dealing with the skewed periodic structures as well. The split-FDTD method is extended into the PBCs for skewed grids, and the updating equations are presented. The validity of the method is verified by a numerical example, which provides the results calculated by the dual plane wave

FDTD method as a comparison.


Fig. 1. Periodic structures with: (a) regular rectangular grids, and (b) arbitrarily skewed grids.

## II. IMPLEMENTATION OF THE PROPOSED METHOD

Here, three dimensional structures which are periodic in the $x$ - and $y$-directions with skewed grids in the $x$-direction are considered. The oblique incident plane wave is launched along the angles $\theta$ and $\varphi$. Hence, the PBC of any electromagnetic field component $\Phi$ is expressed as:

$$
\begin{equation*}
\Phi\left(x+r T_{x}+s \Delta x, y+s T_{y}\right)=\Phi(x, y) \cdot e^{-j\left[k_{x}\left(r T_{x}+s \Delta x\right)+k_{y} s T_{y}\right]} \tag{1}
\end{equation*}
$$

where $r$ and $s$ are any integers, $k_{x}$ and $k_{y}$ are the components of wavenumber in the $x$ - and $y$-directions respectively, which are calculated as:

$$
\begin{align*}
k_{x} & =k \cdot \sin \theta \cdot \cos \varphi, \\
k_{y} & =k \cdot \sin \theta \cdot \sin \varphi, \tag{2}
\end{align*}
$$

where $k$ is the wavenumber of the excited plane wave in free space. It can be seen that the PBC along the $y$ direction is the same as that of the regular rectangular periodic structures, but it is more complex along the $x$ direction. In order to use the field transformation to remove the phase shift in the Maxwell's equations, a set of auxiliary variables is introduced as:

$$
\begin{align*}
& \boldsymbol{P}(x, y)=\frac{\boldsymbol{E}(x, y)}{\eta_{0}} \cdot e^{j\left(k_{x} x+k_{y} y\right)}, \\
& \boldsymbol{Q}(x, y)=\boldsymbol{H}(x, y) \cdot e^{j\left(k_{x} x+k_{y} y\right)}, \tag{3}
\end{align*}
$$

where $\eta_{0}$ is the impedance of free space. By replacing $\Phi$ in (1) with $\boldsymbol{E}$ and $\boldsymbol{H}$ respectively and substituting (3) into (1), we obtain:

$$
\begin{align*}
& \boldsymbol{P}\left(x+r T_{x}+s \Delta x, y+s T_{y}\right)=\boldsymbol{P}(x, y) \\
& \boldsymbol{Q}\left(x+r T_{x}+s \Delta x, y+s T_{y}\right)=\boldsymbol{Q}(x, y) \tag{4}
\end{align*}
$$

Obviously, it has been proved that the PBCs of the transformed fields $\boldsymbol{P}$ and $\boldsymbol{Q}$ possess the same forms as the case of normal incidence, without the phase shift. Therefore, it is confirmed that the previous work on wideband FDTD analysis to analyze regular rectangular periodic structures at oblique incidence can be extended to deal with skewed ones. In this paper, we choose to employ the split-FDTD method to develop the
implementation.
Considering a lossless anisotropic medium, by substituting (3) into Maxwell's equations, a set of transformed equations is obtained as:

$$
\begin{align*}
& j \omega \frac{\varepsilon_{r x}}{c} P_{x}=\frac{\partial Q_{z}}{\partial y}-\frac{\partial Q_{y}}{\partial z}-j \omega \bar{k}_{y} Q_{z}+j \omega \bar{k}_{z} Q_{y}  \tag{5a}\\
& j \omega \frac{\varepsilon_{r y}}{c} P_{y}=\frac{\partial Q_{x}}{\partial z}-\frac{\partial Q_{z}}{\partial x}-j \omega \bar{k}_{z} Q_{x}+j \omega \bar{k}_{x} Q_{z}  \tag{5b}\\
& j \omega \frac{\varepsilon_{r z}}{c} P_{z}=\frac{\partial Q_{y}}{\partial x}-\frac{\partial Q_{x}}{\partial y}-j \omega \bar{k}_{x} Q_{y}+j \omega \bar{k}_{y} Q_{x}  \tag{5c}\\
& j \omega \frac{\mu_{r x}}{c} Q_{x}=\frac{\partial P_{y}}{\partial z}-\frac{\partial P_{z}}{\partial y}-j \omega \bar{k}_{z} P_{y}+j \omega \bar{k}_{y} P_{z}  \tag{5d}\\
& j \omega \frac{\mu_{r y}}{c} Q_{y}=\frac{\partial P_{z}}{\partial x}-\frac{\partial P_{x}}{\partial z}-j \omega \bar{k}_{x} P_{z}+j \omega \bar{k}_{z} P_{x}  \tag{5e}\\
& j \omega \frac{\mu_{r z}}{c} Q_{z}=\frac{\partial P_{x}}{\partial y}-\frac{\partial P_{y}}{\partial x}-j \omega \bar{k}_{y} P_{x}+j \omega \bar{k}_{x} P_{y} \tag{5f}
\end{align*}
$$

where

$$
\begin{equation*}
\bar{k}_{x}=\sin \theta \cdot \cos \varphi / c, \quad \bar{k}_{y}=\sin \theta \cdot \sin \varphi / c, \quad \bar{k}_{z}=0 \tag{6}
\end{equation*}
$$

and $c$ is the speed of light. Although $\bar{k}_{z}$ is zero, it is kept in (5) in order to maintain the symmetry and the cyclic feature of the equations. To conserve space, only (5c) is processed in detail to present the split method in the following. By defining a new variable $P_{z a}, P_{z}$ is split into two parts as:

$$
\begin{equation*}
P_{z}=P_{z a}+\frac{c}{\varepsilon_{r z}}\left(\bar{k}_{y} Q_{x}-\bar{k}_{x} Q_{y}\right) \tag{7a}
\end{equation*}
$$

where

$$
\begin{equation*}
j \omega \frac{\varepsilon_{r z}}{c} P_{z a}=\frac{\partial Q_{y}}{\partial x}-\frac{\partial Q_{x}}{\partial y} . \tag{7b}
\end{equation*}
$$

Similarly, the split form of the other five components can be written conveniently. It can be seen that (7b) is exactly the ordinary formed FDTD formula, so that $P_{z a}$ can be obtained in the conventional iteration manner. With regard to the absorbing layers, the auxiliary differential equation (ADE) treatment [16] is utilized to implement the perfect matched layers (PML). By substituting $Q_{y}$ and $Q_{x}$ into (7a), and noting that $\bar{k}_{z}=0$, $P_{z}$ can be obtained as:
$P_{z}=\left(1-\frac{c^{2} \bar{k}_{x}^{2}}{\varepsilon_{r z} \mu_{r y}}-\frac{c^{2} \bar{k}_{y}^{2}}{\varepsilon_{r z} \mu_{r x}}\right)^{-1}\left(P_{z a}-\frac{c}{\varepsilon_{r z}} \bar{k}_{x} Q_{y a}+\frac{c}{\varepsilon_{r z}} \bar{k}_{y} Q_{x a}\right)$.
It should be noted that since the time step of $P_{z}$ and $P_{z a}$ is $n$, that of $Q_{y a}$ and $Q_{x a}$ should be $n$ as well, rather than $n-1 / 2$. Therefore, other than the leapfrog updates of the conventional FDTD, in each half-time-step, all the components need to be updated. Moreover, in order to retain the centered nature of the method, spatial averaging of $Q_{y a}$ and $Q_{x a}$ is also needed. Therefore, the discretization of (8) is written as:

$$
\begin{align*}
\left.P_{z}\right|_{i, j, k} ^{n}= & {\left[1-\frac{c^{2} \bar{k}_{x}^{2}}{\varepsilon_{r z} \mu_{r y}}-\frac{c^{2} \bar{k}_{y}^{2}}{\varepsilon_{r z} \mu_{r x}}\right]^{-1} . } \\
& \left\{\left.P_{z a}\right|_{i, j, k} ^{n}-\frac{c}{2 \varepsilon_{r z}} \bar{k}_{x}\left(\left.Q_{y a}\right|_{i, j, k} ^{n}+\left.Q_{y a}\right|_{i-1, j, k} ^{n}\right)\right. \\
& \left.+\frac{c}{2 \varepsilon_{r z}} \bar{k}_{y}\left(\left.Q_{x a}\right|_{i, j, k} ^{n}+\left.Q_{x a}\right|_{i, j-1, k} ^{n}\right)\right\} . \tag{9}
\end{align*}
$$

Similarly, $Q_{z}$ is updated by:

$$
\begin{align*}
\left.Q_{z}\right|_{i, j, k} ^{n}= & {\left[1-\frac{c^{2} \bar{k}_{x}^{2}}{\mu_{r z} \varepsilon_{r y}}-\frac{c^{2} \bar{k}_{y}^{2}}{\mu_{r z} \varepsilon_{r x}}\right]^{-1} . } \\
& \left\{\left.Q_{z a}\right|_{i, j, k} ^{n}-\frac{c}{2 \varepsilon_{r z}} \bar{k}_{y}\left(\left.P_{x a}\right|_{i, j, k} ^{n}+\left.P_{x a}\right|_{i, j+1, k} ^{n}\right)\right. \\
& \left.+\frac{c}{2 \varepsilon_{r z}} \bar{k}_{x}\left(\left.P_{y a}\right|_{i, j, k} ^{n}+\left.P_{y a}\right|_{i+1, j, k} ^{n}\right)\right\} . \tag{10}
\end{align*}
$$

By substituting (9) and (10) into the counterpart formulas of (7a) respectively, the other four components can be updated as:

$$
\begin{align*}
& \left.P_{x}\right|_{i, j, k} ^{n}=\left.P_{x a}\right|_{i, j, k} ^{n}-\frac{c}{2 \varepsilon_{r x}} \bar{k}_{y}\left(\left.Q_{z}\right|_{i, j, k} ^{n}+\left.Q_{z}\right|_{i, j-1, k} ^{n}\right),  \tag{11a}\\
& \left.P_{y}\right|_{i, j, k} ^{n}=\left.P_{y a}\right|_{i, j, k} ^{n}+\frac{c}{2 \varepsilon_{r y}} \bar{k}_{x}\left(\left.Q_{z}\right|_{i, j, k} ^{n}+\left.Q_{z}\right|_{i-1, j, k} ^{n}\right),  \tag{11b}\\
& \left.Q_{x}\right|_{i, j, k} ^{n}=\left.Q_{x a}\right|_{i, j, k} ^{n}+\frac{c}{2 \mu_{r x}} \bar{k}_{y}\left(\left.P_{z}\right|_{i, j, k} ^{n}+\left.P_{z}\right|_{i, j+1, k} ^{n}\right),  \tag{11c}\\
& \left.Q_{y}\right|_{i, j, k} ^{n}=\left.Q_{y a}\right|_{i, j, k} ^{n}-\frac{c}{2 \mu_{r y}} \bar{k}_{x}\left(\left.P_{z}\right|_{i, j, k} ^{n}+\left.P_{z}\right|_{i+1, j, k} ^{n}\right) . \tag{11~d}
\end{align*}
$$

Hence, the updating equations have been fully presented. The stability condition of the split method for a square cell and $\bar{k}_{x}=\bar{k}_{y}$ is [6]:

$$
\begin{equation*}
c \Delta t / \Delta s \leq \cos ^{2} \theta / \sqrt{2+\cos ^{2} \theta} \tag{12}
\end{equation*}
$$

In terms of other cases, the rigorous stability condition is quite complicated [6], but the maximum allowed values along with $\theta$ are not significantly discrepant from (12). Therefore, it can be seen that when the incident angle is close to grazing ( $\theta=90^{\circ}$ ), implicit methods such as those of [10] and [11] are more practical to be extended to the case of skewed grids.

When updating the aforementioned FDTD formulas, extra care of $y$-direction boundaries needs to be taken, compared with regular rectangular periodic structures. The schematic diagram of the FDTD grid arrangement for arbitrarily skewed periodic structures is shown in Fig. 2. Each unit cell ( $T x \times T y$ ) is meshed using $N x \times N y$ grid cells $(d x \times d y)$, and $N x=5, N y=4$ are set here as an example. $l x$ and $\alpha$ are the skewed shift and angle respectively, of which the calculation relationship is:

$$
\begin{equation*}
l x=T y / \tan \alpha \tag{13}
\end{equation*}
$$

The unit cell $A$ in the center is the simulating object, while others surrounded by red lines are its neighboring unit cells. For any field $\Psi$ on the boundaries in the $x$ direction, the PBC is the same as the conventional one which can be written as:

$$
\begin{align*}
& \Psi(i-1, j)=\Psi(N x, j) \quad \text { while } \quad i=1 \\
& \Psi(i+1, j)=\Psi(1, j) \quad \text { while } \quad i=N x \tag{14}
\end{align*}
$$

For $\Psi$ on the $y$-directional boundaries, two cases need to be discussed respectively:

1) On the top boundary when $\Psi(i, j+1)$ are needed:

From (4) we can obtain:

$$
\begin{equation*}
\Psi(x, y)=\Psi\left(x+T x-l x, y-T_{y}\right) \tag{15}
\end{equation*}
$$

and its discretized form when $j=N y$ can be written as:

$$
\begin{equation*}
\Psi(i, j+1)=\Psi(i+T x-l x, 1) \tag{16}
\end{equation*}
$$

In Fig. 2, the fields $\Psi(i, N y+1)$ of the unit cell $A$ are denoted by solid green triangles on the top boundary, while the fields $\Psi(i+T x-l x, 1)$ lying on the corresponding positions on the bottom boundary of $A$ are indicated by the same marks. Since generally the skewed shift is not multiple integer of $d x$, the hollow green triangles are needed for interpolations. It should be noted that once the index of the hollow mark is larger than $N x$, the cyclic shift is necessary to be utilized. Therefore, (16) can be rewritten as:

$$
\begin{align*}
& \Psi(i, N y+1)=\omega_{2} \cdot \Psi\left(i+i_{1}, 1\right)+\omega_{1} \cdot \Psi\left(i+i_{2}, 1\right) \\
& i_{1}=\left\{\begin{array}{l}
\left\lceil\frac{T x-l x}{d x}\right\rceil \quad\left(\text { if }\left[\frac{T x-l x}{d x}\right] \leq N x\right) \\
\left\lceil\frac{T x-l x}{d x}\right\rceil-N x \quad\left(\text { if }\left[\frac{T x-l x}{d x}\right\rceil>N x\right)
\end{array}\right. \\
& i_{2}= \begin{cases}i_{1}+1 & (\text { if } \\
\left.i_{1}+1 \leq N x\right) \\
i_{1}+1-N x & (\text { if } \\
\left.i_{1}+1>N x\right)\end{cases} \\
& \omega_{1}=\frac{T x-l x}{d x}-\left\lceil\frac{T x-l x}{d x}\right\rceil \\
& \omega_{2}=1-\omega_{1}, \tag{17}
\end{align*}
$$

where $\left\rceil\right.$ is the truncating function, $\omega_{1}$ and $\omega_{2}$ are the normalized distance between the solid mark and the hollow marks on its left and right hands respectively.
2) On the bottom boundary when $\Psi(i, j-1)$ are needed: Similar to (16), the boundary condition for $\Psi(i, j-1)$ when $j=1$ is:

$$
\begin{equation*}
\Psi(i, j-1)=\Psi(i+l x, N y) . \tag{18}
\end{equation*}
$$

Thus the fields $\Psi(i, 0)$ of the unit cell $A$ are denoted by solid blue circles on the bottom boundary in Fig. 2. Similar to (17), the PBC of $\Psi(i, j-1)$ while $j=1$ can be written as:

$$
\left.\begin{array}{l}
\Psi(i, 0)=\omega_{2} \cdot \Psi\left(i+i_{1}, N y\right)+\omega_{1} \cdot \Psi\left(i+i_{2}, N y\right) \\
i_{1}= \begin{cases}\left\lceil\frac{l x}{d x}\right\rceil \quad(\text { if } & \left.\left\lceil\frac{l x}{d x}\right\rceil \leq N x\right) \\
\left\lceil\frac{l x}{d x}\right\rceil-N x & \left(\text { if }\left\lceil\frac{l x}{d x}\right\rceil>N x\right)\end{cases} \\
i_{2}=\left\{\begin{array}{ll}
i_{1}+1 & \text { (if } \\
i_{1}+1 \leq N x
\end{array}\right) \\
i_{1}+1-N x \quad \text { if } \\
\left.i_{1}+1>N x\right)
\end{array}\right\} \begin{aligned}
& \omega_{1}=\frac{l x}{d x}-\left\lceil\frac{l x}{d x}\right\rceil  \tag{19}\\
& \omega_{2}=1-\omega_{1} .
\end{aligned}
$$

Therefore, by utilizing (14), (17) and (19), the fields on the boundaries for updating the FDTD formulas can be resolved. In the particular case when $l x$ and $T x-l x$ are the integer multiples of $d x$, (17) and (19) are capable as well, with $\omega_{1}=0$ and $\omega_{2}=1$ respectively. It is worthwhile pointing out that the fields locating on the positions ( $i \pm 1 / 2, j \pm 1 / 2$ ) are not necessary to be arranged specifically or marked in Fig. 2, since the criterion of their positions in the interpolation process is thoroughly dependent on the grid cell positions, i.e., $(i, j)$.

It can be seen that the implementation of the proposed method to deal with general skewed periodic structures at oblique incidence is as simple and straightforward as the normal incident case. Owing to the confirmation of (4), the method is free of careful studies on the phase shift in individual boundary parts, which has to be taken in the dual plane wave method [13] and constant horizontal wavenumber method [14].


Fig. 2. Schematic diagram of the arbitrarily skewed FDTD grids.

## III. NUMERICAL RESULTS

To demonstrate the performance of our method, an example of a Jerusalem Cross FSS (JCFSS) between two anisotropic lossless media ( $\varepsilon_{r x}=2.2, \varepsilon_{r y}=1.1, \varepsilon_{r z}=1.5$ ) is implemented, as shown in Fig. 3. The unit cell period is $T x=T y=6 \mathrm{~mm}$, the thickness of the JCFSS is 0.625 mm , and the thickness of the substrate is 2 mm . The skewed angle is $\alpha=60^{\circ}$. The incident plane wave is propagating along the direction $\theta=30^{\circ}$ and $\varphi=50^{\circ}$, and both the TM and TE cases are investigated. The structure is firstly simulated by our wideband method, using a sine modulated Gaussian pulse centered at 15 GHz and with 20 GHz bandwidth as the excitation. The grid cell size is $\Delta x=\Delta y=\Delta z=0.125 \mathrm{~mm}$, and the time step is $\Delta t=\Delta z /\left(5^{\circ} \cdot c\right)$. As a comparison, the example is also simulated by the dual plane wave method, which is repeated 41 times in the frequency range from 5 to 25 GHz by 0.5 GHz frequency step.


Fig. 3. Schematic diagram of the JCFSS: (a) top view of the skewed periodic JCFSS, (b) direction of the incident plane wave, (c) top view of one unit cell, and (d) side view of one unit cell.

The reflection coefficients of co- and crosspolarizations for both TM and TE cases are presented in Fig. 4. It can be noticed that good agreement between the results of dual plane wave method and results of our wideband method is obtained. However, it can be observed that some sharp peaks of the coefficients might be missed when using the method calculating on individual frequencies, while the wideband method possesses the capacity and advantage to present the details of the frequency response.


Fig. 4. Reflection coefficient co-polarization and cross polarization for JCFSS oblique incident plane wave ( $\theta=30^{\circ}, \varphi=50^{\circ}$ ) with skewed angle $\alpha=60^{\circ}$ : (a) TM case and (b) TE case.

## IV. CONCLUSION

In conclusion, an efficient FDTD approach for the wideband analysis of arbitrarily skewed periodic structures at oblique incidence is introduced. By proving the field transformation technique to be valid in the skewed PBCs, the split-FDTD is extended to analyze periodic structures with skewed grids. The implementation avoids deliberate calculation of the phase shifts caused by the oblique incidence and the stagger of unit cells. Instead, it presents the PBC as simple as that in the normal incidence. And most significantly, our method realizes the wideband capability to analyze skewed periodic structures at oblique incidence, while the previous related FDTD work require multiple runs in terms of different frequencies. The validity and effectiveness of the method is verified by a numerical example, comparing with the results calculated by the dual plane wave method.
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#### Abstract

Modal analysis of frequency selective surface (FSS) containing ring loops arranged periodically along any two skewed coordinates, will be calculated. In proposed modal analysis, a compatible set of orthonormal mode functions used for ring loops in addition to Floquet modes which are used in every infinite two dimensional arrays. This set of modes provides faster convergence in solving integral equation in accordance with this boundary condition problem. Calculations are compared with results of CST (Finite Integration Technique) and HFSS (Finite Element Method) full-wave simulators and they are in good agreement with each other.


Index Terms - Frequency Selective Surface (FSS), ring loop, Substrate Integrated Waveguide (SIW), TE and TM polarizations.

## I. INTRODUCTION

Frequency selective surface (FSS) as spatial filter [1-2], should have low insertion loss in passband and sharp roll-off rejection in out-of-band. However, these two characteristics are sufficient in filter designing, in spatial form of filters, stability of these characteristics about polarization and angle of incident is more important [3]. One of the significant parameters in this stability is symmetrical geometry. As circular loop is the most symmetrical object in all candidate elements in FSS designing, it is preferred to implement a stable FSS [4].

For the analytical calculation of electromagnetics problems such as boundary value conditions, modal analysis is the inseparable part of computations [5-6], so in the analysis of this paper, modal method is utilized to extract reflection coefficient.

Boundary value problem of open ended circular waveguide phased array, were solved generally by Amitay and Galindo [5]. They used the Ritz-Galerkin method to solve the integral equation.

For the case of ring loops or apertures, if the method similar to Amitay and Galindo is utilized, the convergence is so slowly [7]. To speed up the
convergence, in this paper, the fields of ring loop are expanded to a set of orthonormal mode functions which are compatible with geometry of ring loops and satisfy loop boundary conditions [7-8].

In this paper, thin perfectly conducting loops distributed periodically along any two skewed (nonorthogonal) coordinates is exposed with a plane wave of arbitrary polarization incident from any oblique angle like whatever seen in Fig. 1. The distance between loop elements should be less than $\lambda / 2$. In the following parts of this paper, all the details of this method will be described and results are compared with simulations of CST and HFSS.


Fig. 1. Geometry of FSS with ring loops.

## II. THEORITICAL ANALYSIS

According to Fig. 1, array of ring loops which is distributed periodically along skewed coordinates $s_{1}$ and $s_{2}$, is illuminated by a plane wave with propagation vector, $\bar{k}$. The angle between $\bar{k}$ and the normal to the surface is $\theta$ and between $s_{l}$ and projection of $\bar{k}$ is $\varphi$.

Near the array of FSS, the electromagnetic fields must satisfy the periodicity condition of Floquet theorem. By employing this theorem, the scalar wave equation (the time dependence is eliminated) is in the form of [7]:

$$
\begin{equation*}
\psi_{p q}=e^{-j\left(U_{p q} x+V_{p q} y+W_{p q} z\right)}, \tag{1}
\end{equation*}
$$

where

$$
\begin{gather*}
U_{p q}=k \sin \theta \cos \varphi+\frac{2 \pi p}{d x},  \tag{2}\\
V_{p q}=k \sin \theta \sin \varphi+\frac{2 \pi q}{d y}-\frac{2 \pi p}{d x \tan \alpha},  \tag{3}\\
W_{p q}=\left\{\begin{array}{ccc}
\sqrt{k^{2}-T_{p q}^{2}} & \text { for } & k^{2}>T_{p q}^{2} \\
-j \sqrt{T_{p q}^{2}-k^{2}} & \text { for } & k^{2}<T_{p q}^{2}
\end{array}\right. \tag{4}
\end{gather*}
$$

which

$$
T_{p q}^{2}=U_{p q}^{2}+V_{p q}^{2},
$$

$p$ and $q$ are Floquet indices. $W_{p q}$, the modal propagation constants, is positive for propagating modes and negative imaginary for evanescent modes. The space between elements and the direction of $k$, determine the number of propagating modes. The electric field components transverse to the $z$ axis (TE and TM mode functions), then can be expressed in terms of $\psi$ as:

$$
\begin{gather*}
\bar{\Phi}_{p q T E}=\frac{1}{\sqrt{d_{x} d_{y}}}\left(\frac{V_{p q}}{T_{p q}} \hat{x}-\frac{U_{p q}}{T_{p q}} \hat{y}\right) \psi_{p q}  \tag{5}\\
\bar{\Phi}_{p q T M}=\frac{1}{\sqrt{d_{x} d_{y}}}\left(\frac{U_{p q}}{T_{p q}} \hat{x}+\frac{V_{p q}}{T_{p q}} \hat{y}\right) \psi_{p q} \tag{6}
\end{gather*} \text { TM } \quad \text { modes. } .
$$

These fields are related to each other by modal impedance, as:

$$
\begin{gather*}
\eta_{p q T E}=\frac{k \eta_{0}}{W_{p q}}  \tag{7}\\
\eta_{p q T M}=\frac{W_{p q} \eta_{0}}{k} \tag{8}
\end{gather*}
$$

A plane wave with unit intensity electric field and in direction of $(\theta, \varphi)$, can be expressed as the sum of two E and H polarized plane waves. These plane waves, correspond to TE and TM Floquet modes with $p, q=0$. So we have for incident electric and magnetic fields:

$$
\begin{gather*}
\bar{E}^{i}=\sum_{r=1}^{2} A_{00 r} \bar{\Phi}_{00 r},  \tag{9}\\
\bar{H}^{i}=\sum_{r=1}^{2} \frac{A_{00 r}}{\eta_{00 r}}\left(\hat{z} \times \bar{\Phi}_{00 r}\right), \tag{10}
\end{gather*}
$$

In the above expressions, $r$ designates TE and TM modes. $A_{00 r}$ is the magnitude of component. With $R_{p q r}$ as the reflection coefficient, the scattered fields can be expressed as:

$$
\begin{gather*}
\bar{E}^{s}=\sum_{p} \sum_{q} \sum_{r=1}^{2} R_{p q r} \bar{\Phi}_{p q r},  \tag{11}\\
\bar{H}^{s}=-\sum_{p} \sum_{q} \sum_{r=1}^{2} \frac{R_{p q r}}{\eta_{p q r}}\left(\hat{z} \times \bar{\Phi}_{p q r}\right) . \tag{12}
\end{gather*}
$$

The unknown reflection coefficient, $R_{p q r}$, according to orthonormality of modes is:

$$
\begin{equation*}
R_{p q r}=\eta_{p q r} \iint_{\text {Loop }} \hat{z} \times \bar{H}^{s} \cdot \bar{\Phi}_{p q r}^{*} d a \tag{13}
\end{equation*}
$$

$\bar{\Phi}_{p q r}^{*}$ is the complex conjugate of $\bar{\Phi}_{p q r}$. The boundary conditions then force that:

$$
\begin{gather*}
\bar{E}^{i}+\bar{E}^{s}=0 \quad \text { over each loop },  \tag{14}\\
2 \hat{z} \times\left(\bar{H}^{i}+\bar{H}^{s}\right)=\bar{K} \quad \text { over each loop } . \tag{15}
\end{gather*}
$$

Substitution (9), (10) and (13) into (14) yields the integral equation:

$$
\begin{align*}
& \sum_{r=1}^{2} A_{00 r} \bar{\Phi}_{00 r}= \\
& -\sum_{p} \sum_{q} \sum_{r=1}^{2} \eta_{p q r} \bar{\Phi}_{p q r} \iint_{\text {Loop }} \hat{z} \times \bar{H}^{s} \cdot \bar{\Phi}_{p q r}^{*} d a . \tag{16}
\end{align*}
$$

Here we replace the induced current, $-\hat{z} \times \bar{H}^{s}$ with another set of orthonormal mode functions which are compatible to geometry of loops and satisfy boundary conditions, as:

$$
\begin{equation*}
-\hat{z} \times \bar{H}^{s}=\sum_{m} \sum_{n} \sum_{l=1}^{2}\left(B_{m n}\left(\bar{\psi}_{m n l}\right)+B_{T E M} \bar{\psi}_{T E M} .\right. \tag{17}
\end{equation*}
$$

$l=1$ and $l=2$ designate TE and TM mode respectively, then $\bar{\psi}_{m n l}$ and $\bar{\psi}_{\text {TEM }}$ for a ring loop can be expressed as [9]:

$$
\begin{align*}
\bar{\psi}_{m n}^{T E}= & \hat{\rho} \frac{n}{\rho} Z_{n}\left(k_{c m n}^{\prime} \rho\right) \sin n \varphi  \tag{18}\\
& +\hat{\varphi} k_{c m n}^{\prime} Z_{n}^{\prime}\left(k_{c m n}^{\prime} \rho\right) \cos n \varphi, \\
\bar{\psi}_{m n}^{T M}= & \hat{\rho} k_{c m n} \bar{Z}_{n}^{\prime}\left(k_{c m n} \rho\right) \sin n \varphi \\
& +\hat{\varphi} \frac{n}{\rho} \bar{Z}_{n}\left(k_{c m n} \rho\right) \cos n \varphi,  \tag{19}\\
\bar{\psi}_{T E M}= & \frac{1}{\rho \ln b / a}[\hat{x} \cos \varphi+\hat{y} \sin \varphi], \tag{20}
\end{align*}
$$

which [10]:

$$
\begin{aligned}
Z_{n}= & \frac{\sqrt{\pi \varepsilon_{n}}}{2 \sqrt{\left(\frac{J_{n}\left(k_{c m n}^{\prime} b\right)}{J_{n}\left(k_{c m n}^{\prime} a\right)}\right)^{2}\left(1-\left(\frac{n}{a}\right)^{2}\right)-\left(1-\left(\frac{n}{b}\right)^{2}\right)}} \\
& \times\left(Y_{n}^{\prime}\left(k_{c m n}^{\prime} a\right) J_{n}\left(k_{c m n}^{\prime} \rho\right)-J_{n}^{\prime}\left(k_{c m n}^{\prime} a\right) Y_{n}\left(k_{c m n}^{\prime} \rho\right)\right), \\
\bar{Z}_{n}= & \frac{\sqrt{\pi \varepsilon_{n}}}{2 \sqrt{\left(\frac{J_{n}\left(k_{c m n} b\right)}{J_{n}\left(k_{c m n} a\right)}\right)-1}} \\
& \times\left(Y_{n}\left(k_{c m n} a\right) J_{n}\left(k_{c m n} \rho\right)-J_{n}\left(k_{c m n} a\right) Y_{n}\left(k_{c m n} \rho\right)\right),
\end{aligned}
$$

$k_{c m n}$ is the $m$ th root of:

$$
Y_{n}^{\prime}\left(k_{c}^{\prime}\right) J_{n}^{\prime}\left(k_{c}^{\prime} b / a\right)-J_{n}^{\prime}\left(k_{c}^{\prime}\right) Y_{n}^{\prime}\left(k_{c}^{\prime} b / a\right)=0
$$

And $k_{c m n}^{\prime}$ is the $m$ th root of:

$$
Y_{n}\left(k_{c}\right) J_{n}\left(k_{c} b / a\right)-J_{n}\left(k_{c}\right) Y_{n}\left(k_{c} b / a\right)=0
$$

If both sides of (16) multiplied by the complex conjugate of $\bar{\psi}_{m n l}$ and $\bar{\psi}_{T E M}$, after that the products are integrated over the ring loop, the results are [7]:

$$
\begin{align*}
& \sum_{r=1}^{2} A_{00 r} C_{00 r}^{* T E M}= \\
& -\sum_{p} \sum_{q} \sum_{r=1}^{2} \eta_{p q r} C_{p q r}^{* T E M} \iint_{\text {Loop }}-\hat{z} \times \bar{H}^{s} \cdot \bar{\Phi}_{p q r}^{*} d a  \tag{21}\\
& \sum_{r=1}^{2} A_{00 r} C_{00 r}^{* M N L}=  \tag{22}\\
& -\sum_{p} \sum_{q} \sum_{r=1}^{2} \eta_{p q r} C_{p q r}^{* M N L} \iint_{\text {Loop }}-\hat{z} \times \bar{H}^{s} \cdot \bar{\Phi}_{p q r}^{*} d a
\end{align*}
$$

where

$$
\begin{align*}
& C_{p q r}^{* M N L}=\iint_{\text {Loop }} \bar{\psi}_{M N L} \cdot \bar{\Phi}_{p q r}^{*} d a  \tag{23}\\
& C_{p q r}^{* T E M}=\iint_{\text {Loop }} \bar{\psi}_{T E M} \cdot \bar{\Phi}_{p q r}^{*} d a . \tag{24}
\end{align*}
$$

The integral equation can be rewritten as:

$$
\begin{equation*}
\left[Z_{M N L}^{m n l}\right]\left[B_{m n l}\right]=\left[D_{m n l}\right] . \tag{25}
\end{equation*}
$$

Which $Z$ is a square matrix in which the row index is designated by $M, N, L$ and the column index is designated by $m, n, l$. As there is no $m n=00$ mode, the TEM mode is called 00 mode (Don't care $l$ ) in matrix implementation. The matrix elements are given by:

$$
\begin{equation*}
\left[Z_{M N L}^{m n l}\right]=\sum_{p} \sum_{q} \sum_{r=1}^{2} \eta_{p q r} C_{p q r}^{* M N L} C_{p q r}^{m n l}, \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[D_{m n l}\right]=\sum_{r=1}^{2} A_{00 r} C_{00 r}^{* m n l} \tag{27}
\end{equation*}
$$

$C_{p q r}^{m n l}$ is the coupling coefficient between modes in the both sides of interface and it can be seen as scalar products of these modes. Keep in mind that:
$r=l=1$ related to TE modes.
$r=l=2$ related to TM modes.
$m n=00$ related to TEM mode.
After a lot of mathematics calculations the close form of these integrals extract as bellow:

$$
\begin{aligned}
C_{p q 1}^{m n 1} & =\left\langle\psi_{m n}^{T E} \cdot \varphi_{p q}^{T E}\right\rangle \\
& =\frac{k_{c m n}^{\prime}}{2 \sqrt{d x d y}}\left\{\left(\frac{V}{T}\right)\left(X_{1}+X_{2}\right)+\left(\frac{-U}{T}\right)\left(Y_{1}+Y_{2}\right)\right\}, \\
C_{p q 2}^{m m 1} & =\left\langle\psi_{m n}^{T E} \cdot \varphi_{p q}^{T M}\right\rangle \\
& =\frac{k_{c m n}^{\prime}}{2 \sqrt{d x d y}}\left\{\left(\frac{U}{T}\right)\left(X_{1}+X_{2}\right)+\left(\frac{V}{T}\right)\left(Y_{1}+Y_{2}\right)\right\}, \\
C_{p q 1}^{m n 2} & =\left\langle\psi_{m n}^{T M} \cdot \varphi_{p q}^{T E}\right\rangle \\
& =\frac{k_{c m n}}{2 \sqrt{d x d y}}\left\{\left(\frac{V}{T}\right)\left(\bar{X}_{1}+\bar{X}_{2}\right)+\left(\frac{-U}{T}\right)\left(\bar{Y}_{1}+\bar{Y}_{2}\right)\right\}, \\
C_{p q 2}^{m n 2} & =\left\langle\psi_{m n}^{T M} \cdot \varphi_{p q}^{T M}\right\rangle \\
& =\frac{k_{c m n}}{2 \sqrt{d x d y}}\left\{\left(\frac{U}{T}\right)\left(\bar{X}_{1}+\bar{X}_{2}\right)+\left(\frac{V}{T}\right)\left(\bar{Y}_{1}+\bar{Y}_{2}\right)\right\},
\end{aligned}
$$

$$
\begin{aligned}
& C_{p q 1}^{T E M}=\left\langle\psi^{T E M} \cdot \varphi_{p q}^{T E}\right\rangle \\
& =\frac{-2 j \pi}{\ln (b / a)}\left(\frac{V}{T} \cos \varphi_{T}-\frac{U}{T} \sin \varphi_{T}\right)\left\{J_{1}(T a)-J_{1}(T b)\right\}, \\
& C_{p q 2}^{T E M}=\left\langle\psi^{T E M} \cdot \varphi_{p q}^{T M}\right\rangle \\
& =\frac{-2 j \pi}{\ln (b / a)}\left(\frac{U}{T} \cos \varphi_{T}+\frac{V}{T} \sin \varphi_{T}\right)\left\{J_{1}(T a)-J_{1}(T b)\right\}, \\
& X_{1}=\left\{\begin{array}{ll}
\varepsilon_{\frac{n+1}{2}}(-1)^{n+1 / 2} S_{1} \frac{b B_{n+1, b}-a B_{n+1, a}}{T^{2}-k_{c m n}^{\prime}{ }^{2}} & \left(\begin{array}{ll}
n & \text { odd }
\end{array}\right) \\
-2 j(-1)^{n / 2} S_{1} \frac{b B_{n+1, b}-a B_{n+1, a}}{T^{2}-k_{c m n}^{\prime}{ }^{2}} & \left(\begin{array}{ll}
n & \text { even }
\end{array}\right)
\end{array},\right. \\
& X_{2}=\left\{\begin{array}{ll}
\varepsilon_{\frac{n-1}{2}}(-1)^{n-1 / 2} S_{2} \frac{b B_{n-1, b}-a B_{n-1, a}}{T^{2}-k_{c m n}^{\prime}{ }^{2}} & \left(\begin{array}{ll}
n & \text { odd }
\end{array}\right) \\
-2 j(-1)^{n-2 / 2} S_{2} \frac{b B_{n-1, b}-a B_{n-1, a}}{T^{2}-k_{c m n}^{\prime}{ }^{2}} & \left(\begin{array}{ll}
n & \text { even }
\end{array}\right)
\end{array},\right. \\
& Y_{1}=\left\{\begin{array}{ll}
\varepsilon_{\frac{n+1}{2}}(-1)^{n+1 / 2} C_{1} \frac{b B_{n+1, b}-a B_{n+1, a}}{T^{2}-k_{c m n}^{\prime}{ }^{2}} & \left(\begin{array}{ll}
n & \text { odd })
\end{array}\right) \\
2 j(-1)^{n / 2} C_{1} \frac{b B_{n+1, b}-a B_{n+1, a}}{T^{2}-k_{c m n}^{\prime}{ }^{2}} & \left(\begin{array}{ll}
n & \text { even })
\end{array}\right.
\end{array},\right. \\
& Y_{2}=\left\{\begin{array}{ll}
-\varepsilon_{\frac{n-1}{2}}(-1)^{n-1 / 2} C_{2} \frac{b B_{n-1, b}-a B_{n-1, a}}{T^{2}-k_{c m n}^{\prime}{ }^{2}} & \left(\begin{array}{ll}
n & \text { odd })
\end{array}\right) \\
-2 j(-1)^{n-2 / 2} C_{2} \frac{b B_{n-1, b}-a B_{n-1, a}}{T^{2}-k_{c m n}^{\prime}{ }^{2}} & \left(\begin{array}{ll}
n & \text { even }
\end{array}\right)
\end{array},\right. \\
& \bar{X}_{1}=\left\{\begin{array}{ll}
-\mathcal{E}_{\frac{n+1}{2}}(-1)^{n+1 / 2} S_{1} \frac{b \bar{B}_{n+1, b}-a \bar{B}_{n+1, a}}{T^{2}-k_{c m n}{ }^{2}} & \left(\begin{array}{ll}
n & \text { odd })
\end{array}\right. \\
2 j(-1)^{n / 2} S_{1} \frac{b \bar{B}_{n+1, b}-a \bar{B}_{n+1, a}}{T^{2}-k_{c m n}{ }^{2}} & \left(\begin{array}{ll}
n & \text { even })
\end{array}\right.
\end{array},\right. \\
& \bar{X}_{2}=\left\{\begin{array}{ll}
\varepsilon_{\frac{n-1}{2}}(-1)^{n-1 / 2} S_{2} \frac{b \bar{B}_{n-1, b}-a \bar{B}_{n-1, a}}{T^{2}-k_{c m n}{ }^{2}} & \left(\begin{array}{ll}
n & \text { odd })
\end{array}\right. \\
-2 j(-1)^{n-2 / 2} S_{2} \frac{b \bar{B}_{n-1, b}-a \bar{B}_{n-1, a}}{T^{2}-k_{c n n}{ }^{2}} & \left(\begin{array}{ll}
n & \text { even })
\end{array}, ~\right.
\end{array},\right. \\
& \bar{Y}_{1}=\left\{\begin{array}{ll}
-\mathcal{E}_{\frac{n+1}{2}}(-1)^{n+1 / 2} C_{1} \frac{b \bar{B}_{n+1, b}-a \bar{B}_{n+1, a}}{T^{2}-k_{c m n}{ }^{2}} & \left(\begin{array}{ll}
n & \text { odd })
\end{array}\right) \\
-2 j(-1)^{n / 2} C_{1} \frac{b \bar{B}_{n+1, b}-a \bar{B}_{n+1, a}}{T^{2}-k_{c m n}{ }^{2}} & \left(\begin{array}{ll}
n & \text { even })
\end{array}\right.
\end{array},\right. \\
& \bar{Y}_{1}=\left\{\begin{array}{ll}
-\mathcal{E}_{\frac{n-1}{2}}(-1)^{n-1 / 2} C_{2} \frac{b \bar{B}_{n-1, b}-a \bar{B}_{n-1, a}}{T^{2}-k_{c m n}{ }^{2}} & \left(\begin{array}{ll}
n & \text { odd })
\end{array}\right) \\
-2 j(-1)^{n-2 / 2} C_{2} \frac{b \bar{B}_{n-1, b}-a \bar{B}_{n-1, a}}{T^{2}-k_{c m n}{ }^{2}} & \left(\begin{array}{ll}
n & \text { even })
\end{array},\right.
\end{array},\right. \\
& B_{n \pm 1, r_{i}}=T J_{n+2}^{n}\left(T r_{i}\right) Z_{n \pm 1}\left(k_{c m n}^{\prime} r_{i}\right) \\
& -k_{c m n}^{\prime} J_{n \pm 1}\left(T r_{i}\right) Z_{\substack{n+2 \\
n}}\left(k_{c m n}^{\prime} r_{i}\right) \quad\left(r_{i}=a, b\right),
\end{aligned}
$$

$$
\begin{gathered}
\bar{B}_{n \pm 1, r_{i}}=T J_{n+2}^{n}\left(T r_{i}\right) \bar{Z}_{n \pm 1}\left(k_{c m n} r_{i}\right) \\
-k_{c m n} J_{n \pm 1}\left(T r_{i}\right) \bar{Z}_{n+2}\left(k_{c m n} r_{i}\right) \quad\left(r_{i}=a, b\right), \\
S_{1}=\pi \sin \left((n+1) \varphi_{T}\right), \\
S_{2}=\pi \sin \left((n-1) \varphi_{T}\right), \\
C_{1}=\pi \cos \left((n+1) \varphi_{T}\right), \\
C_{2}=\pi \cos \left((n-1) \varphi_{T}\right), \\
\varphi_{T}=\tan ^{-1}\left(\frac{V}{T}\right)
\end{gathered}
$$

To calculate the reflection coefficient $R_{p q r}$, first, the unknown coefficient $B_{m n l}$ and $B_{T E M}$ should be evaluated from (25) and then these values substituted in (17). The number of modes for each region should be chosen carefully which only the significant modes are assigned [7].

## III. RESULTS

According to the formulation achieved in the previous section, and for the case of geometry of Fig. 1, and for all Floquet modes which $T_{p q}$ (transverse wave number) in them are less than 10 times the $k$ (wave number) and for 12 lowest modes for circular loop, the reflection coefficient, is calculated. Increasing the number of modes cause to obtain more accurate response in the expense of times (Because the output of integral equation is a multiterminal network and there are a lot of nested loop in it, therefore it grows rapidly). For a new geometrical parameters and frequency band, sometimes it is time consuming procedure to find the optimized number of modes (often up to 9 and less than 14). But by determining the optimized number, for a wide range of parameters and frequency bands in the vicinity of that case, it can be ok.

The geometrical parameters of a sample FSS array are described in Table 1.

Table 1: Geometrical parameters for FSS array

| Parameter | Value | Parameter | Value |
| :--- | :--- | :--- | :--- |
| $a$ | $5(\mathrm{~mm})$ | $b$ | $6(\mathrm{~mm})$ |
| $d x$ | $15(\mathrm{~mm})$ | $d y$ | $15(\mathrm{~mm})$ |
| $\alpha$ | $90^{\circ}$ |  |  |

The results are plotted in Fig. 2, for normal incidence (TE or TM plane wave) in compare with CST and HFSS simulators. In Fig. 3, the reflection coefficient for some $\theta$ and TE polarization is plotted. Also in Fig. 4, it is repeated for TM polarization. As it is clear in both polarizations, by increasing $\theta$ the resonant frequency reduced somewhat.


Fig. 2. Comparison of reflection coefficient between modal analysis, CST and HFSS simulation.


Fig. 3. Reflection coefficient for some angles of incidence and TE polarization.


Fig. 4. Reflection coefficient for some angles of incidence and TM polarization.

## IV. CONCLUSION

Modal analysis of a FSS containing ring loops is formulated and calculated. For this geometry, a set of orthonormal mode functions compatible with circular loop were defined to replace the induced current. This replacement and setting an optimized number of modes can cause to faster convergence than a simple integral equation with just Floquet modes.

The results were compared with CST and HFSS simulators and relatively good agreement was achieved. Also, as the ring element has the best geometrical symmetry, the frequency response for proposed FSS has stable characteristics about incident polarization and angle up to $45^{\circ}$.
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#### Abstract

A frequency selective surface which can provide up to 4 passbands will be proposed. The passbands are nearly independent so it simplifies the design procedure. The base of the design is according to frequency reuse in cellular communications which there are $N$ different frequencies in one cluster. The array cells in this FSS are hexagons and the resonators on top and bottom of each cell are aperture loops. As the elements and cells are in the most geometrical symmetry, stability about polarization and angle of incidence is in the good state. As some examples, a dual-band, a triple-band and a quad-band FSS are simulated with CST software. The results are in good agreement with theoretical calculations.


Index Terms - Aperture loop, cluster size, dual-band FSS, frequency selective surface (FSS), quad-band FSS, triple-band FSS.

## I. INTRODUCTION

In many communicational systems we need to design frequency selective surfaces with more than one passband [1] such as dual-band, triple-band [1]-[2] and even quad-band [3] structures. In these multiband FSSs, it is hard to design the whole structure entirely and it is valuable to have a procedure which passbands can be designed independently and separately in it [4], after that whole structure is constructed by adding these independent designs [1].

To have the most stable frequency response for a bandpass FSS, the best choice is circular aperture, for its geometrical symmetry [5]. Also, to select the array cells, a good choice is hexagon because it is nearly similar to a circle and compatible with aperture loop and it can cover surface perfectly. By using hexagonal array cells, a honeycomb structure is raised which can be related to cellular communications. Keep in mind that in those systems, for frequency reuse, it is routine that the centre frequencies are selected deferent from each other and some clusters are constructed [6]. In the next section, a short introduction of this concept is proposed; however, one of the possible cases is the
cluster size of 4 . The configuration of cells in this cluster size is shown in Fig. 1.


Fig. 1. Cluster size of 4.
If the resonant frequency of circular aperture available in each cluster is selected according to Fig. 2, a multiband FSS with four passbands can be implemented. If two or three passbands are needed, three or two apertures can be selected the same, respectively. So by this configuration, a FSS with 2, 3 or 4 passbands is designed. Modularity of passbands cause to simplify multiband designing, so preliminary design is simple to do. Then final optimization will be completed by some tuning of the geometrical parameters.


Fig. 2. Geometry of a multiband FSS.

## II. DESIGN

The resonant frequency of a circular aperture can be estimated by the approximate equation in (1), which was only suitable for the calculating the resonant frequency of conventional aperture type FSS [7]:

$$
\begin{equation*}
f_{r}=\frac{c}{\sqrt{\varepsilon_{e f f}}} \frac{1.2}{2 \pi(r+w / 2)} \tag{1}
\end{equation*}
$$

$c$ is speed of light in free space. $\varepsilon_{\text {eff }}$ for thin substrate, can be calculated from equation (2) [8]:

$$
\begin{equation*}
\varepsilon_{e f f}=\varepsilon_{r}+\left(1-\varepsilon_{r}\right) e^{-N x} \tag{2}
\end{equation*}
$$

$N$ is an exponential factor, this parameter varies for different cell shapes, here, it is $2.2, x$ is:

$$
\begin{equation*}
x=\frac{10 t}{\lambda_{0}}, \tag{3}
\end{equation*}
$$

where $\lambda_{0}$ is free space wavelength and $t$ is thickness of substrate.

Which $c$ is the speed of light in free space, $r$ is the inner radius and $w$ is the width of aperture. For the design of multiband FSS, the centre frequency of each band is independently designed with a circular resonator with $f_{r}$ according to equation (1). This aperture exists on top and bottom of substrate. There are some coupling effects that vary a little resonant frequency that in the final tuning frequency response can be optimized.

In cellular communication, cluster size, $N$, is selected according to how many frequencies are needed. This number is equal to (4) [6]:

$$
\begin{equation*}
N=i^{2}+j^{2}+i j \tag{4}
\end{equation*}
$$

Here $i$ and $j$ are positive integers or zero and $i \geq j$. According to Fig. 3, $i$ and $j$ are shift parameters, means move $i$ cells from centre of a reference cell along any of the sides of hexagons, turn anticlockwise by $60^{\circ}$ and then move $j$ cells along this direction, leads to the same frequency as the reference [6]. Any value of $N$ given by this relationship produce clusters which cover the whole surface with $N$ independent $f_{r}$. Some examples of different N are shown in Fig. 4.

In cellular system $N=7$ is the preferable number to design. In our purpose for multiband FSS, $N=4$ is sufficient and good choice.

For FSS with rectangular cells periodicity is along two perpendicular axes but for a FSS with honeycomb structure elements arranged periodically along coordinates that enclose the $60^{\circ}$ angle [9]. To prevent making grating lobes, the distance between elements along two coordinates should be smaller than $\lambda / 2$ [10].


Fig. 3. Geometry of a multi-band FSS.


Fig. 4. Some cluster sizes: (a) $\mathrm{N}=3$, (b) $\mathrm{N}=4$, and (c) $\mathrm{N}=7$.

## III. SIMULATED RESULTS

In the previous section it is shown that 2,3 or 4 passbands with the proposed FSS can be achieved. In this section, three examples proposed for dual-band, triple-band and quad-band FSS.

## A. Design for dual-band FSS

According to the notes and relationship mentioned in the previous section, and for the geometry of Fig. 2, the geometrical parameters of a dual-band FSS are described in Table 1. As it is mentioned in the previous section to achieve two passbands, two resonators should be selected similar. The dielectric constant and height for substrate is 2.65 and 1.5 mm .

Table 1: Geometrical parameters for dual-band FSS

| Parameter | Value (mm) | Parameter | Value (mm) |
| :---: | :---: | :---: | :---: |
| $r_{1}$ | 3 | $w_{2}$ | 0.55 |
| $r_{2}$ | 3.25 | $w_{3}$ | 0.55 |
| $r_{3}$ | 3.25 | $w_{4}$ | 0.44 |
| $r_{4}$ | 3 | $a$ | 9.5 |
| $w_{1}$ | 0.44 | $p$ | 16.45 |

According to $r_{i}$ and $w_{i}(i=1,4)$ and equation (1), the resonant frequencies can be listed as Table 2.

Table 2: Calculated resonant frequencies for dual-band FSS

| Resonant Frequency | Value $(\mathrm{GHz})$ |
| :---: | :---: |
| $f_{1}$ | 11.06 |
| $f_{2}$ | 12.11 |

The transmission and reflection coefficient of simulated FSS is shown in Fig. 5. There are two passbands in frequencies which are calculated with equation (1).


Fig. 5. Transmission and reflection coefficient for dualband FSS.

## B. Design for triple-band FSS

The geometrical parameters of a triple-band FSS are described in Table 3. In addition, dielectric constant and height for substrate is fixed in all three examples. Again, two resonators are selected the same.

Table 3: Geometrical parameters for triple-band FSS

| Parameter | Value $(\mathrm{mm})$ | Parameter | Value $(\mathrm{mm})$ |
| :---: | :---: | :---: | :---: |
| $r_{1}$ | 2.7 | $w_{2}$ | 0.44 |
| $r_{2}$ | 3.15 | $w_{3}$ | 0.44 |
| $r_{3}$ | 3.15 | $w_{4}$ | 0.44 |
| $r_{4}$ | 3.6 | $a$ | 10 |
| $w_{1}$ | 0.44 | $p$ | 17.3 |

Again with these new $r_{i}$ and $w_{i}$, three resonant frequencies are calculated according to Table 4.

Table 4: Calculated resonant frequencies for triple-band FSS

| Resonant Frequency | Value (GHz) |
| :---: | :---: |
| $f_{1}$ | 10.21 |
| $f_{2}$ | 11.57 |
| $f_{3}$ | 13.35 |

The transmission and reflection coefficient of simulated triple-band FSS is shown in Fig. 6. As it is clear from this figure, three passbands which are obtained from simulation are compatible with calculated ones.


Fig. 6. Transmission and reflection coefficient for triple-band FSS.

## C. Design for quad-band FSS

The geometrical parameters for a quad-band FSS are listed in Table 5.

Table 5: Geometrical parameters for quad-band FSS

| Parameter | Value (mm) | Parameter | Value (mm) |
| :---: | :---: | :---: | :---: |
| $r_{1}$ | 2.7 | $w_{2}$ | 0.49 |
| $r_{2}$ | 3.0 | $w_{3}$ | 0.5 |
| $r_{3}$ | 3.3 | $w_{4}$ | 0.44 |
| $r_{4}$ | 3.6 | $a$ | 10 |
| $w_{1}$ | 0.4 | $p$ | 17.32 |

For this new configuration, four resonant frequencies are calculated with equation (1). Table 6 shows these resonances.

Table 6: Calculated resonant frequencies for quad-band FSS

| Resonant Frequency | Value (GHz) |
| :---: | :---: |
| $f_{1}$ | 10.21 |
| $f_{2}$ | 10.98 |
| $f_{3}$ | 12.01 |
| $f_{4}$ | 13.45 |

In Fig. 7, the transmission and reflection coefficient of simulated FSS is represented. Four separate passbands are obtained in this figure, which except for third resonance, the others are in good agreement with calculations.


Fig. 7. Transmission and reflection coefficient for quadband FSS.

## IV. CONCLUSION

Multiband FSS based on aperture loop and hexagonal cells was proposed, which can produce up to four passbands. The transmission bands are designed separately and independently, so the design procedure can be simple to do. Three examples, dual-band, tripleband and quad-band FSS, were simulated to show how this passbands can be achieved.
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#### Abstract

In this paper, an $X$-band H-plane band pass filter based on substrate integrated waveguide (SIW) technology is introduced. Back propagation neural network (BPNN) method is applied to optimize parameters of the proposed filter. The stop band of the proposed filter is improved by cascading the H -plane filter with a low pass filter designed and implemented using defected ground structure (DGS). A prototype of the proposed filter is made and experimental results are presented and also compared with those obtained by simulation. Measured reflection coefficient and transmission coefficient in pass band are better than -20 dB and -3.7 dB respectively. Measured results agree well with those obtained by simulation.


Index Terms - Band pass filter, neural network, Substrate Integrated Waveguide (SIW).

## I. INTRODUCTION

Microwave filters using rectangular metallic waveguides have been widely used in microwave communication systems. In recent years, a new kind of microwave transmission structure named substrate integrated waveguide (SIW) [1] has been introduced. SIW structures have similar propagation characteristics as the conventional metallic rectangular waveguide. They offer all advantages of rectangular waveguide and planar structures such as low insertion loss, high quality factor and easily integration with planar structures [1]. Moreover, they are low profile and their fabrication cost is low, especially in a production line. Based on the SIW technology, many passive and active devices such as filters, couplers [2], antennas [3] and mixers [4] have been proposed and successfully realized and tested.

Simulation process for SIW structure often requires a relative long time due to existence of via arrays, which needs to be meshed, leading to increasing the complexity of calculation. In turn, an optimization procedure is required to improve design and implementation of microwave components.

In this paper, a microwave H -plane filter is designed, optimized and numerically investigated. Using back
propagation neural network (BPNN) method, an optimization process is applied to obtain filter parameters. To improve stop band response of the filter, a low pass filter using defected ground structure (DGS) is added to the proposed filter. The designed filter is numerically studied using high frequency structure simulator (HFSS).

## II. THE H-PLANE FILTER DESIGN

The top view of the proposed filter and its geometrical parameters are shown in Fig. 1. It consists of seven cascaded rectangular cavities. The via holes have a diameter of $d$ and the distance between two adjacent vias is denoted by $S$. The proposed filter is symmetric along $A A^{\prime}$ line in such a way that $W_{i}=W_{n+1-i}$ and $l_{i}=l_{n-i}$. TLY031 is used as the substrate with $\varepsilon_{r}=2.2$ and $h=0.787 \mathrm{~mm}$. The desired pass band is considered between $f_{1}=9.5 \mathrm{GHz}$ and $f_{2}=10.5 \mathrm{GHz}$.


Fig. 1. The proposed H-plane filter structure.
At first, the parameters of the proposed filter are designed based on conventional rectangular waveguide formula, and then, they are adjusted for SIW structures using equivalent width formula. The fractional bandwidth of the proposed filter is defined by Equation (1) [5]:

$$
\begin{equation*}
F B_{\lambda}=\frac{\lambda_{g 1}-\lambda_{g 2}}{\lambda_{g o}}, \tag{1}
\end{equation*}
$$

in which

$$
\begin{equation*}
\lambda_{g o}=\frac{\lambda_{g_{1}}+\lambda_{g^{2}}}{2}, \tag{2}
\end{equation*}
$$

$$
\begin{gather*}
\lambda_{g i}=\frac{c}{f_{i} \sqrt{1-\left(f_{c} / f_{i}\right)^{2}}} \frac{1}{\sqrt{\varepsilon_{r}}} \quad i=1,2,  \tag{3}\\
f_{c}=\frac{c}{2 a_{R W}} \tag{4}
\end{gather*}
$$

$c$ and $a_{\mathrm{RW}}$ are light velocity in free space and the equivalent rectangular waveguide width respectively. Then, from the following equations, impedance invert values of the conventional rectangular waveguide is evaluated [5]:

$$
\begin{gather*}
\frac{K_{o 1}}{Z_{o}}=\sqrt{\frac{\pi F B_{\lambda}}{2 g_{o} g_{1}}}  \tag{5}\\
\frac{K_{i, i+1}}{Z_{o}}=\frac{\pi F B_{\lambda}}{2} \sqrt{\frac{1}{g_{i} g_{i+1}}} \quad i=1,2, \ldots, n-1  \tag{6}\\
\frac{K_{n, n+1}}{Z_{o}}=\sqrt{\frac{\pi F B_{\lambda}}{2 g_{n} g_{n+1}}} \tag{7}
\end{gather*}
$$

where $g_{0}, g_{1}, g_{2}, \ldots, g_{n+1}$ are normalized elements of seventh order Chebyshev with 0.01 dB ripple. The susceptance values of symmetrical windows can be enhanced as follows:

$$
\begin{equation*}
\frac{X_{i, i+1}}{Z_{o}}=\frac{K_{i, i+1} / z_{o}}{1-\left(K_{i, i+1} / z_{o}\right)^{2}} . \tag{8}
\end{equation*}
$$

In return, width $W_{R W i}(i=1,2, \ldots, n+1)$ of symmetrical window can be obtained by Equations (9) and (10) [5]:

$$
\begin{align*}
& \frac{X}{Z_{o}}=\frac{a_{R W}}{\lambda_{g o}} \tan ^{2}\left\{\frac{\pi W_{R W i}}{2 a_{R W}}\left[1+\frac{1}{6}\left(\frac{\pi W_{R W i}}{\lambda_{o}}\right)^{2}\right]\right\}, \frac{W_{R W i}}{a_{R W}} \ll 1,  \tag{9}\\
& \frac{X}{Z_{o}}=\frac{a_{R W}}{\lambda_{g o}} \cot ^{2}\left\{\frac{\pi W_{R W i}^{\prime}}{2 a_{R W}}\left[1+\frac{2}{3}\left(\frac{\pi W_{R W i}^{\prime}}{\lambda_{o}}\right)^{2}\right]\right\}, \frac{W_{R W i}^{\prime}}{a_{R W}} \gg 1, \tag{10}
\end{align*}
$$

in which

$$
\begin{align*}
W_{R W i}^{\prime} & =\frac{a_{R W}-W_{R W i}}{2},  \tag{11}\\
\lambda_{o} & =\frac{c}{\sqrt{f_{1} f_{2}}} . \tag{12}
\end{align*}
$$

Finally, $l_{i R W}$ can be obtained using Equation (13) [5]:

$$
\begin{gather*}
l_{R W i}=\frac{\lambda_{g o}}{2 \pi} \theta_{i}  \tag{13}\\
\theta_{i}=\pi-\frac{1}{2}\left[\tan ^{-1}\left(\frac{2 X_{i-1, i}}{Z_{o}}\right)+\tan ^{-1}\left(\frac{2 X_{i, i+1}}{Z_{o}}\right)\right] \tag{14}
\end{gather*}
$$

The parameters $W_{i}, l_{i}$ and $a$ of SIW structure can be obtained from $W_{R W i}, l_{R W i}$ and $a_{R W}$, using the following equation [6]:
$W_{R W}=\frac{W_{S I W}}{\sqrt{1+\left(\frac{2 W_{S W}-d}{S}\right)\left(\frac{d}{W_{S I W}-d}\right)^{2}-\frac{4 W_{S I W}}{5 S^{4}}\left(\frac{d^{2}}{W_{S I W}-d}\right)^{3}}}$.

## III. NEURAL NETWOK OPTIMIZATION

Back propagation neural network (BPNN) is generally used in function approximation. In fact, BPNN is a non-linearity artificial neural network and it has been proved that any continuous function in enclosed interval can be approached by a BPNN with a hidden layer. A BPNN model is shown in Fig. 2.


Fig. 2. Back propagation neural network model.

## A. Back propagation algorithm

A back propagation (BP) network has to be trained. Input vectors and the corresponding target vectors are used to train a network until it could approximate the required function. BPNN use a gradient descent algorithm, in which the network weights are moved along the negative of the gradient of the performance function. Properly trained back propagation networks tend to give reasonable answers when presented with inputs that they have never seen.

## B. Levenberg-Marquardt back propagation

The trainlm training function is chosen to train the network in this paper. It is a network training function that updates weight and bias values according to Levenberg-Marquardt optimization. Trainlm is often the fastest back propagation algorithm in the toolbox, and is highly recommended as a first choice supervised algorithm; although, it does require more memory than the other algorithms [7].

## IV. OPTIMIZATION PROCEDURE

The basic parameters of the filter are shown in Fig. 1. $W_{S W}$ is chosen from 5 mm to $9 \mathrm{~mm}, L$ is varied from 6 mm to 12 mm and $W_{50}$ is selected from 1.854 mm to 2.854 mm . $W_{S I W}, L$ and $W_{50}$ are chosen to be the input of the neural network and the maximum of $S_{l l}$ in the pass band is considered to be the output of the optimization process. The neural network has 20 neurons in its hidden layer and the training function is chosen trainlm. Table 1 summarizes few training data and their reported $S_{11}$ which are obtained using HFSS. Testing data are summarized in Table 2. The testing data show that the

BPNN output data and $S_{l l}$ results obtained from HFSS agree well with each other.

After training the neural network, the optimum values of the inputs in which maximum $S_{l l}$ in the pass band is minima can be derived. The values for different parameters of the proposed filter are listed in Table 3 and optimum parameters $W_{S W}, L$ and $W_{50}$ are $7.07 \mathrm{~mm}, 7.80 \mathrm{~mm}$ and 2.65 mm , respectively.

Table 1: Training data for the optimization procedure

| $W_{S I W}(\mathrm{~mm})$ | $L(\mathrm{~mm})$ | $W_{50}(\mathrm{~mm})$ | $S_{I I}(\mathrm{~dB})$ |
| :---: | :---: | :---: | :---: |
| 5 | 10 | 2.354 | -8.81 |
| 7 | 12 | 2.354 | -10.46 |
| 9 | 8 | 2.354 | -11.20 |
| 7 | 8 | 2.604 | -22.10 |
| 7 | 10 | 2.104 | -15.63 |
| 7 | 8 | 2.104 | -14.39 |
| 9 | 10 | 2.104 | -14.64 |
| 7 | 8 | 2.854 | -17.65 |

Table 2: Testing data for the optimization procedure

| $W_{S I W}$ <br> $(\mathrm{~mm})$ | $L$ <br> $(\mathrm{~mm})$ | $W_{50}$ <br> $(\mathrm{~mm})$ | $S_{I I}(\mathrm{~dB})$ <br> $(\mathrm{BPNN})$ | $S_{I I}(\mathrm{~dB})$ <br> $(\mathrm{HFSS})$ |
| :---: | :---: | :---: | :---: | :---: |
| 8.1 | 7.5 | 2.8 | -20.01 | -19.83 |
| 5.2 | 7.6 | 2.4 | -12.73 | -12.84 |
| 6.4 | 8.6 | 2.6 | -19.58 | -19.28 |
| 7.8 | 11.2 | 2 | -12.70 | -13.03 |
| 7.3 | 7.1 | 2.5 | -18.22 | -18.38 |
| 7.5 | 7.9 | 1.9 | -10.64 | -10.47 |
| 7.6 | 9 | 2.3 | -16.13 | -16.15 |

Table 3: The geometrical parameters of the proposed filter

| Parameter | Value (mm) | Parameter | Value $(\mathrm{mm})$ |
| :---: | :---: | :---: | :---: |
| $a$ | 20.67 | $l_{0}$ | 8.03 |
| $l$ | 90.0 | $l_{1}$ | 9.54 |
| $d$ | 1.0 | $l_{2}$ | 10.79 |
| $W_{1}$ | 10.48 | $l_{3}$ | 11.08 |
| $W_{2}$ | 7.66 | $l_{4}$ | 11.12 |
| $W_{3}$ | 6.86 | $h$ | 0.787 |
| $W_{4}$ | 6.7 | $S$ | 1.5 |

## V. RESULTS AND DISCUSSIONS

Simulated $S$-parameters of the designed filter using the optimized parameters versus frequency are shown in Fig. 3 (a) and Fig. 3 (b). The optimum value of $S_{l l}$ is -24.90 dB , which agrees well with the result obtained using HFSS which is -24.37 dB . It can be seen that the stop band of the filter is very small; especially the second harmonic of the input is suppressed only -3 dB . In order to improve the stop band characteristic of the proposed filter, two low pass filters are cascaded, one at the input port and the other at the output.

## A. Low pass DGS filter

A defected ground structure (DGS) low pass filter is
chosen to improve the stop band response of the proposed filter. Figure 4 shows the DGS structure of the filter. In this structure $g=0.3 \mathrm{~mm}, v_{2}=1.2 \mathrm{~mm}, v_{l}=0.7 \mathrm{~mm}$ and $l_{i}$ can be obtained by means of Equations (15) and (16) [8]. Distance between different defect parts is uniform and designated by $l$ :

$$
\begin{gather*}
l_{i}=\frac{N_{3}}{N_{i}} l_{3} \quad i=1,2,3,  \tag{15}\\
N_{i}=\sqrt[i]{C} \tag{16}
\end{gather*}
$$

$C$ is constant. By increasing $C$, return loss in pass band will be increased [8]. In this paper, $C$ and $l_{3}$ are chosen 3.3 and 2.2 mm , respectively. So, $l_{l}=1 \mathrm{~mm}$ and $l_{2}=1.8 \mathrm{~mm}$ are calculated. Geometrical parameters of the DGS filter are summarized in Table 4.

## B. Simulation results of the DGS filter

Simulated $S$-parameters of the designed DGS filter are shown in Fig. 5. It can be seen that maximum insertion loss in pass band is 3.48 dB , while between 16 GHz to 20 GHz stop band attenuation is at least 40 dB .


Fig. 3. Simulated $S$-parameters of the proposed filter using optimized parameters for two frequency ranges: (a) narrowband and (b) wideband.

Table 4: Geometrical parameters of the DGS structure

| Parameter | Value (mm) |
| :---: | :---: |
| $l_{1}$ | 1 |
| $l_{2}$ | 1.8 |
| $l_{3}$ | 2.2 |
| $v_{1}$ | 0.7 |
| $v_{2}$ | 1.2 |
| $g$ | 0.3 |
| $l$ | 1.2 |



Fig. 4. DGS structure for the proposed filter.


Fig. 5. Simulated $S$-parameters of the proposed DGS structure.

## C. Simulation results of the filter with DGS

The designed filters are cascaded with each other. The final filter structure and its simulated frequency response are shown in Fig. 6 and Fig. 7 respectively. It can be seen that the applied DGS low pass filter suppress the undesired harmonics and the stop band of the filter response is highly improved. It can be seen that a very wide stop band bandwidth, with at least 20 dB attenuation is obtained by the proposed filter. However, passband insertion loss is increased by a little compared to that of the filter without DGS. The obtained results show that simulated $S_{I I}$ and insertion loss are better than -23 dB and 3 dB in pass band respectively, while stop band attenuation is at least 20 dB . The simulated detailed performance of the proposed filter with optimized
parameters including DGS filter are listed in Table 5. Also, simulated characteristics of a few recently published research are also summarized in this table for comparison.

## D. Measured results

To evaluate the designed procedure of the proposed filter, a prototype of the proposed filter is fabricated using TLY031 substrate with electrical characteristics including: $\varepsilon_{r}=2.2, h=0.787 \mathrm{~mm}$ and $\tan$ loss of 0.009 . The photo of the fabricated filter is shown in Fig. 8. $S$-parameters of the filter are measured using HP 8510 network analyzer. The measured results are shown in Figs. 9 (a) and 9 (b), including the simulation results for comparison. It can be seen that the obtained $S_{11}$ is better than -20 dB in pass band. Also, insertion loss of the filter is better than 3.7 dB in pass band and the attenuations of the filter is better than 19 dB in stop band. Moreover, a very good agreement is obtained between measured and simulated results.


Fig. 6. Structure of the proposed filter with DGS.


Fig. 7. Simulated $S$-parameters of the proposed filter with DGS.


Fig. 8. The photo of the fabricated filter.
Table 5: Comparison of the simulated performance of the proposed filter with recently published ones

| Filter | $F B W$ <br> $(\%)$ | $\mathrm{S}_{11}$ <br> $(\mathrm{~dB})$ | $\mathrm{S}_{21}$ <br> $(\mathrm{~dB})$ | End of the <br> Stopband (GHz) |
| :---: | :---: | :---: | :---: | :---: |
| $[9]$ | 5.8 | $<-22$ | -1.7 | 16.7 |
| $[10]$ | 7.6 | $<-14$ | -1.3 | 14 |
| $[11]$ | 8 | $<-27$ | -2 | 25 |
| $[12]$ | 5 | $<-12.5$ | -4.3 | 20.2 |
| $[13]$ | 18.7 | $<-20$ | -2.3 | 12.2 |
| $[14]$ | 4 | $<-10$ | -3.8 | 12.6 |
| $[15]$ | 4.9 | $<-8$ | -1 | 18.2 |
| $[16]$ | 4.9 | $<-17.6$ | -2.6 | 13.8 |
| This paper | 13 | $<-23.6$ | -3 | 40.6 |



Fig. 9. Simulation and measurement results of the fabricated filter: (a) $S_{11}$, and (b) $S_{12}$ in a narrowband region.

## VI. CONCLUSION

An $X$-band H-plane filter cascaded with a DGS structure is designed based on neural network and numerically investigated using HFSS in this paper. Back propagation neural network is applied to optimize the parameters of the proposed filter. Results show that, measured reflection coefficient and transmission coefficient are -20 dB and -3.7 dB respectively. In addition, a very good agreement is obtained between measured results and those obtained by simulation. Moreover, it is concluded that neural network is very useful for optimizing microwave devices.
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#### Abstract

An effective design method is proposed to develop an excellent performed quad-band filtering UWB antenna. A spiral-shaped stub (SSS), two T-shaped stubs (TSSs) and an arc-shaped slot (ASS) are utilized to realize the proposed quad-band filtering characteristics. The independently tunable band-notched characteristics are carried out by adjusting the dimensions of SSS, TSS and ASS respectively. The proposed quad-band filtering UWB antenna is fabricated and measured for validation. The simulated and measured results show that this antenna can provide a wide bandwidth covering $3.1-10.6 \mathrm{GHz}$ with four band notched characteristics and omnidirectional radiation patterns in its H -plane, which render it suitable for indoor UWB communication applications.


Index Terms - Notch band, quad-band notch characteristics, stub, UWB antenna.

## I. INTRODUCTION

Since the Federal Communication Commission allocated the $3.1-10.6 \mathrm{GHz}$ band for commercial ultrawideband (UWB) communication systems, many research efforts have been put into UWB communication technology in both industry and academy [1]. As one of the key components of the UWB system, designing of UWB antennas has been widely studied to achieve wide impedance matching, stable radiation patterns and small size for various portable UWB systems [2-7]. However, some existing narrowband systems over the allocated UWB frequency band have been extensively studied and widely used, such as $3.3-3.7 \mathrm{GHz}$ WiMAX band, 3.9-4.2 GHz C-band, 5.15-5.825 GHz WLAN band, the downlink of X-band satellite communication system operating at $7.25-7.75 \mathrm{GHz}$ and ITU band operating at
8.025-8.4 GHz. As a result, these existing narrowband systems may give potential interferences to the UWB system. In order to eliminate or reduce the unwanted interferences from mentioned narrowband systems above, a great number of UWB antennas with single or dual band notched characteristics have been designed and their performances have been well investigated in the previously arts [8-15]. Most of these UWB antennas have only single or two notch bands, which limit their applications when more than two narrowband interferences happen simultaneously. Recently, several UWB antennas with triple or quadruple band notched have been designed and their performance has been experimentally verified [16-21]. However, most of these band notches are realized by etching various slots on the radiating patch or ground plane, which may leak extra electromagnetic waves. In addition, parasitic strips, open circuit stubs and stepped impedance resonator [22-29] are also employed to develop multiple notch band UWB antennas. Although several band-notched UWB antennas have been designed with triple or four notch bands, they have complex structures which include holes and multilayered substrates. Additionally, some of these four band-notched UWB antennas are large in size, which limit their utilization. Owing to the limits of the space in the modern portable terminals, it is a real challenge to design a compact UWB antenna with multiple band-notched characteristics.

For these reasons, an effective design method is proposed to develop an excellent quad-band filtering UWB antenna. The proposed antenna is designed on the basis of a wide slot UWB antenna with a ring shaped radiating patch. A spiral-shaped stub (SSS), two T-shaped stubs (TSSs) and an arc-shaped slot (ASS) are employed to develop quad-band filtering bands operating at 3.5 GHz ,
4.1 GHz, 5.5 GHz and 7.8 GHz to filter out the potential narrowband interferences from WiMAX, C-band, WLAN and X-band. To utilize the limited space, the T -shaped stubs are inserted into the ring shaped radiating patch with an isolation element. By optimizing the dimensions and position of the SSS, TSSs and ASS, four designated band notches are achieved to prevent the interferences from the aforementioned narrowband systems. The proposed antenna is fabricated and measured to verify the design effectiveness with respect to its frequency characteristics, including impedance bandwidth, tunable notch band, radiation patterns and gain.

## II. ANTENNA DESIGN

The configuration of the proposed quad-band filtering UWB antenna is demonstrated in Fig. 1. The proposed antenna is printed on a substrate whose relative permittivity, loss tangent and thickness are $2.65,0.002$, and 1.6 mm , respectively. For this antenna, it consists of a wide slot with circular shaped that is etched on the CPW ground plane, a circular ring-shaped radiating patch, an SSS, two TSSs, an ASS, an isolation element between the upper TSS and the lower TSS, and a CPW ground plane together with a $50-\mathrm{Ohm}$ CPW feed structure. The $50-\mathrm{Ohm}$ CPW feed structure is comprised of a CPW-fed transmission line whose width is $\mathrm{W} 1=3.6 \mathrm{~mm}$, and a gap g with a width of 0.2 mm . In this design, the upper TSS is used to generate the lowest notch band operating at 3.5 GHz band, while the 3.9-4.2 GHz C-band is given by the lower TSS. The SSS is employed to provide a notch operating at 5.5 GHz WLAN band and the ASS is designed to prevent the potential interferences from the ITU band or X-band around 8 GHz . The proposed antenna has been investigated and optimized by the HFSS. The center frequencies of these notch bands can be tuned by adjusting the dimensions of the SSS, TSSs and ASS to render the proposed notches suitable to filter out the aforementioned narrowband interferences. The antenna is well optimized and the optimal structure parameters are listed as follows: $\mathrm{L}=32 \mathrm{~mm}, \mathrm{~W}=24 \mathrm{~mm}, \mathrm{~L} 1=5.9 \mathrm{~mm}$, $\mathrm{L} 2=7 \mathrm{~mm}, \mathrm{~L} 3=3.7 \mathrm{~mm}, \mathrm{~L} 4=4.6 \mathrm{~mm}, \mathrm{~L} 5=1.9 \mathrm{~mm}$, $\mathrm{L} 6=2.3 \mathrm{~mm}, \mathrm{~L} 7=2.8 \mathrm{~mm}, \mathrm{~L} 8=4.2 \mathrm{~mm}, \mathrm{~L} 9=1.1 \mathrm{~mm}$, $\mathrm{W} 1=3.6 \mathrm{~mm}, \mathrm{R}=11.8 \mathrm{~mm}, \mathrm{rl}=6.7 \mathrm{~mm}, \mathrm{r} 2=5 \mathrm{~mm}$, $\mathrm{r} 3=12.5 \mathrm{~mm}, \mathrm{r} 4=12.3 \mathrm{~mm}, \mathrm{~g}=0.2 \mathrm{~mm}, \mathrm{~g} 1=0.5 \mathrm{~mm}$, $\mathrm{g} 2=0.3 \mathrm{~mm}, \mathrm{~g} 3=0.2 \mathrm{~mm}, \mathrm{~d} 1=0.8 \mathrm{~mm}, \mathrm{~d} 2=0.8 \mathrm{~mm}$, $\mathrm{d} 3=0.6 \mathrm{~mm}, \mathrm{~d} 4=0.4 \mathrm{~mm}, \mathrm{~d} 5=2.1 \mathrm{~mm}, \mathrm{~d} 6=0.4 \mathrm{~mm}$, $\mathrm{s}=0.2 \mathrm{~mm}$, and Theta $=29^{\circ}$.

The design procedure of the proposed quad-band filtering UWB antenna is summarized as follows. Firstly, a circular wide slot UWB antenna is designed to cover a wide UWB band ranging from 3.1 GHz to 10.6 GHz . Next, the SSS, ASS and TSSs are integrated into the circular wide slot UWB antenna step by step to reject the designated four narrowband bands. Each band-notch
structure will be integrated into the UWB antenna to fine-tune the dimensions. Finally, all four band-notched elements and the UWB antenna are put together and optimized for desired performance. In this design, each band-notch structure, namely ASS, SSS, upper TSS and lower TSS, is responsible for creating four frequency filtering bands. Here, total resonance length of each notch band is mainly determined by the lengths of the band-notch structures. The center frequency of each band-notch is approximately given by using the following formulas:

$$
\begin{gather*}
f_{\text {notch }}=\frac{c}{2 L_{\text {ASS or TSSs or SSS) }} \sqrt{\varepsilon_{\text {eff }}}},  \tag{1}\\
\varepsilon_{\text {eff }}=\frac{\varepsilon_{r}+1}{2}, \tag{2}
\end{gather*}
$$

where $L_{A S S(\text { or } T S S \text { or } S S S)}$ is the total resonance length of each band-notch structure, $\varepsilon_{r}$ is the relative permittivity, $\varepsilon_{\text {eff }}$ is the effective dielectric constant and $c$ is the speed of light. At the beginning, the initial lengths of the ASS, SSS and TSSs are theoretically calculated based on the above formulas and then a simulation solver HFSS is utilized to get the optimal dimensions to tune the desired center frequencies of the notches.


Fig. 1. Geometry of the proposed antenna.

## III. PERFORMANCE OF THE PROPOSED ANTENNA

In this section, parameters L1, L4, L8 and Theta are selected to investigate the independently tunable bandnotched characteristics. Figure 2 (a) shows the effects of L1 on the impedance matching of the proposed quadband filtering UWB antenna. It can be seen that the center frequency of the lowest notch band moves to the low frequency with an increase of L1. When L1 increases from 5.8 mm to 6.2 mm , the center frequencies of the lowest notch band move from 3.6 GHz to 3.0 GHz . This is attributed to the prolonged resonance length of
upper TSS and the coupling between the upper TSS and the isolation element.

Figure 2 (b) depicts effects of L4 on the bandnotched function. It is found that the center frequency of the 4.2 GHz notch band shifts toward low frequency when L4 increase from 4.1 mm to 5.1 mm , which is caused by the increased resonance length of lower TSS. Additionally, the upper and lower TSS can affect both the lowest notch band and 4.2 GHz notch band because they interact with each other through the isolation element. Figure 2 (c) gives the effects of the parameter L8 on the notch band characteristics. It is observed that the center frequency of 5.5 GHz notch band shifts from 5.7 GHz to 5.2 GHz as L 8 increasing from 3.9 mm to 4.5 mm . Additionally, the center frequencies of the other notch bands remain constant. The expended L8 not only increases the resonance of the SSS but also enhances the coupling between the SSS and the circular slot. Thus, the notch moves from high frequency to low frequency with a reducing notch bandwidth. Figure 2 (d) demonstrates the effects of Theta on the tunable notch band characteristics. We note that the center frequency of the highest notch band shifts toward lower frequency with an increment of Theta. With an increase of Theta ranging from $27^{\circ}$ to $30^{\circ}$, the resonance length of the ASS is prolonged, and hence, the center frequency of the highest notch band corresponding to the quarter wavelength resonance moves to low frequency. From the discussions above, we can conclude that the center frequencies of these proposed notch bands are tunable by adjusting the dimensions of the ASS, TSSs and SSS. The lowest bandnotch is generated by the upper TSS, while the 4.2 GHz band-notch is produced by the lower TSS. The 5.5 GHz WLAN band-notch is realized by using an SSS inserted inside of the circular wide slot and the highest bandnotch is implemented by the ASS that is embedded in the CPW ground plane.

In order to further understand the principle of the proposed antenna, the surface current distributions are investigated by the HFSS and the simulated results are shown in Fig. 3. Figure 3 (a) shows the surface current distribution at 3.5 GHz notch band. It is found that the current distribution mainly flows along the upper T-shaped stub. However, the upper T-shaped stub has some effects on the lower T-shaped stub via the isolation element inserted in the circular ring radiating patch. As for the 4.2 GHz band-notch, the surface current mainly focuses on the lower T -shaped stub, which can determine its center frequency, and the result is shown in Fig. 3 (b). When the band-notch appears at 5.5 GHz , the surface current concentrates on the spiral shaped stub and its effect is shown in Fig. 3 (c). In this case, the current on the CPW ground plane, T-shaped stubs and the arcshaped slot are small. Thus, the spiral shaped stubs mainly affect the band-notch characteristics of the 5.5 GHz WLAN band. As for the 7.8 GHz notch band, it can be
observed that the strong current distribution flows along the arc-shaped slot.


Fig. 2. Parameter effects on the band-notched characteristics of the proposed antenna.


Fig. 3. Current distribution of the proposed antenna.
From the current distributions, we can see that the current distributions mainly concentrate on the corresponding band-notch structures, and hence, affect the band-notch characteristics that have been verified in Fig. 2. Thus, we can say that the energy cannot effectively radiate at the above designated notch bands, and hence, four notch bands are formed to prevent the potential narrowband interferences from the mentioned narrowband systems. At the operating bands such as 3.1 GHz and 10 GHz , the surface currents distribute on the CPW-fed structures and the circular wide-slot, while the current on the arc-shaped slot, T-shaped stubs and spiral shaped stub are weak; which indicates that the existence of band-notch structures has little effects on the UWB antenna at pass-band frequencies.

## IV. RESULTS AND DISCUSSIONS

In order to verify the performance of the quad-band filtering UWB antenna, the proposed antenna has been optimized, fabricated and measured in an anechoic chamber. The prototype of the fabricated antenna is shown in Fig. 4. The measured impedance characteristics of the fabricated antenna in comparison with the optimized curve are shown in Fig. 5, which is obtained by using Agilent N5224A vector network analyzer. It can be seen that the proposed antenna covers the entire UWB bandwidth except for the designated four notch bands, which aim to suppress the potential interferences from 3.5 GHz WiMAX band, 4.2 GHz C-band, 5.5 GHz WLAN band and 8 GHz X-band. Also, the measured VSWR agrees well with the simulated one, which helps validate the results from the HFSS. The arc-shaped slot, T-shaped stubs and spiral shaped stub function as filters, which produce non-resonance characteristics in the corresponding notch bands. The deficiencies between the measured and simulated VSWRs are attributed to the fabrication tolerance and manual welding inaccuracies.


Fig. 4. Fabricated antenna.


Fig. 5. Measured VWSR and $S_{11}$ of the antenna.
The radiation patterns of the proposed quad-bandnotched UWB antenna are measured at $3.1 \mathrm{GHz}, 3.9 \mathrm{GHz}$, $5.0 \mathrm{GHz}, 6.5 \mathrm{GHz}$ and 9.0 GHz , which are shown in Fig. 6. It is found that nearly omnidirectional radiation patterns are obtained in the H-plane, while a figure of 8like radiation patterns is achieved. Though the fabricated antenna can provide omnidirectional radiation patterns
that are suitable for UWB applications, the radiation patterns are distorted in the E-plane at high frequencies, which is caused by the leaky electromagnetic waves given by the designed band-notch structures. The measured gains versus the frequency are obtained by comparing the proposed quad-band-notched UWB antenna to that of a standard horn antenna in an anechoic chamber and the measured results are shown in Fig. 7. It is clearly shown that there is a significant gain reduction at the notch bands, which drop quickly to -5.2 dBi at WiMAX band, -3.8 dBi at 4.2 GHz C-band, -2.9 dBi at WLAN band and -2.2 dBi at X -band. Additionally, the proposed antenna has a stable gain in the entire UWB operating band out of the designed four notch bands. From the discussions above, we can see that the proposed UWB antenna can provide good quadruple frequency rejection characteristic and nearly omnidirectional radiation patterns. The radiation efficiencies of the proposed antenna at the entire UWB operation band are above $84 \%$, while the radiation efficiencies are $25 \%$, $29 \%, 40 \%$ and $48 \%$ at the notches for WiMAX band, C-band, WLAN band and X-band, respectively.


Fig. 6. Radiation patterns of the proposed antenna.


Fig. 7. Gains of the proposed antenna.

## V. CONCLUSION

A CPW-fed quad-band-notched UWB antenna with independently tunable band-notch characteristics has been proposed to solve the interference problem and its performance has been verified both numerically and experimentally. The quad-band-notched characteristics are realized by using slot and stub technologies, namely, an arc-shaped slot, a spiral shaped stub and two T-shaped stubs. The independent tunable band-notch characteristics, current distribution, radiation patterns and gains have been studied and discussed in detail. The numerical and experimental results demonstrated that the proposed antenna had a wide bandwidth, quad-band-notch characteristics, stable omnidirectional radiation patterns and appropriate gains, indicating that the antenna is a good candidate for band-notch UWB communication applications.
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#### Abstract

In this paper, a new method to design a dual band bandpass filter (BPF) is presented. This method is based on a simple principle: different substrates (dielectric constants) will result different resonant frequencies for a resonator. The basic structure of this method is studied and then a planar band pass resonator is designed to utilize in this structure. Response of the proposed dual layer filter is tuned using resonator shifting and resonator scaling. In addition to improve the filter response, resonator shifting improves the filter size. The final structure is designed, fabricated and measured and simulation results are in good agreement with measured values. The central frequencies of this dual band BPF are $\mathrm{f} 1=3.85 \mathrm{GHz}$ and $\mathrm{f} 2=5.3 \mathrm{GHz}$ and a deep transition zero at 4.57 GHz , guarantees isolation between passbands.


Index Terms - Coupling, dual band, effective dielectric constant, multilayer structure.

## I. INTRODUCTION

With the rapid development of modern wireless technologies, multi-service communication systems have become a widespread tendency. The dual-wideband bandpass filter (BPF) is an important requirement of these systems. In order to meet these requirements, various approaches were applied to design different kinds of the dual band BPFs. Parallel connect of two single-band BPFs as an important method in dual-band BPFs design (method 1) was presented in [1], [2]. This method requires a complex design process and large circuit size. In [1], the authors have presented a multilayer dual-band BPF in a low-temperature co-fired ceramic (LTCC) substrate for ultra-wideband applications. This bandpass filter consists of two wideband bandpass filters and matching circuits. A class of the wideband dual band BPFs with controllable response was proposed in [2]. In this approach, two multi-mode resonators (MMRs) with short-circuited
stubs have been parallel connected to form the basic structure of the proposed dual-band BPF.

One of the direct design methods of the dual-band BPFs (method 2) formed by inserting a bandstop filtering response in between a wide passband to divide it into two passbands [3], [4]. A dual-band filter consists of a bandstop filter and a wideband bandpass filter in a cascade connection, was proposed in [3]. In this structure, the bandstop filter has been implemented using a coupled-serial-shunted line, while the wideband bandpass filter was constructed using a serial-shunted line configuration. In [4], a dual-wideband BPF was presented, which is divided into two parts: the wideband passband filter and the narrowband stopband filter. Both filters have been designed with conventional synthesis methods, under the assumption that the common connecting lines serve as J - and K -inverters simultaneously. In this approach, tuning is still needed after combining the BPF and BSF. Another type of dual-band BPFs was formed by applying the fundamental-order and its higher order resonances to build up various dual-band BPFs (method 3), as discussed in [5]. A dual-band response was obtained via a large perturbation in a single resonator and second-order dual-mode dual-band filters were realized by a new cascading principle in [5]. Coupling coefficients between the two resonators in both bands of this filter is controlled independently, but the band control in this approach is difficult compared to the mentioned methods. On the other hand, odd/even-mode methods (method 4) were applied to form a different coupling path for each passbands of a dual band BPF, as discussed in [6-9]. A microstrip dual-band BPF using a single quadruple-mode resonator (QMR) has been proposed in [6]. According to the even/odd-mode method, two pairs of symmetrical resonant modes are shown in this structure. In [7], the authors have presented a tri-stubs loaded multimode resonator (TSLMR) for designing dual-band BPFs. The TSLMR produces four splitting modes. A pair of even/odd modes is used to
form the first passband, while another pair produces the second passband. This descriptive method cannot be used in the complex structures. The configuration of a multi band BPF can be based on either multilayer [1012] or single layer [13]. In [10], a compact dual-layered quad-band (DLQB) BPF was presented to provide four passbands at the desired frequencies. The designed filter was fabricated on two FR4 boards. This proposed DLQB-BPF consists of two L-shaped resonators on the top layer and two coupled SIRs on the second layer. The bottom of the second layer is the ground plane. Based on open-loop resonators (OLRs), an independently tunable dual-band (ITDB) BPF was presented in [11]. The top layer of the proposed ITDB BPF is composed of transmission feed lines and OLRs in a SIR structure. The bottom layer is constructed by OLRs in an asymmetrical SIR with a defect-grounded structure. A multilayer dual-band BPF embedded in a low temperature co-fired ceramics (LTCC) has been presented in [12].

Some of the novel dual-band BPFs have proposed having a compact size, high selectivity and high isolation [14-16]. Many of the recent researches have focused on tunable or reconfigurable BPFs for applications in the multi-band communication systems [17-20]. Authors in [17] have presented a novel multilayer dual-band filter using two dual-mode cross-slotted patch resonators. In this work, the operating frequency and bandwidth in each passband can be individually controlled and the design procedure based on the coupling matrix has been presented. A novel approach to the design of tunable dual-band BPF was presented in [18]. The proposed filter structure offers two tunable passbands, as well as a fixed first passband and controllable second passband. In this filter, the first passband center frequency has a tunable range of $34.14 \%$ from 0.85 to 1.2 GHz , and second passband center frequency has a tunable range of $41.81 \%$ from 1.40 to 2.14 GHz . A new varactor-tuned microstrip dual-band BPF has been investigated in [19]. In this approach, by employing the dual coupling paths, the two passbands can then be fully controlled and designed independently. In addition, for the electronic tuning, three varactors are loaded on the open-ends of each resonator. There is an increasing interest in utilizing the high-temperature superconducting (HTS) structures in dual band BPFs design. In [20], a miniaturized hightemperature superconducting dual-band bandpass filters (DBPFs) using stub loaded meander line resonators has been proposed. In this approach, the center frequencies of the bands can be independently controlled. The bandwidths of the DBPF can be flexibly adjusted using a capacitance-loaded microstrip line between the resonators.

In this paper, a dual band BPF is presented using a simple principle: different dielectric constant results in different resonant frequencies. This condition creates using multilayer configuration. To verify the validity of
the proposed method, a dual-band BPF prototype is designed, fabricated, and measured. Compactness, simple design process and tunable passbands are realized by this method.

## II. BASIC STRUCTURE

Figure 1 shows the basic structure of the dual band BPF. This structure is composed of two equal bandpass resonators (R1 and R2), which are coupled together. The first resonator is placed on a substrate with the relative dielectric constant of $\varepsilon \mathrm{r}$ and thickness of 2 H and the top layer of this resonator is free space. The second resonator is surrounded by two substrates with the relative dielectric constant of $\varepsilon$.


Fig. 1. Proposed structure of the dual band BPF.
According to equations $(1,2)$ the effective dielectric constant of the R2 is greater than R1, therefore the resonant frequency of them are different.
For $\mathrm{w} / \mathrm{h} \leq 1$ :

$$
\begin{align*}
& \varepsilon_{r e}=\frac{\varepsilon_{r}+1}{2}+\frac{\varepsilon_{r}-1}{2}\left\{\left[1+12 \frac{h}{w}\right]^{-0.5}+0.04\left[1-\frac{w}{h}\right]^{2}\right\} \\
& z_{c}=\frac{\eta}{2 \pi \sqrt{\varepsilon_{r e}}} \ln \left[8 \frac{h}{w}+0.25 \frac{w}{h}\right] . \tag{1}
\end{align*}
$$

For $w / h \geq 1$ :

$$
\begin{align*}
& \varepsilon_{r e}=\frac{\varepsilon_{r}+1}{2}+\frac{\varepsilon_{r}-1}{2}\left[1+12 \frac{h}{w}\right]^{-0.5} \\
& z_{c}=\frac{\eta}{\sqrt{\varepsilon_{r e}}}\left\{\frac{w}{h}+1.393+0.677 \ln \left[\frac{w}{h}+1.444\right]\right\}^{-1} . \tag{2}
\end{align*}
$$

## III. FILTER DESIGN

In order to design a dual band BPF using proposed structure, a band pass resonator must be designed and utilized in proposed structure. Figure 2 shows the layout and simulation results of a H -shape resonator which is designed on the RT/DUROID 5880 with $\varepsilon r=2.2$, thickness of 15 mil. and loss tangent of 0.0009 .

The dimensions of this resonator are as follows: $\mathrm{a}=0.24 \mathrm{~mm}, \mathrm{~b}=3.92, \mathrm{c}=3.2 \mathrm{~mm}, \mathrm{~d}=9.15, \mathrm{e}=0.24, \mathrm{~g}=0.71 \mathrm{~mm}$, $\mathrm{h}=7 \mathrm{~mm}, \mathrm{i}=3 \mathrm{~mm}, \mathrm{n}=0.95 \mathrm{~mm}, \mathrm{~m}=1.17 \mathrm{~mm}$. As it is shown in Fig. 2 (b), the resonant frequency of the H -shape resonator is 5.14 GHz and return loss in the passband is 29.8 dB .


Fig. 2. Proposed H-shape resonator: (a) layout and (b) simulation results.

The basic structure using H -shaped resonator is shown in Fig. 3 (a). A comparison between simulation results of the H -shape resonator and basic dual-layer BPF is shown in Fig. 3 (b). The RT/DUROID 5880 is used as the substrate of the layers.


Fig. 3. Dual-layer proposed structure using H-shape resonator: (a) layout and (b) simulation results in comparison with the H -shape resonator response.

As shown in the Fig. 3 (b), two passbands are created in 4.44 GHz and 5.4 GHz by the resonators on the second layer and top layer of the dual layer structure. According to the equation (1), the effective permittivity of the top layer is 1.71 and for the second layer the effective permittivity is 2.2 (for a line with $\mathrm{w}=0.24 \mathrm{~mm}$ ). The effective permittivity of the single layer H-shape resonator for a line with $\mathrm{w}=0.24 \mathrm{~mm}$ is 1.74 , which has a value between 1.71 and 2.2 ; therefore, passbands of the dual-layer BPF have created in sides of the H-shape resonator passband. It is evident from Fig. 3 (b) that, passbands performance and isolation between them are not optimized. The passbands frequencies are tuned using resonator scaling and shifting them toward each other. Resonator shifting impresses two passbands frequencies simultaneously and decreases them because the coupling between resonators is increased. Figure 4 (a) and Fig. 4 (b) show the layout and simulation results of the resonator shifting in proposed dual layer structure.


Fig. 4. Resonator shifting in proposed dual layer structure: (a) layout and (b) simulation results.

As it is shown in Fig. 4, resonator shifting in addition to increasing the isolation between bands, reduces the dimension of the filter. But the passbands frequencies are closed together.

In order to improve the response of the proposed dual layer structure, resonator scaling is used. Figure 5 (a) shows the layout of the proposed dual band BPF.


Fig. 5. Proposed dual band BPF: (a) layout and (b) simulation results.

Figure 5 (a) shows the dimension of the proposed filter. The important things about the filter layout are as follows:

- The end of the H-shape resonator in the second layer is coupled with the $50 \Omega$ input line in the top layer.
- Central transition lines in top and second resonator are parallel and have a weak coupling.
- In order to improve the passband performance, coupling distance of the top resonator is increased to 0.53 mm because the substrate thickness has been increased.
- In order to band tuning, the dimensions of the second resonator are scaled with the rate of 1.2.
Filter design was done in 3 steps:

1. Creation of different resonant frequencies for two equal resonators through creating different dielectric constants for them (as it is shown in Fig. 3).
2. Minimizing the filter size and increasing the isolation between bands through overlapping the resonators in top and second layer (as it is shown in Fig. 4).
3. Tuning the passbands using resonator scaling (as it is shown in Fig. 5). If the dimension of the top resonator increase/decrease, the second passband
shifts to the lower/higher frequencies, and if the dimensions of the second resonator increase/ decrease, the first passband shifts to the lower/higher frequencies.
Between the dimensions of the filter, b1, b2, d1, d2 have the most effect on the filter response. Figure 6 shows the filter response as a function of $\mathrm{b} 1, \mathrm{~b} 2, \mathrm{~d} 1, \mathrm{~d} 2$.


Fig. 6. Filter response as a function of $\mathrm{b} 1, \mathrm{~b} 2, \mathrm{~d} 1, \mathrm{~d} 2$.
Figure 7 depicts the fabrication pictures and simulation/fabrication results of the proposed dual band BPF. The top/bottom of the top layer and the second layer are shown in Fig. 7 (a) and Fig. 7 (b), respectively.

The bottom of the top layer is not metalized but the bottom of the second one is metalized, as the ground plane.

Circles on four sides of the resonators in both layers have created simultaneously. These circles have perforated at the top and bottom layers and with overlaying these holes, the correct distance between the resonators is realized.


Fig. 7. Proposed dual band BPF: (a) fabrication picture of the top layer, (b) fabrication picture of the second layer, (c) fabrication picture of the filter, and (d) simulation/fabrication results.

## IV. RESULT DISCUSSION

The proposed dual-band BPF fabricated on the RT/Duroid 5880 substrate. As illustrated in Fig. 6, the simulated central frequencies are 3.85 and 5.3 GHz with fractional bandwidths of 4.7 and $2.2 \%$, respectively. A deep transmission zero between the two bands was located at 4.75 GHz , resulting in high isolation with an attenuation level of more than 58 dB . The return losses
of the first and second bands (at the central frequencies) are $21 \mathrm{~dB} \& 36 \mathrm{~dB}$ and insertion losses of them are 0.68 dB $\& 0.23 \mathrm{~dB}$. Table 1 compares the proposed design method with those are mentioned.

Table 1: Comparison between design methods

| Methods | Advantages | Disadvantages |
| :--- | :---: | :---: |
| Proposed | Compactness-simple <br> design process-tunable <br> passbands | Difficult fabrication |
| Method 1 | Simple passband <br> control | Complex design <br> process-large circuit <br> size |
| Method 2 | Compact size-good <br> isolation | Complex design <br> process-difficult <br> tuning |
| Method 3 | Simple structure | Difficult passband <br> control |
| Method 4 | Tunable passbands | Complex design <br> process |

## V. CONCLUSION

In a novel dual band bandpass filter presented using a simple dual-layer method. At the top layer, designed H -shape resonator was placed and the scaled H -shape resonator was used on the second layer. Due to differences in the effective dielectric constant of the resonators, the resonant frequencies of them are different. Tuning of the passbands performances are possible using resonator scaling and shifting them toward each other. The central frequencies of this dual band BPF are $\mathrm{f}_{1}=3.85 \mathrm{GHz}$ and $\mathrm{f}_{2}=5.3 \mathrm{GHz}$.
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#### Abstract

Radiation pattern of reflectarray antenna can be controlled using varactor diode in the antenna structure, but may cause nonlinear response. Thus, it is needed to design active reflectarray antenna considering nonlinear behavior of the unit cell. However, in the past papers, active element of varactor tuned reflectarray antenna is assumed linear, while in this paper, nonlinear analysis of active reflectarray antenna is explained and an active aperture coupled reflectarray unit cell containing two varactor diodes is analyzed. Harmonic balance method is used in analyzing active unit cell using nonlinear model of the diode. Therefore, this paper shows the significance of nonlinear analysis of active reflectarray antenna, and also the effect of nonlinear element in radiation pattern is presented. By the explained method, the impact of nonlinearities on performance of reflectarrays can be investigated. Furthermore, any active reflectarray cell having active device by any nonlinear model can be used in the analysis, and the impact of parameters of the model can be studied.


Index Terms - Active antenna, beam forming, nonlinear analysis, reflectarray antenna, steerable antenna.

## I. INTRODUCTION

A microstrip reflectarray antenna is a low profile planar reflector that consists of microstrip patch arrays printed on a dielectric substrate which its surface is illuminated by a feed antenna. Each element of the array is designed to produce required reflection phase shift to form a desired pattern. The phase can be controlled by active element which gives the capability of controlling the pattern [1,2]. Different methods are used to add reconfigurability to reflectarray antenna, using microstrip elements with an integrated electronic control, like MEMs-based structures [3], varactor loaded patches [4,5], PIN diodes [6] or liquid crystal based structures [7]. Varactor tuned reflectarray elements may be able to control phase of the unit cell
continuously over a 360 degrees range.
Harmonic balance analysis of nonlinearly loaded antennas is reported in the past papers [8,9] but it is not explained for reflectarray antenna. Nonlinear analysis of active reflectarray antenna is essential when radiated power of the antenna is such that active elements behave nonlinear. In this paper, it is shown that power distribution on the antenna surface may cause some active elements of antenna to behave nonlinear. In these cases, unit cell of active reflectarray antenna should be analyzed in a two-step process to consider nonlinear behavior of active element. First, passive radiation part should be simulated by full wave analysis method to obtain parameters of the passive part. For this purpose, unit cell of the antenna is simulated assuming infinite array and the active element is replaced by a two port network. Also, two spatial ports are considered for each polarization of incident plane wave which are modelled as Floqute port. Next, obtained scattering parameters are used in nonlinear analysis of the unit cell. This process is carried out in this paper for an active unit cell in the centre frequency of 5.4 GHz where the unit cell has two varactor diodes. Nonlinear results are used in designing a sample reflectarray antenna.

## II. UNIT CELL CONFIGURATION

Aperture coupled microstrip antenna have been used for single or dual linear polarization reflectarrays [ 10,11$]$. In this structure, each cell consists of a microstrip line coupled to the radiating patch on the opposite side of the substrate via an aperture in the ground plane as shown in Fig. 1. The unit cell contains two varactor diodes as shown in Fig. 1. Parameters of the unit cell are borrowed from [4] to compare its test results by this paper where relative dielectric constant for 1 mil substrate is 3.4 , and for line substrate is 2.2 . The patch is separated from the ground plane and slot by a 3-mm thick foam with a relative dielectric constant of 1.11 . Other parameters of the unit cell are given in Table 1. Unit cell is designed for the center frequency of 5.4 GHz .


Fig. 1. Antenna unit cell schematic.
Table 1: Unit cell parameters

| Parameter | Value | Parameter | Value |
| :---: | :---: | :---: | :---: |
| Lp | 19.5 mm | Wp | 15.5 mm |
| h 1 | 0.5 mm | Ls | 15.4 mm |
| Ws | 0.76 mm | W 1 | 1.5 mm |
| h 2 | 3 mm | d | 35 mm |
| L 2 | 16.1 mm | L 1 | 6 mm |
| Lt | 7.8 mm |  |  |

## III. UNIT CELL MODELING

To simulate the unit cell assuming infinite array, active elements are replaced by two port networks. The unit cell is modelled as a six port network as shown in Fig. 2, in which ports 5 and 6 are spatial ports modeled as Floqute port, and ports 1 to 4 are located in the transmission line. After modeling the linear part of the unit cell, active elements are added to the analysis by nonlinear two port networks as shown in Fig. 2.

Parameters of the varactor diodes used in this work are given in Table 2, and nonlinear diode model is shown in

Fig. 3, which has one nonlinear capacitance and one nonlinear current source. $C_{p}$ and $L_{p}$ are parasitic capacitance and inductance of the model. Also, $R_{s}$ is series ohmic resistance, $C_{j}(v)$ is the nonlinear junction capacitance, and $R_{j}(v)$ is the nonlinear junction impedance of the model.


Fig. 2. Six port modelling of the unit cell.

Table 2: Diode parameters

| Symbol | Quantity | Value |
| :---: | :---: | :---: |
| Is | Saturation current | $100(\mathrm{pA})$ |
| N | Ideal factor | 2 |
| Vt | Thermal voltage | $26(\mathrm{mV})$ |
| $\mathrm{Cj0}$ | Junction capacitance | $1.7(\mathrm{pF})$ |
| M | Grading coefficient | 0.9 |
| vj | Junction potential | 1.2 |
| Fc | Forward-bias depletion <br> capacitance coefficient | 0.5 |
| LP | Parasitic inductance | $0.4(\mathrm{nH})$ |
| CP | Parasitic capacitance | $0.1(\mathrm{pF})$ |
| Rs | Ohmic resistance | $0.9(\mathrm{Ohm})$ |



Fig. 3. Nonlinear model of the diode.
Current source of the model is given as [12]:

$$
I_{d}=\left\{\begin{array}{cl}
I_{s}\left(e^{v_{d} / N V_{t}}-1\right), & v_{d} \geq-10 N V_{t}  \tag{1}\\
I_{s}\left(e^{-10}-1\right)+\frac{I_{s}}{N V_{t}} e^{-10}\left(v_{d}+10 N V_{t}\right), & v_{d}<-10 N V_{t}
\end{array} .\right.
$$

As well, electric charge is expressed as:

$$
Q_{j}=\left\{\begin{array}{cl}
\frac{V_{j} C_{j 0}}{1-M}\left(1-\left(1-\frac{v_{d}}{V_{j}}\right)^{1-M}\right), & v_{d} \leq F_{c} V_{j}  \tag{1}\\
\frac{C_{j 0}}{\left(1-F_{c}\right)^{M}}\left[v_{d}+\frac{M}{V_{j}\left(1-F_{c}\right)}\left(\frac{v_{d}{ }^{2}}{2}-V_{j} F_{c} v_{d}\right)\right], & v_{d}>F_{c} V_{j}
\end{array} .\right.
$$

Besides, capacitance of the model is obtained as:

$$
C_{j}=\left\{\begin{array}{cl}
C_{j 0}\left(1-\frac{v_{d}}{V_{j}}\right)^{-M}, & v_{d} \leq F_{c} V_{j}  \tag{2}\\
\frac{C_{j 0}}{\left(1-F_{c}\right)^{M}}\left[1+\frac{M}{V_{j}\left(1-F_{c}\right)}\left(v_{d}-V_{j} F_{c}\right)\right], & v_{d}>F_{c} V_{j}
\end{array},\right.
$$

where $v_{d}$ is voltage of diode, $C_{j 0}, \mathrm{M}, \mathrm{N}, F_{c}, V_{j}, I_{s}$ are parameters of the diode model and $V_{t}$ is 26 mV .

## IV. NONLINEAR ANALYSIS

The nonlinear analysis of the unit cell is performed using harmonic balance method [13]. Hence, the unit cell is divided into nonlinear and linear networks as shown in

Fig. 4.


Fig. 4. Dividing the unit cell to nonlinear and linear networks.

The nonlinear network is composed of nonlinear capacitances and nonlinear current sources and the linear network consists of parasitic elements and lumped elements of the unit cell, and also 6-port network of the unit cell obtained in the previous section. Our aim is to find voltages of $V_{1}$ and $V_{2}$ of

Fig. 4, to have $I_{1}+\tilde{I}_{1}=0$, and $I_{2}+\tilde{I}_{2}=0$.

## A. Currents of the linear part

Current of the linear subcircuit can be expressed as:

$$
\left[\begin{array}{c}
I_{1}  \tag{3}\\
I_{2} \\
\vdots \\
I_{6}
\end{array}\right]=\left[\begin{array}{cccc}
Y_{11} & Y_{12} & \ldots & Y_{16} \\
Y_{21} & Y_{22} & \ldots & Y_{26} \\
\vdots & \vdots & \vdots & \vdots \\
Y_{61} & Y_{62} & \cdots & Y_{66}
\end{array}\right]\left[\begin{array}{c}
V_{1} \\
V_{2} \\
\vdots \\
V_{6}
\end{array}\right] .
$$

Partitioning the Y matrix in (4) gives an expression for $I$, the vector of currents of linear part in ports 1 and 2:

$$
\begin{align*}
& I=\left[\begin{array}{l}
I_{1} \\
I_{2}
\end{array}\right]=\left[\begin{array}{ll}
Y_{11} & Y_{12} \\
Y_{21} & Y_{22}
\end{array}\right]\left[\begin{array}{l}
V_{1} \\
V_{2}
\end{array}\right]+ \\
& {\left[\begin{array}{lll}
Y_{13} & Y_{14} & Y_{15} \\
Y_{23} & Y_{24} & Y_{25}
\end{array}\right]\left[\begin{array}{l}
V_{3} \\
V_{4} \\
V_{5}
\end{array}\right]=Y_{L} \cdot V+Y_{S} \cdot V_{S} .} \tag{4}
\end{align*}
$$

$I_{S}=Y_{S} V_{S}$ represents a set of current sources in parallel with the first and second ports; which transforms the input and output port excitations into this set of current sources.

## B. Currents of the nonlinear part

Fourier transforming the charge waveform at each port gives the charge vectors for the capacitors at each port:

$$
\begin{equation*}
F\left\{q_{1}(t)\right\} \rightarrow Q_{1}, \quad F\left\{q_{2}(t)\right\} \rightarrow Q_{2}, \tag{5}
\end{equation*}
$$

and the charge vector, Q , is:

$$
Q=\left[\begin{array}{l}
Q_{1}  \tag{6}\\
Q_{2}
\end{array}\right]
$$

The nonlinear-capacitor current is the time derivative of the charge waveform. Taking the time derivative corresponds to multiplying by $\mathrm{j} \omega$ in the frequency domain, so:

$$
\begin{align*}
& i_{c}(t)=\frac{d q(t)}{d t} \leftrightarrow j k \omega_{P} Q \quad k=0,1, \ldots, K  \tag{7}\\
& \Rightarrow I_{c}=j \Omega Q
\end{align*}
$$

where $\Omega$ is a diagonal matrix with 2 cycles of $0, \omega_{0}, \ldots, k \omega_{0}$ along the main diagonal where $\mathrm{k}=3$ is the number of harmonics determined.

Fourier transforming from nonlinear current vector in time domain gives the nonlinear current vector in frequency domain:

$$
\begin{equation*}
F\left(i_{d 1}(t)\right) \rightarrow I_{d 1}, \quad F\left(i_{d 2}(t)\right) \rightarrow I_{d 2} . \tag{8}
\end{equation*}
$$

Therefore, vector of nonlinear current sources in ports 1 and $2, I_{G}$ is:

$$
I_{G}=\left[\begin{array}{l}
I_{d 1}  \tag{9}\\
I_{d 2}
\end{array}\right] .
$$

So, nonlinear current vector of ports 1 and 2 is $\tilde{I}=I_{G}+I_{C}$.

Calculating the admittance parameters of linear network of

Fig. 4 , which is a $6 \times 6$ matrix obtained using ADS simulation, the following harmonic balance equation is obtained [13]:

$$
\begin{equation*}
F(v)=I_{s}+Y_{L} . V+j \Omega Q+I_{G}=0 . \tag{10}
\end{equation*}
$$

In this equation, $y_{m, n}=\operatorname{diag}\left(\mathrm{y}_{m, n}\left(k \omega_{c}\right)\right)$, and V is the vector of nonlinear voltages of the nonlinear ports. Harmonic balance equation can be solved with different methods, among which the Newton-Raphson [13] technique is the most common technique and is used in this paper. Newton-Raphson technique is an
iterative method involving calculation of Jacobian matrix, which contains derivatives of all components of the vector $F(v)$, with respect to the components of V .

To obtain $\mathrm{S}_{11}$ parameter which shows the reflection from the unit cell in the same polarization with the incident field, LSSP simulation is used in ADS simulation. The LSSP simulation (Large-Signal SParameter Simulation) in the simulation-LSSP palette of ADS software, computes S-parameters for nonlinear circuits such as those that employ power amplifiers and mixers. In the latter case, S-parameters can be computed across frequencies, that is, from the RF input to the IF output. LSSP simulation is based on the harmonic balance simulation and uses harmonic balance techniques.

The port which the reflection coefficient should be calculated from it in the written harmonic balance code by MATLAB software, is considered as the input port. Then, voltage and current at this port is evaluated by running harmonic balance code.

In the next step, voltage of the input port $V_{\text {in }}$ is obtained and input impedance from this port is calculated as:

$$
\begin{equation*}
Z_{i n}\left(\omega_{0}\right)=\frac{V_{i n}\left(\omega_{0}\right)}{I_{i n}\left(\omega_{0}\right)} . \tag{11}
\end{equation*}
$$

Now $S_{11}$ is evaluated by:

$$
\begin{equation*}
S_{11}\left(\omega_{0}\right)=\frac{Z_{i n}\left(\omega_{0}\right)-Z_{0}}{Z_{\text {in }}\left(\omega_{0}\right)+Z_{0}} \tag{12}
\end{equation*}
$$

Phase and amplitude of the $S_{11}$ shows the reflected signal from the unit cell in the same polarization with the incident field. Considering nonlinear diode model and harmonic balance analysis, amplitude response and phase shift of the reflected signal from the cell for different power levels are obtained as shown in Fig. 5 and

Fig. 6, in which nonlinear result of harmonic balance analysis is verified by ADS simulation.


Fig. 5. Phase response of the active unit cell by nonlinear analysis.


Fig. 6. Amplitude response of the active unit cell by nonlinear analysis.

Simulation results show that reflection phase and amplitude depend on the incident power. As the power increases, rectification and harmonics of the fundamental frequency starts to appear. This causes the reflection phase curves to be different from the ones obtained at a low power and the losses to increase. For high power levels, nonlinear behavior such as rectification occurs in the positive excursion of the RF signal when the reverse bias voltage is set to low values because of diode conduction. This rectification affects the reflection coefficient as can be seen in

Fig. 6. Besides, Fig. 5 shows that reflection phase is different from that of linear analysis. The maximum error of reflection phase in Fig. 5 is about 120 degrees which occurs in bias voltage of $8(\mathrm{~V})$, which shows that nonlinear phenomenon cannot be neglected. The unit cell is fabricated and tested in [4] and measurement results show this nonlinear behavior but nonlinear analysis is not performed in [4]. Test results of [4] are close to the results of this paper. However, because the parameters of the diode model is not specified in [4], the selected parameters for the varactor diode in this paper is different, and this leads to different cell response.

## V. SAMPLE ACTIVE REFLECTARRAY DESIGN

To simulate the active antenna, a $31.5 \mathrm{~cm} \times 31.5$ cm antenna is designed using the explained unit cell by focal length of 39 cm in the frequency of 5.4 GHz . Assuming center of reflectarray as center of Cartesian coordinates, feed antenna is placed in ( $0,0,39 \mathrm{~cm}$ ). First step to design the antenna is to find required phase shift of each cell to have a focused beam in a desired direction. Considering our antenna has N reflecting elements that are illuminated by a feed located at the focal point of the antenna, the excitation terms are proportional to the magnitude and phase of the electric
field at the nth patch. The feed has a certain angular taper over the antenna surface which can be included in the pattern analysis by multiplying the relative complex excitation term by a raised cosine factor [14], that can be adjusted to match the pattern of the actual feed by choosing the proper q , which is the exponent of the feed pattern function represented by $\cos ^{q} \theta$ and is determined from the taper factor at the edges of the reflectarray, which is about -10 dB for a focused beam [14]. The angular taper of the feed can be modelled as $\frac{e^{-j k R_{n}}}{R_{n}} \cos \theta_{n}^{q}$. Consequently, by multiplying the complex excitation term by the compensating phase and amplitude factor $A_{n} \cdot e^{-j k \psi_{n}}$ resulted from each element, the complex reflected field from each element can be expressed in the form:

$$
\begin{equation*}
A_{n} \frac{\cos \theta_{n}^{q}}{\left|R_{n}\right|} e^{-j\left(k R_{n}-\psi_{n}\right)}, \tag{13}
\end{equation*}
$$

in which $\psi_{n}$ is the compensation phase of the nth element and $\left(R_{n}\right)$ is the distance between the feed phase center and the nth element phase center. The required phase shift at each element to produce a collimated beam in a given direction is [14]:

$$
\begin{equation*}
\psi_{n}=k_{0}\left(R_{n}-\left(x_{n} \cos \phi_{b}+y_{n} \sin \phi_{b}\right) \sin \theta_{b}\right), \tag{14}
\end{equation*}
$$

where $\theta_{b}, \phi_{b}$ shows the beam direction, $k_{0}$ is the free space propagation constant, and $\left(x_{n}, y_{n}\right)$ is the coordinates of element $n$.

Gain of the antenna can be computed using the input power of the feed horn $P_{F}$, according to:

$$
\begin{equation*}
G(\theta, \varphi)=\frac{4 \pi r^{2}}{2 \eta_{0} P_{F}}|E(\theta, \varphi)|^{2} \tag{15}
\end{equation*}
$$

where $\eta_{0}$ is the intrinsic impedance of the free space and $|E(\theta, \varphi)|$ is the amplitude of the far electric field. Hence, far electric field should be calculated to obtain gain of the antenna which is explained in [14].

If nonlinear behavior of unit cell is not considered, the errors in the amplitude and phase of the reflected signal from each cell may reduce the gain. Antenna directivity with and without considering the nonlinear effect of active elements is shown in Fig. 8 and Fig. 9. In Fig. 8, feed power is so that some cells are in nonlinear region. Power distribution of the antenna for this scenario is shown in Fig. 7. In this case, considering amplitude and phase nonlinear behavior of the unit cell shown in Fig. 5 and

Fig. 6, nonlinear analysis shows degradation in gain which cannot be assessed by linear analysis. In another scenario in Fig. 9, feed power is so that all cells are in linear region, where linear and nonlinear simulations have the same result. So, when feed power
is below 0 dBm , it is not necessary to consider the nonlinear effects. However, to assess the pattern of the active reflectarray antenna correctly, for all feed power, the nonlinear behavior of active element should be considered.


Fig. 7. Supposed power on the antenna surface.


Fig. 8. Antenna directivity with and without considering the nonlinear effect of active elements when feed power is so that some cells are in nonlinear region.


Fig. 9. Antenna directivity with and without considering the nonlinear effect of active elements when feed power is so that all cells are in linear region.

## VI. CONCLUSION

Active reflectarray antenna containing varactor diode has been analysed considering nonlinear performance of the active element. The unit cell has been divided into two linear and nonlinear parts. Scattering parameters of the linear part is obtained using HFSS software and used in the harmonic balance analysis. A sample active reflectarray antenna has been designed which shows the error in predicting the pattern of the antenna with linear modeling of the active element.
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#### Abstract

This paper presents aperture coupled microstrip antenna with three resonants. The antenna bandwidth has been enhanced due to clip in the patch edges and varies the current distribution well in order to create the third resonant. There is a compromise between radiation characteristics and the antenna bandwidth. These two factors have been optimized in designed and fabricated samples. E-plane and H-plane patterns indicate the appropriate propagation pattern of antenna is between 1.3 to 2.3 GHz frequency band, which clarifies achieved bandwidth more than $53 \%$ by using certain method in the novel one radiating element. Of course, there is bandwidth enhancement up to this limit by utilization of multiple radiating elements.


Index Terms - Aperture coupled microstrip antenna, bandwidth enhancement, coupling, resonant frequency, slot.

## I. INTRODUCTION

The microstrip antennas have many applications due to their planar structures and mechanical formations, but they suffer from narrow bandwidth. Many procedures have been done for bandwidth enhancing and different methods proposed; although these methods decrease the performance of antenna propagation [1]. Conventional methods for increasing bandwidth of these antennas are categorized in three general groups: bandwidth enhancement by feeding network, variation in patch's physical structure and material connected with feeding network and patch. Many types of microstrip antennas such as rectangular, circular, semi-circular and triangular patches have been investigated with mathematics concepts in [2]. The basis of current structure design has been adopted from aperture coupled microstrip antenna which introduced by Pozar [3].

The general purpose of this paper is enhancement of
aperture coupled microstrip antenna bandwidth as possible as it can; consequently, the radiation characteristics of an end-fire antenna have been observed here.

Fundamental discussion of current paper is achieving three resonants in the antenna by employing one radiating element which it is contrary with other two resonants aperture coupled microstrip multiple radiating element antennas.

As a result, optimum energy coupling methods have been considered for a patch [4]-[9]. One H form slot has been created which it is responsible for controlling the coupling energy on patch. Also, slot structure size increasing cause to create a degree of freedom for bandwidth enhancement.

With variation on patch structure by cutting both sides (clipping dimensions from edges in addition to patch length and width), it is possible to add degree of freedom for controlling $\mathrm{S}_{11}$ antenna parameter. Nevertheless, the current distribution form in the patch changes, which this cause to multiple controlling in antenna bandwidth; consequently, the bandwidth enhancement is achieved more than $53 \%$. Certainly, it is necessary to draw attention to this point that multiple radiating elements aperture coupled antennas have bandwidth enhancement up to this limit [10] and many procedures have been done in this field [11]. Next section presents aperture coupled microstrip antenna design and its important parameters, then simulation results are obtained in HFSS software, finally the fabrication results have been demonstrated for verification of design procedure.

## II. ANTENNA STRUCTURE AND ITS DESIGN PRINCIPLES

Side view of designed physical structure of aperture coupled microstrip antenna has been illustrated in Fig. 1. The center frequency of this L-band aperture antenna is
1.7 GHz. In this type of antenna, the radiating element is the upper metal patch. The energy is coupled from feeding network through the aperture which is located on metal plate under the upper patch. Therefore, the effective coupling parameters are antenna feeding network, slot and patch dimensions. Indeed, the degree of freedom for broadbanding of aperture coupled microstrip antenna is its feeding network which it consists of a probe or microstrip line that it causes bandwidth enhancement about $5 \%$ to more than $15 \%$ [12], [13].


Fig. 1. Side view of aperture coupled microstrip antenna.
So, fundamental cases engaged with the bandwidth and radiation characteristics of microstrip antennas can be studied as below:

## A. Dimensions and dielectric characteristics of upper section

It is obvious that antenna radiation performance and its bandwidth become so well as increase the upper dielectric layer thickness and decrease its relative permittivity coefficient [14], whereas coupling factor will be decreased. RO4003 substrate type is used with dielectric constant $\varepsilon_{\mathrm{r}}=3.38$ and thickness of 1.52 mm and its lower air layer thickness is equal to 12 mm .

Employing simple calculations [15], the $\varepsilon_{\text {eff }}$ of this combined structure (RO4003 with dielectric constant $\varepsilon_{\mathrm{r}}=3.38$ and air with $\varepsilon_{\mathrm{r}}=1$ ) is calculated which it is less than using microstrip dielectic absolutely. The air layer role is creating one degree of freedom for antenna bandwidth enhancement.

## B. Dimensions and dielectric characteristics of lower section

In spite of energy coupling which performs from this line, increasing in dielectric constant and its thickness reduction is a reason for coupling improvement [16].

Also, the microstrip material type of RO4003 with dielectric constant $\varepsilon_{\mathrm{r}}=3.38$ and thickness of 1.52 mm for this dielectric. Thickness of each microstrip antenna layer has been shown in Fig. 2.


Fig. 2. Distances and thicknesses of antenna layers in mm.

## C. Dimensions and characteristics of feeding network and slot

Obviously, the feeding network has a direct relation with its characteristic impedance. If the impedance matching meets its requirements, the $\mathrm{S}_{11}$ and antenna bandwidth parameters will be improved. The feeding network alignment must be vertical on slot without any deviations for improving coupled energy [16]. It is important to notice that the feeding network length effects on bandwidth, too.

In other side, the slot dimensions have direct effect on coupling and antenna radiation characteristics. Its structure is in H form and vertical on feeding network alignment as mentioned above. The effect of slot dimensions on $\mathrm{S}_{11}$ parameter is inevitable as presented in simulation.

Slot and feeding network have been placed in two sides of RO4003 microstrip line and physical structure and its dimensions have been shown in Fig. 3.


Fig. 3. (a) Feeding network and (b) slot (dimensions in mm ).

## D. Dimensions and characteristics of patch (radiation element)

Patch dimensions have direct relation with resonant frequency and bandwidth of antenna. The antenna bandwidth has been enhanced intensely due to clip in the patch edges and varies the current distribution well in order to create the third resonant. This operates
notwithstanding transformation linear into circular polarization by adjusting of exact dimensions and sufficient energy coupling of slot. In the next section, clipped patch effect has been presented by HFSS software.

The patch is placed in structure's center for optimum coupling [4] and its characteristics and dimensions have been illustrated in Fig. 4.


Fig. 4. Patch characteristics and dimensions (in mm).

## III. SIMULATION AND FABRICATION RESULTS

There is a compromise between radiation characteristics and the antenna bandwidth. As mentioned previously, many parameters related to optimizing coupling are in contrary with increasing bandwidth. The three resonant frequencies effect on upper (due to patch), lower (due to slot) and mid (due to feeding network) band frequency of $\mathrm{S}_{11}$ parameter, respectively. Of course, all of these resonants influence each other. The simulation design has been done in HFSS software. Schematic (Fig. 5) and results of aperture coupled antenna presented in the following.


Fig. 5. Illustration of aperture coupled microstrip antenna.

## A. Return loss and VSWR diagram

The $\mathrm{S}_{11}$ diagram has been presented with and without using clipped patch in order to investigate its effect on antenna bandwidth. The VSWR and return loss
diagrams have been illustrated in Figs. 6 and 7, correspondingly.


Fig. 6. VSWR diagram of the antenna.


Fig. 7. Power reflection coefficient diagram of the antenna.

## B. Gain diagram

The gain of a conventional rectangular patch is in order of 6 or 7 dB . As shown in Fig. 8, aperture coupled antenna gain has been reached to 9 dB by employing mentioned methods.


Fig. 8. Gain diagram versus frequency of the antenna.

## C. Axial ratio diagram

The axial ratio parameter is defined for elliptical or circular polarization. The axial ratio is the ratio of the
magnitudes of the major and minor axis defined by the electric field vector. The axial ratio in the proximity of center frequency ( 1.7 GHz ) shows that there is (quasi) circular polarization in this band (Fig. 9).


Fig. 9. Axial ratio (AR) diagram versus frequency of the antenna.

The aperture coupled microstrip prototype has been shown in Fig. 10. The fabrication results are categorized in two groups as mentioned in the following. The fabricated $\mathrm{S}_{11}$ parameter of this antenna illustrated in Fig. 7 with its simulated one. It is important to notice which the return loss result of aperture coupled microstrip antenna fabrication complies with its simulation result, appropriately.


Fig. 10. Prototype of the antenna.

## D. Radiation patterns

Figures 11 and 12 show the simulated and fabricated results of the antenna for six frequency values of the band, respectively. The simulations and experiments show that increase of clipping number on patch edges hasn't a sensitive effect on bandwidth enhancement; therefore, it's not mandatory to increase these numbers.

The Fig. 11 (a) is in accordance with the Fig. 12 (a) and (b); Fig. 11 (b) with the Fig. 12 (c) and (d); Fig. 11 (c) with the Fig. 12 (e) and(f); Fig. 11 (d) with the Fig. 12 (g) and (h); Fig. 11 (e) with the Fig. 12 (i) and (j); Fig. 11 (f) with the Fig. $12(\mathrm{k})$ and (1). A brief look at these pictures, it can be seen that the both simulated and fabricated results are in very good accordance each other.


Fig. 11. Simulated radiation pattern results at: (a) 1.3 GHz , (b) 1.5 GHz , (c) 1.7 GHz , (d) 1.8 GHz , (e) 2.1 GHz , and (f) 2.3 GHz .



Fig. 12. Normalized measured radiation pattern results at six frequencies of Fig. 11; left column: LHCP, right column: RHCP.

## IV. CONCLUSION

This paper presented aperture coupled microstrip antenna with three resonants. The antenna bandwidth enhanced due to clip in the patch edges and varied the current distribution well in order to create the third resonant. There was a compromise between radiation characteristics and the antenna bandwidth. These two factors were optimized in designed and fabricated samples. E-plane and H-plane patterns indicated the appropriate propagation pattern of antenna was between 1.3 to 2.3 GHz frequency band, which clarified bandwidth more than $53 \%$ was achieved by using certain method in the novel one radiating element. Of course, there was bandwidth enhancement up to this limit by utilization of multiple radiating elements.
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#### Abstract

The analysis of complex circuit components with electrically small size is an important problem for radio frequency circuit modeling. In this paper, we present a fast solver which is based on low-frequency stable integral equation and accelerated with the multilevel accelerated Cartesian expansion algorithm (MLACEA). MLACE algorithm is usually based on electric field integral equation which suffers from lowfrequency breakdown problems. To keep the algorithm stable, the augmented electric field integral equation (AEFIE) is used in our solver. Regarding the truncation order of the expansion, the efficiency and accuracy of MLACEA are investigated. By adjusting the truncation order, we can keep the algorithm in good performance. Numerical examples show the efficiency and the capability of the proposed method.


Index Terms - Fast algorithm, low-frequency problem, method of moments.

## I. INTRODUCTION

The electric field integral equation (EFIE) solved by the method of moments (MoM) [4] is widely used in practical RF and microwave circuit modeling and design [6]. Due to the increasing integration density, the electromagnetic (EM) analysis of circuit problems become more challenging. Furthermore, the manufacturing technique of three-dimensional (3D) passives RF components [1], logic cells [2] and system in package (SIP) techniques [3] have received considerable amount of attention recently. By utilizing these techniques, the 2D planar structures are changed into 3D multilayer stereoscopic and even curved structures. Because of the increasing complexity, the scale of numerical problem for EM modeling is dramatically increased.

For 3D circuit modeling, the following two problems need to be concerned. One is the high computational complexity of MoM . To reduce the complexity and accelerated the simulation speed, many kinds of fast algorithms have been studied. The algorithms based on fast Fourier transforms (FFT) are widely used for quasi-planar structures. Suppose the scale of a problem is $N$. Then numerical complexity of
the matrix vector production (MVP) and memory consumption can be reduced from $O\left(N^{2}\right)$ to $O(N \log N)$ [5,6]. However, FFT methods require a projection between the original mesh and the uniform grid, so it is difficult to balance the workload for multiscale problems. The oct-tree based fast algorithms, such as the low-frequency multilevel fast multipole algorithm (LFMLFMA) [7] and the multilevel accelerated Cartesian expansion algorithm (MLACEA) [8,9], have lower numerical complexity. Even for 3D structures the MVP time and memory consumptions of these two methods have $O(N)$ complexity. LF-MLFMA has been successfully applied on low-frequency EM modeling such as [7,10], while the implementation of MLACEA on lowfrequency EM modeling is seldom reported.

The other problem need to be concerned is the lowfrequency breakdown problem of EFIE, which restricts the fast algorithm to handle low-frequency EM problems. The low-frequency breakdown problem of EFIE occurs when the discretization is so fine that the mesh size is much smaller than the wavelength [11]. In this situation, the condition number of the matrix increases, and the convergence of iterative method is getting worse. The low-frequency breakdown problem often influenced the accuracy of circuit device modeling. Loop-tree decomposition [12] is usually employed to remedy the low-frequency breakdown problem, and many fast solvers base on this method have been developed [6,7]. However, searching for loop basis functions is difficult for multiple connected surfaces, especially in 3D case. Recently some low-frequency stable EFIE methods were developed, such as the augmented electric field integral equations (AEFIE) [10], the current and charge integral equations (CCIE) [13], the separated potential integral equations (SPIE) [14], and surface integral equations using constraint-based Helmholtz decompositions [16,17]. They all remedy the low-frequency breakdown problem successfully.

In this paper, we used AEFIE to remedy the lowfrequency breakdown problem. Compared with other integral equations, the operator in AEFIE is simpler. This advantage not only results in simplicity of programming
but also in less memory and time consumption of the fast algorithm. However, the AEFIE still suffers from the low-frequency inaccuracy problem in extremely lowfrequency, but this inaccuracy problem can be eliminated with perturbation method [15]. The paper is organized as follows. The AEFIE and its MoM solution are reviewed in Section II. Then, in order to remedy the low-frequency breakdown problem of EFIE and to keep the matrix equation in good condition, the AEFIE is used as the basic formula of the MLACEA algorithm. Particularly, the truncation order of MLACEA is analyzed to figure out its influence on the efficiency and the accuracy. At last, several large unknown targets have been simulated to show the capability of the proposed method.

## II. THEORY

## A. Augmented electric field integral equation

Consider a perfect electric conducting (PEC) surface $S$ placed in free space is excited by a incident field $\boldsymbol{E}^{i n c}$. The mixed potential integral equation in terms of the induced current $\boldsymbol{J}(\boldsymbol{r})$ on the PEC surface $S$ can be achieved by using the tangential boundary condition of electric field, given as:

$$
\left\{\begin{array}{l}
\boldsymbol{n} \times \boldsymbol{E}^{i n c}(\boldsymbol{r})=\boldsymbol{n} \times[\mathrm{j} \omega \boldsymbol{A}(\boldsymbol{r})+\nabla \Phi(\boldsymbol{r})]  \tag{1}\\
\boldsymbol{A}(\boldsymbol{r})=\mu \int_{S} \mathrm{~d} S^{\prime} \boldsymbol{J}\left(\boldsymbol{r}^{\prime}\right) G\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right) \\
\Phi(\boldsymbol{r})=\mathrm{j} \eta k^{-1} \int_{S} \mathrm{~d} S^{\prime} \nabla^{\prime} \cdot \boldsymbol{J}\left(\boldsymbol{r}^{\prime}\right) G\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)
\end{array}\right.
$$

In the above equations, $G\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)$ is the scalar Green's function in free space:

$$
\begin{equation*}
G\left(r, r^{\prime}\right)=\frac{\mathrm{e}^{-\mathrm{j} k R}}{4 \pi R} \tag{2}
\end{equation*}
$$

where $R=\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|$ represents the distance between the source point $\boldsymbol{r}^{\prime}$ and the field point $\boldsymbol{r} . \eta=\sqrt{\mu_{0} / \varepsilon_{0}}$ denotes the wave impendence, $k=\omega \sqrt{\varepsilon_{0} \mu_{0}}$ denotes the wave number of free space and $\boldsymbol{n}$ is the unit outer normal to surface $S$. This integral equation suffers from the lowfrequency breakdown problem, because of the different frequency dependence of vector potential and scalar potential in the low-frequency region [11]. In order to separate the vector and scalar potential and remove the frequency dependence, the current continuity equation given as:

$$
\begin{equation*}
\nabla \cdot \boldsymbol{J}(\boldsymbol{r})=-\mathrm{j} \omega \rho(\boldsymbol{r}) \tag{3}
\end{equation*}
$$

is added. It works as a constraint for the charge and the current. To get the discretized form of the equations, the surface current $\boldsymbol{J}(\boldsymbol{r})$ is expanded over a set of RWG basis functions as:

$$
\boldsymbol{f}_{n}(\boldsymbol{r})= \begin{cases}\left(\boldsymbol{r}-\boldsymbol{r}_{n}^{+}\right) /\left(2 A_{n}^{+}\right), \quad \boldsymbol{r} \in T_{n}^{+}  \tag{4}\\ -\left(\boldsymbol{r}-\boldsymbol{r}_{n}^{-}\right) /\left(2 A_{n}^{-}\right), \quad \boldsymbol{r} \in T_{n}^{-}\end{cases}
$$

The charge is expanded as pulse functions:

$$
\begin{equation*}
h_{n}(\boldsymbol{r})=1 / A_{n}, \quad r \in T_{n}, \tag{5}
\end{equation*}
$$

where $A_{i}$ is the area of triangle $T_{i}$. Then EFIE is tested by RWG basis functions $\boldsymbol{f}_{m}(\boldsymbol{r})$, and the current continuity equation is tested by $h_{m}(\boldsymbol{r})$. Matrix equations can be finally written as:

$$
\begin{align*}
\boldsymbol{B} \cdot \mathrm{j} k \boldsymbol{I}+\boldsymbol{D}^{T} \cdot \boldsymbol{P} \cdot c \boldsymbol{\rho} & =\eta^{-1} \boldsymbol{b},  \tag{6a}\\
\boldsymbol{D} \cdot \mathrm{j} k \boldsymbol{I}+\tilde{\mathrm{I}} \cdot c k^{2} \boldsymbol{\rho} & =\boldsymbol{0} . \tag{6b}
\end{align*}
$$

The elements of sub matrices are defined as:

$$
\begin{gather*}
b(m)=\int_{S_{m}} \mathrm{~d} S \boldsymbol{f}_{m}(\boldsymbol{r}) \cdot \boldsymbol{E}^{i n c}(\boldsymbol{r}),  \tag{7}\\
B(m, n)=\int_{S_{m}} \mathrm{~d} S \boldsymbol{f}_{m}(\boldsymbol{r}) \cdot \int_{S_{n}} \mathrm{~d} S^{\prime} \boldsymbol{f}_{n}\left(\boldsymbol{r}^{\prime}\right) G\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right),  \tag{8}\\
P(m, n)=\int_{T_{m}} \mathrm{~d} S h_{m}(\boldsymbol{r}) \int_{T_{n}} \mathrm{~d} S^{\prime} h_{n}\left(\boldsymbol{r}^{\prime}\right) G\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right),  \tag{9}\\
D(m, n)=\frac{1}{A_{n}} \int_{T_{m}} \mathrm{~d} S h_{m}(\boldsymbol{r}) \nabla \cdot \boldsymbol{f}_{n}(\boldsymbol{r}), \tag{10}
\end{gather*}
$$

where $S_{n}=T_{n}^{+} \cup T_{n}^{-} . \boldsymbol{I}$ and $\boldsymbol{\rho}$ denote the coefficients of current and charge unknowns. $\tilde{\mathrm{I}}$ is the identity matrix. $c$ is the light speed in free space. In this matrix equation, the vector potential and scalar potential are balanced. After using a proper frequency scaling [10], the lowfrequency breakdown can be remedied.

## B. Implementation of MLACEA

In this section, MLACEA is applied on the AEFIE for acceleration. Similar to MLFMA, the basis functions are divided into groups of small cubes using the oct-tree structure. Based on whether two boxes are within one box interval, the interaction between the basis functions and the testing functions inside any two boxes is classified as the near-field interaction or the far-field interaction.

To calculate the far-field interaction with MLACEA, the scalar Green's function is expanded with the Cartesian tensor expansion which is given as:

$$
\begin{equation*}
\psi\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)=\sum_{q=0}^{\infty} \frac{(-1)^{q}}{q!} \boldsymbol{r}^{(q)} \cdot q \cdot \nabla^{(q)} \psi(\boldsymbol{r}), \tag{11}
\end{equation*}
$$

where $\nabla^{(q)}$ is $q$-fold grid operator of $\boldsymbol{r}$ and $\boldsymbol{A}^{(p+q)} \cdot q \cdot \boldsymbol{B}^{(q)}$ represents $q$-fold tensor contraction between tensors $\boldsymbol{A}^{(p+q)}$ and $\boldsymbol{B}^{(q)}$. Then this expansion is applied on the Green's function. As an example, the scalar Green's function is expanded with two-level accelerated Cartesian expansion algorithm in the following derivation. For far-field group interaction, the scalar Green's function $G\left(r, \boldsymbol{r}^{\prime}\right)$ is expanded using (11) twice, both in the center of source group $\boldsymbol{r}_{\alpha}^{c}$ and the center of field group $\boldsymbol{r}_{\alpha^{\prime}}^{c}$ as:

$$
\begin{align*}
G\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right) \approx & \sum_{q=0}^{\mathrm{Q}} \frac{1}{q!}\left(\boldsymbol{r}-\boldsymbol{r}_{\alpha}^{c}\right)^{(q)} \cdot q \cdot \sum_{p=0}^{\mathrm{Q}} \nabla^{(p+q)} G\left(\boldsymbol{r}_{\alpha}^{c}, \boldsymbol{r}_{\alpha^{\prime}}^{c}\right)  \tag{12}\\
& \cdot p \cdot\left[\frac{(-1)^{p}}{p!}\left(\boldsymbol{r}^{\prime}-\boldsymbol{r}_{\alpha^{\prime}}^{c}\right)^{(p)}\right],
\end{align*}
$$

where $Q$ is the truncation order.
Then we can apply this expansion in MoM. When we solve the MoM linear equations using an iterative method, the matrix vector product (MVP) is a very time consuming part. To reduce the MVP time, fast algorithm is applied. The matrices in (6b) are calculated directly because they are highly sparse matrix. While MLACEA is applied on the matrices in (6a) to speed up the calculation. After the expansion using (12), the storage for far-field interaction matrix is no more needed, and the calculation of:

$$
\begin{equation*}
\boldsymbol{V}=\boldsymbol{B} \cdot \mathrm{j} k \boldsymbol{I}+\boldsymbol{D}^{T} \cdot \boldsymbol{P} \cdot c \boldsymbol{\rho} \tag{13}
\end{equation*}
$$

can be represented by MLACEA approximately, given as:

$$
\begin{equation*}
\boldsymbol{V} \approx \boldsymbol{B}_{\text {near }} \cdot \mathrm{j} k \boldsymbol{I}+\boldsymbol{D}^{T} \cdot \boldsymbol{P}_{\text {near }} \cdot c \boldsymbol{\rho}+\mathrm{j} k \boldsymbol{V}_{A}^{\text {far }}+c \boldsymbol{V}_{\Phi}^{\text {far }}, \tag{14}
\end{equation*}
$$

where $\boldsymbol{B}_{\text {near }}$ and $\boldsymbol{P}_{\text {near }}$ represent the near-field interactions corresponding to vector and scalar potentials respectively. They are computed and stored using conventional MoM. $\boldsymbol{V}_{A}^{\text {far }}$ and $\boldsymbol{V}_{\Phi}^{\text {far }}$ are far-field interactions of vector potential and scalar potential. Corresponding to any testing function $\boldsymbol{f}_{m}(\boldsymbol{r})$ or $h_{n}(\boldsymbol{r})$, we denote the contributions from charge and current in far-field groups as $V_{A}^{\text {far }}(m)$ or $V_{\Phi}^{\text {far }}(m)$. They can be represented into two level MLACEA form as:

$$
\begin{align*}
V_{A}^{\operatorname{tar}}(m)= & \sum_{q=0}^{Q} \boldsymbol{F}_{m}^{A,-}\left(q, \boldsymbol{r}_{\alpha}^{c}\right) \cdot q .  \tag{15a}\\
& \sum_{p=0}^{\mathrm{Q}} \sum_{\alpha^{\prime} \in \boldsymbol{G}_{\alpha}^{a r}} \boldsymbol{T}\left(q+p ; \boldsymbol{r}_{\alpha}^{c}, \boldsymbol{r}_{\alpha^{\prime}}^{c}\right) \cdot p \cdot \boldsymbol{S}_{\alpha^{\prime}}^{A}\left(p, \boldsymbol{r}_{\alpha^{\prime}}^{c}\right), \\
V_{\Phi}^{\operatorname{tar}}(m)= & \sum_{q=0}^{\mathrm{Q}} \boldsymbol{F}_{m}^{\Phi,--}\left(q, \boldsymbol{r}_{\alpha}^{c}\right) \cdot q \cdot  \tag{15b}\\
& \sum_{p=0}^{\mathrm{Q}} \sum_{\alpha^{\prime} \in \boldsymbol{G}_{\alpha_{\alpha}^{a s}}^{a s}} \boldsymbol{T}\left(q+p ; \boldsymbol{r}_{\alpha}^{c}, \boldsymbol{r}_{\alpha^{\prime}}^{c}\right) \cdot p \cdot \boldsymbol{S}_{\alpha^{\prime}}^{\infty}\left(p, \boldsymbol{r}_{\alpha^{\prime}}^{c}\right),
\end{align*}
$$

where $\boldsymbol{G}_{\alpha}^{\text {far }}$ denotes the set of far-field groups related to the group $\alpha$. In MLACEA, the tensors formed by aggregating the source points inside a group are called multipole expansions. The corresponding current and charge multipole expansions are given as:

$$
\begin{equation*}
\boldsymbol{S}_{\alpha^{\prime}}^{A}\left(p, \boldsymbol{r}_{\alpha^{\prime}}^{c}\right)=\sum_{n \in G_{\alpha_{\alpha}^{\prime \prime}}^{e q}} I_{n} \boldsymbol{F}_{n}^{A,+}\left(p, \boldsymbol{r}_{\alpha^{\prime}}^{c}\right), \tag{16a}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{S}_{\alpha^{\prime}}^{\Phi}\left(p, \boldsymbol{r}_{\alpha^{\prime}}^{c}\right)=\sum_{n \in \boldsymbol{G}_{\alpha^{\prime e f}}^{\text {ef }}} \rho_{n} \boldsymbol{F}_{n}^{\Phi,+}\left(p, \boldsymbol{r}_{\alpha^{\prime}}^{c}\right) \tag{16b}
\end{equation*}
$$

where $\boldsymbol{G}_{\alpha^{\prime}}^{\text {self }}$ represents the set of current and charge basis functions in the group $\alpha^{\prime} . \boldsymbol{F}_{n}^{A,+}$ and $\boldsymbol{F}_{n}^{\boldsymbol{Q}_{,++}}$are aggregation factors corresponding to each basis function, called multipole factors. The multipole factors of currents and charges in (16) are given ast:

$$
\begin{equation*}
\boldsymbol{F}_{n}^{A,+}\left(p, \boldsymbol{r}_{\alpha^{\prime}}^{c}\right)=\frac{(-1)^{p}}{p!} \int_{S_{n}} \mathrm{~d} S^{\prime}\left(\boldsymbol{r}^{\prime}-\boldsymbol{r}_{\alpha^{\prime}}^{c}\right)^{(p)} \boldsymbol{f}_{n}\left(\boldsymbol{r}^{\prime}\right) \tag{17a}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{F}_{n}^{\Phi_{,+}+}\left(p, \boldsymbol{r}_{\alpha^{\prime}}^{c}\right)=\frac{(-1)^{p}}{p!} \int_{T_{n}} \mathrm{~d} S^{\prime}\left(\boldsymbol{r}^{\prime}-\boldsymbol{r}_{\alpha^{\prime}}^{c}\right)^{(p)} h_{n}\left(\boldsymbol{r}^{\prime}\right) \tag{17a}
\end{equation*}
$$

The integration regions of the two integrals above are different. One is on a basis function, and the other is on a triangle patch. The interaction from source group to field group is connected by the translation operator:

$$
\begin{equation*}
\boldsymbol{T}\left(p ; \boldsymbol{r}_{\alpha}^{c}, \boldsymbol{r}_{\alpha^{\prime}}^{c}\right)=\nabla^{(p)} G\left(\boldsymbol{r}_{\alpha}^{c}, \boldsymbol{r}_{\alpha^{\prime}}^{c}\right) \tag{18}
\end{equation*}
$$

It is applied on the multipole expansion and transforms them into the local expansion $\boldsymbol{R}_{\alpha}\left(q, \boldsymbol{r}_{\alpha}^{c}\right)$ in field region. Then the local expansion will be contracted with the local factors to achieve $V_{A}^{\text {far }}(m)$ and $V_{\Phi}^{\text {far }}(m)$. The local factors in (15) are:

$$
\begin{gather*}
\boldsymbol{F}_{m}^{A,-}\left(p, \boldsymbol{r}_{\alpha}^{c}\right)=\frac{1}{p!} \int_{S_{m}} \mathrm{~d} S\left(\boldsymbol{r}-\boldsymbol{r}_{\alpha}^{c}\right)^{(p)} \boldsymbol{f}_{m}(\boldsymbol{r}),  \tag{19a}\\
\boldsymbol{F}_{m}^{\boldsymbol{q}^{,-}}\left(p, \boldsymbol{r}_{\alpha}^{c}\right)=\frac{1}{p!} \int_{S_{m}} \mathrm{~d} S\left(\boldsymbol{r}-\boldsymbol{r}_{\alpha}^{c}\right)^{(p)} \nabla \cdot \boldsymbol{f}_{m}(\boldsymbol{r}) \tag{19b}
\end{gather*}
$$

Similarly the multilevel form use a translation operator between the parent level and the child level recursively. With multilevel recursion, higher efficiency can be achieved. Here, (15a) which corresponds to the vector potential is used as an example to show the derivation of the multilevel algorithm. It is written in a new form as:

$$
\begin{align*}
V_{A}^{f a r}(m) & =\sum_{p=0}^{\mathrm{Q}} \boldsymbol{F}_{m}^{\mathrm{A},-}\left(p, \boldsymbol{r}_{\alpha_{l}}^{c}\right) \cdot p \cdot\left[\boldsymbol{R}_{\alpha_{l}}^{l}\left(p, \boldsymbol{r}_{\alpha_{l}}^{c}\right)\right. \\
& \left.+\sum_{p=0}^{\mathrm{Q}} \sum_{\alpha_{l} \in \boldsymbol{G}_{\alpha_{l}}^{r e l}} \boldsymbol{T}\left(q+p ; \boldsymbol{r}_{\alpha_{l}}^{c}, \boldsymbol{r}_{\alpha_{l}}^{c}\right) \cdot p \cdot \boldsymbol{S}_{\alpha_{l}^{\prime}}^{\mathrm{A}}\left(p, \boldsymbol{r}_{\alpha_{l}^{\prime}}^{c}\right)\right], \tag{20}
\end{align*}
$$

where $\boldsymbol{R}_{\alpha_{l}}^{l}\left(q, \boldsymbol{r}_{\alpha_{l}}^{c}\right)$ is the local expansion of $\alpha_{l}$ on the $l$ th level. $\boldsymbol{G}_{\alpha_{l}}^{\text {rel }}$ indicates the set of the distant relative groups. The term $\alpha_{l-1}$ indicates the parent group of $\alpha_{l}$, and the distant relative groups can be defined as the groups on the $l$ th level who are not only in the far-field region of $\alpha_{l}$ but also inside the near-field region of $\alpha_{l-1}$. On each level, the local expansion is given as:

$$
\begin{align*}
\boldsymbol{R}_{\alpha_{l}}^{l}\left(p, \boldsymbol{r}_{\alpha_{l}}^{c}\right) & =\sum_{q=p}^{\mathrm{Q}} \frac{1}{(q-p)!} \boldsymbol{R}_{\alpha_{l-1}}^{l-1}\left(q, \boldsymbol{r}_{\alpha_{l-1}}^{c}\right) \\
& \cdot(q-p) \cdot\left(\boldsymbol{r}_{\alpha_{l}}^{c}-\boldsymbol{r}_{\alpha_{l-1}}^{c}\right)^{(q-p)}  \tag{21}\\
& +\sum_{p=0}^{\mathrm{Q}} \sum_{\alpha_{i}^{\prime} \in G_{\alpha_{l}}^{\text {rel }}} \boldsymbol{T}\left(q+p ; \boldsymbol{r}_{\alpha_{l}}^{c}, \boldsymbol{r}_{\alpha_{i}}^{c}\right) \cdot p \cdot \boldsymbol{S}_{\alpha_{l}^{\prime}}^{\mathrm{A}}\left(p, \boldsymbol{r}_{\alpha_{i}}^{c}\right),
\end{align*}
$$

where $\boldsymbol{r}_{\alpha_{l}}^{c}$ and $\boldsymbol{r}_{\alpha_{l-1}}^{c}$ are the centroids of the child groups and the parent group respectively. The first part on the
right hand side of this equation does not need to be calculated when this equation is applied on the highest level. Similarly, the multipole-to-multipole translation is expressed with:

$$
\begin{align*}
\boldsymbol{S}_{\alpha^{\prime}}^{l-1}\left(p, \boldsymbol{r}_{\alpha_{l-1}^{\prime}}^{c}\right)= & \sum_{\alpha_{i}^{\prime} \in G_{\alpha_{i-1}}^{\text {son }}} \sum_{q=p}^{\mathrm{Q}} \frac{1}{(q-p)!} \boldsymbol{S}_{\alpha^{\prime}}^{l}\left(q, \boldsymbol{r}_{\alpha_{i}^{\prime}}^{c}\right)  \tag{22}\\
& \left(\boldsymbol{r}_{\alpha_{l-1}^{\prime}}^{c}-\boldsymbol{r}_{\alpha_{i}^{\prime}}^{c}\right)^{(q-p)},
\end{align*}
$$

where $\boldsymbol{G}_{\alpha_{l-1}}^{\text {son }}$ indicates the child groups of $\alpha_{l-1}^{\prime}$. This equation is applied on the aggregation of child groups. Recursively using (21) and (22), the algorithm can be easily applied to multilevel form.

## III. NUMERICAL RESULTS

All numerical computations have been performed on a 64-bit PC using Intel core-i5 CPU with 3.0 GHz clock speed. The generalized minimum residual (GMRES) which restarts every 30 iterations was used as solver of linear equation.

The computational complexity of proposed method is analyzed in the first example. A PEC cube with a side length of 10 mm is calculated at 300 MHz . The target is divided into 1200 triangular patches, and the induced current is then expanded with 1800 RWG basis functions. By connecting each pair of the adjacent midpoints of the three edges in a triangular patch, this triangle is divided into the four small triangular patches with one-half of the original edge length. This refinement is done recursively to obtain five different discretization schemes. They are named from coarse to fine by the letters A to F. The group size is optimized to keep the average number of unknowns around 30 approximately in each group on the bottom level. The truncation order of Cartesian expansion is set as 2 . The CPU times for calculating the near-field matrix and the matrix vector product are both shown in Fig. 1. The black solid line, a linear function in terms of the number of unknowns $N$, is shown as a reference. According to this solid line, it is easy to find out that the memory consumption, the CPU time for the near-field matrix calculation and the MVP are all $O(N)$.

The error convergence of MLACEA when calculating the finest mesh F is discussed. The mesh contains 1228800 triangle patches and 1843200 RWG basis functions. For the Cartesian expansion the truncation order $Q$ impacts the accuracy of the algorithm. To balance the efficiency and accuracy, the truncation order should be carefully selected. Although the numerical precision has been tested in previous work by calculating the relative error of the scalar potential, here we evaluate the relative error of the impedance matrix so that the error induced by the transformation form potential to impedance matrix elements can be included. The relative error defined as:

$$
\begin{equation*}
O(\boldsymbol{Z})=\frac{\|\delta \boldsymbol{V}\|_{2}}{\|\boldsymbol{V}\|_{2}}=\frac{\left\|V_{A C E}(\boldsymbol{Z}, \boldsymbol{I})-\boldsymbol{Z}_{M O M} \cdot \boldsymbol{I}\right\|_{2}}{\left\|\boldsymbol{Z}_{M O M} \cdot \boldsymbol{I}\right\|_{2}}, \tag{23}
\end{equation*}
$$

is used to measure the truncation error of the algorithm quantitatively. By a given vector $I, \boldsymbol{Z}_{\text {MoM }} \cdot \boldsymbol{I}$ is calculated by direct multiplication. $V_{A C E}(\boldsymbol{Z}, \boldsymbol{I})$ is achieved by MLACEA. In Table 1, as truncation order increases, the time consumption of MVP grows exponentially, while the relative error only decreases slowly. After the tradeoff between efficiency and accuracy, two orders expansion is used in the following example for better numerical performances. With the help of the preconditioner in [10], the residual error can be converged to less than $10^{-4}$ within 110 iterations. The details on the convergence history of five cases are shown in Fig. 2. The bi-static RCS results of first five cases, shown in Fig. 3, are in good agreement.


Fig. 1. The computational complexity of time and memory for the proposed method.

Table 1: Relative error convergence and normalized time consumption

| Truncation <br> Order | Normalized <br> Time | Relative <br> Error $O(B)$ | Relative <br> Error $O(P)$ |
| :---: | :---: | :---: | :---: |
| 0 | 1 | $1.92 \times 10^{-1}$ | $1.08 \times 10^{-1}$ |
| 1 | 2 | $3.98 \times 10^{-2}$ | $2.13 \times 10^{-2}$ |
| 2 | 5 | $9.76 \times 10^{-3}$ | $5.71 \times 10^{-3}$ |
| 3 | 16 | $2.98 \times 10^{-3}$ | $1.76 \times 10^{-3}$ |
| 4 | 44 | $1.06 \times 10^{-3}$ | $5.36 \times 10^{-4}$ |



Fig. 2. History of iteration for different mesh densities.


Fig. 3. The bi-static RCS results for different mesh densities.

In the second example, a 3D micro-coil inductors has been modeled to test the capability of the algorithm. The design of the inductor is referred from [1], with the length of $275 \mu \mathrm{~m}$, the width of $75 \mu \mathrm{~m}$, the height of $100 \mu \mathrm{~m}$, the inner diameter of $50 \mu \mathrm{~m}$, and the total length of about 5.25 mm . Because the low-frequency breakdown problem is more serious compared with lossy media, the inductor is set as a PEC to investigate the performance of our solver. The inductor model is divided into 6776 triangles. Based on these triangles, 8862 current unknowns and 6776 charge unknowns are formed. Port 1 is excited with delta gap voltage source as shown in Fig. 4. To verify the accuracy of the solution, the inductance is extracted by the three methods, namely: EFIE, AEFIE and AEFIE combined with MLACEA. They are compared through a wide frequency band from 500 MHz to 25 GHz . The structure is divided into 5 levels oct-tree to keep the average number of unknowns in each group within 20 RWG basis functions. The truncation order is set as two to cut down the time consumption. EFIE is solved by LU decomposition for its bad condition number of matrix in the low-frequency. AEFIE is solved by GMRES both with and without the acceleration of MLACEA. The comparison of consumption in computation from Table 2 proves that AEFIE combined with MLACEA is much more efficient than the direct MoM solver. The results of inductance obtained by AEFIE combined with MLACEA have the same the accuracy as the traditional MoM throughout the whole bandwidth. On the other hand, EFIE can't provide the correct inductance results in the low-frequency band from 500 MHz to 8 GHz due to the low-frequency breakdown of the solutions.

Next, six discretizations of a spiral inductor are generated and named as A to F, from coarse to fine. Mesh A has 6147 inner edges. While F has 285909 edges, which is 44 times larger than A . The total size of the inductor is $1.2 \times 10^{-3} \lambda$ at 3 GHz . Figure 5 shows the extracted inductance for all the cases. The inductance converges to 2.348 nH as the mesh density increases. It
agrees well with the result from the MoM. With the limit of computer memory, mesh A is calculated using the MoM and the inductance is 2.329 nH . The surface current distribution on the densest mesh F is presented in Fig. 6 with color bar in dB scale. The computational costs of mesh E and F are summarized in Table 3 in detail. By keeping the average number of unknowns in each finest box around 20, the fast solver consumed very little time in near-field matrix calculation. All cases can converge to $10^{-4}$ quickly and show good stability.


Fig. 4. The inductor model and the inductance calculated by EFIE-MoM, AEFIE-MoM and AEFIE-MoM with MLACEA acceleration.

Table 2: Average memory and time consumption of one frequency point using AEFIE

|  | MoM | MLACEA |
| :--- | :---: | :---: |
| Total memory (MB) | 1960 | 59 |
| Near field calculation time (s) | 160 | 3.8 |
| Number of iterations | 48 | 49 |
| Time per iteration (s) | 1.05 | 0.12 |
| Total time (s) | 210 | 10 |



Fig. 5. The inductance calculated by meshes in different densities.


Fig. 6. The current distribution of inductor model: mesh $F$, unit in mm .

Table 3: Memory and time consumption of different $\underline{\text { mesh density }}$

|  | Mesh E | Mesh F |
| :--- | :---: | :---: |
| Number of total unknowns | 217270 | 476515 |
| Total memory (MB) | 813 | 1239 |
| Near field calculation time (s) | 146 | 233 |
| Number of iterations | 149 | 188 |
| Time per iteration (s) | 1.23 | 2.59 |
| Total iteration time (s) | 184 | 502 |
| Total time (s) | 334 | 747 |

## IV. CONCLUSION

A fast numerical algorithm, AEFIE combined with MLACEA, has been presented in this paper to model the circuit devices with electrically small and complex structures. The condition number of the impedance matrix is greatly improved by AEFIE. Because of this MLACEA shows a good stability for the low-frequency problems with large number of unknowns. With the optimization of the truncation order, the efficiency as well as the accuracy of the solver has been ensured. Its ability to cut down the memory cost and CPU time consumption can be put to use. Some work are under going to eliminate the low-frequency inaccuracy problem of AEFIE, in order to achieve a stable solver for more wide frequency band.
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#### Abstract

In this paper, firefly algorithm is utilized for the correction of radiation pattern of a linear antenna array of parallel half-wavelength dipole antennas spaced uniformly when defected completely with more than one dipole element. Mutual coupling between the antennas along has been considered along with the effect of distance between the antenna array and the ground plane on the radiation pattern. Adjustments are done in the values of the excitation voltage of the remaining nondefective elements through evolutionary algorithm such that the parameters, namely, side lobe level and maximum reflection coefficient $\left(\mathrm{S}_{11}\right)$ in dB of the corrected pattern are calculated and efforts are taken to make it closer to the original pattern values. This certainly avoids replacing of defective elements. The element pattern of individual elements in the array has been assumed omnidirectional in the plane considered. Examples are shown to produce the response of the proposed approach using evolutionary algorithm for three element failures out of twenty elements in the array with the effect on various distances between the antenna array and ground plane. Even though, the method is utilized here for a linear dipole antenna array, it can be applied for other antenna array configurations also.


Index Terms - Antenna array, failure correction, mutual coupling, reflection coefficient, side lobe level.

## I. INTRODUCTION

High directivity is one of the major advantages of equally spaced linear antenna array $[1,7]$ over individual elements, when it is excited uniformly. But, this will well result in production of relatively higher side lobe level (SLL), which in a radiation pattern refers to the ratio of the amplitude of the peak of main lobe to that of peak of the side lobe in decibels. The level of the side lobe level will worsen, in case of failure of even two or three
elements in an antenna array, and specifically in analog beam forming; it will lead to the replacement of the elements resulting in time consumption. The scenario will be different in digital beam forming, as there is no need to replace the defective elements. Instead, the current or voltage excitations of the remaining unaffected elements can be modified in such a way that the resulting radiation pattern closely matches with the expected pattern. Literature survey has revealed that this alternative of replacement proved quite applicable in various field of operations like radar, satellite and in military applications. There is no single method or a combination of methods that has been evolved as the best one, which can produce a radiation pattern that exactly matches with the desired one.

Literature survey reports many array failure correction techniques in the past [2-6]. Array failure correction using genetic algorithm has been described in the article [2,3]. Array failure correction with a digitally beamformed array is discussed in [4]. Failure correction method of array in general is presented in [5]. Simulated annealing technique [6] is applied to optimize the performance of arrays with failed elements.

An exhaustive study of the mutual coupling that exists in antenna arrays has been discussed by researchers dealing with various applications of antenna arrays [7-11]. In this paper, firefly algorithm [12,13] is used in recovering the damaged pattern with expected side lobe level and reflection coefficient ( $\mathrm{S}_{11}$ ) in dB respectively.

Instead of using isotropic antennas for testing, here, the real antennas with mutual coupling has been considered for various distances between the ground plane and the array. The reason for optimizing reflection coefficient $\left(\mathrm{S}_{11}\right)$ in dB is to have a better match between antenna and its feeding network. When the antenna is considered a faulty one, the voltage across it is assumed
as zero, but the current flowing through it is not zero because of induced current due to mutual coupling or in other words, it will act as a parasitic radiator.

## II. THEORY

The free space far-field pattern $F A R(\phi)$ in azimuth plane ( $x-y$ plane) for a linear array [1] of parallel halfwavelength dipole antennas equally spaced at a distance $d$ apart along the x -axis shown in Fig. 1, is given by Equation (1):

$$
\begin{equation*}
\operatorname{FAR}(\phi)=\left[\sum_{n=1}^{N} I_{n} e^{j(n-1) k d \cos \phi}\right] \times E P(\phi) \tag{1}
\end{equation*}
$$

where $n=$ element number, $N=$ total number of element, $j=$ imaginary quantity, $d=$ inter element spacing, $k=2 \pi / \lambda=$ wave number, $\lambda=$ wavelength, $\phi=$ azimuth angle of the far-field point measured from $x$-axis ( 0 to 180 degree), $I_{n}=$ complex excitation current of $n$-th element, obtained from $[I]_{N \times I}=[Z]^{-1}{ }_{N \times N}[V]_{N \times 1}$, being [ $\left.Z\right]_{\text {the }}$ impedance matrix $(\operatorname{size} N \mathrm{x} N)$ and [ $V$ ] the voltage matrix (size $N \mathrm{x} 1$ ) of the elements (obviously $V_{n}=0$ for faulty element).

The expressions related to self-impedances $Z_{n n}$ and mutual impedances $Z_{n m}$ in the impedance matrix $Z$ are taken from [7] and applied assuming the dipoles to be very thin and sinusoidal current distribution in every dipole, the former being calculated specifically with Tai's formula [7].

All the elements are fed with constant excitation phase of zero degree. The element pattern of each and every dipole element in the array has been assumed omnidirectional in the plane considered, i.e., $E P(\phi)=1$.

A sum pattern is generated in the broadside direction for the currents $I_{n}$ that are calculated from the input voltage excitations and the mutual coupling impedance matrix.

If the active impedance is real, every dipole will be radiating effectively, but since,

$$
\begin{equation*}
V_{n}=Z_{n n} I_{n}+\sum_{m \neq n} Z_{n m} I_{m}, \tag{2}
\end{equation*}
$$

where $Z_{n n}$ is the self-impedance of dipole $n$ and $Z_{n m}$ is the mutual impedance between dipoles $n$ and $m$, the active impedance $\left(Z_{n}^{A}=V_{n} / I_{n}\right)$ becomes:

$$
\begin{equation*}
Z_{n}^{A}=Z_{n n}+\sum_{m \neq n} Z_{n m}\left(I_{m} / I_{n}\right) \tag{3}
\end{equation*}
$$

When a ground plane is placed at a distance $h$ behind the array, and parallel to $x-z$ plane, the image principles [7] are applied to calculate the self and mutual impedances of the elements and to calculate the new impedance matrix of the antenna array.

In the impedance matrix, self-impedance $Z_{n n}$ is replaced by $\left(Z_{n n}-Z_{n n}{ }^{*}\right)$ and mutual impedance $Z_{n m}$ is replaced by $\left(Z_{n m}-Z_{n m}{ }^{*}\right)$, where $Z_{n n}{ }^{*}$ is the mutual impedance between the $n$th dipole and its image, and $Z_{n m}{ }^{*}$ is the mutual impedance between the $n$th dipole and
the image of the $m$ th dipole.
The expression for the element factor is also obtained from [7].

The far-field pattern (in $\phi$-domain) in the horizontal plane in the above case is given by equation (4):

$$
\begin{equation*}
F A R(\phi)=\sum_{n=1}^{N}[\sin (k h \sin \phi)] I_{n} e^{j(n-1) k d \cos \phi} \tag{4}
\end{equation*}
$$

where $h$ is distance between ground plane and array and the bracketed term in above equation is the element factor.

Considering that the characteristic impedance $Z_{0}$ of the feeding network is $50 \Omega$, the reflection coefficient $\left(\mathrm{S}_{11}\right)$ in dB at the input of $n$-th dipole antenna [1] is given by:

$$
\begin{equation*}
S_{11}^{n}=20 \log _{10}\left[\frac{\left|Z_{n}^{A}\right|-Z_{0}}{\left|Z_{n}^{A}\right|+Z_{0}}\right] \tag{5}
\end{equation*}
$$

Finally, the maximum reflection coefficient $\left(S_{11}^{m}\right)$ among all elements is derived. A low value of $S_{11}^{m}$ ensures that the impedance matching condition holds good for all the elements of the array. The active impedance of failed element is assumed zero.

The problem is now to find the set of new excitation voltage amplitude of the elements excluding the failed elements using firefly algorithm that will minimize the chosen fitness function and at the same time correct the damaged pattern.

For obtaining the optimized (original) radiation pattern without any failures, the following cost function $F 1$ is used:

$$
\begin{equation*}
F 1=k 1\left(S L L_{o}-S L L_{d}\right)^{2} H(T 1) \tag{6}
\end{equation*}
$$

For obtaining the failure corrected pattern,

$$
\begin{align*}
& F 2=k 1\left(S L L_{o}-S L L_{d}\right)^{2} H(T 1)+  \tag{7}\\
& k 2\left(S_{11}^{m o}-S_{11}^{m d}\right) H(T 2),
\end{align*}
$$

is used, where $T 1=\left(S L L_{o}-S L L_{d}\right)$ and $T 2=\left(S_{11}^{m o}-S_{11}^{m d}\right)$. $H(T 1)$ and $H(T 2)$ denotes the Heaviside step functions, which can be can be expressed as follows:

$$
H(T i)=\left\{\begin{array}{l}
0, \text { if } T i<0  \tag{8}\\
1, \text { if } T i \geq 0
\end{array}\right.
$$

for $i=1$ and 2.
In Equations (6) and (7), $S L L_{o}$ is the obtained side lobe level and $S L L_{d}$ is the desired side lobe level in dB , $S_{11}^{m o}$ denotes the maximum obtained reflection coefficient in dB and $S_{11}^{m d}$ denotes the desired maximum reflection coefficient in $\mathrm{dB}, k 1$ and $k 2$ are weighting coefficients to control each of the terms of Equations (6) and (7). The desired side lobe level is set to -20 dB and maximum reflection coefficient $\left(\mathrm{S}_{11}\right)$ is set to be -15 dB . In this correction process, the values of the controlling weights are made equal to unity.


Fig. 1. A uniformly spaced linear array of parallel dipole antennas with ground plane placed at a distance $\lambda / 4$ behind the array.

## III. FIREFLY ALGORITHM

The firefly algorithm was developed by the author Yang and it was based on the unique flash characteristic features of fireflies [12,13], which uses flash as the signal to attract other fireflies. The algorithm is described as follows.

## A. Initial positions

The fireflies are initially positioned in the w-dimensional space as described below:

$$
\begin{equation*}
v_{m}=\left(v_{m 1}, v_{m 2}, \ldots \ldots, v_{m w}\right), \tag{9}
\end{equation*}
$$

for $m=1,2 \ldots \ldots$,

## B. Brightness of fireflies

For a minimization problem with function $f\left(v_{m}\right)$, the value of the brightness ( $I_{m}$ ) of each firefly at any generation is calculated and is:

$$
\begin{equation*}
I_{m} \alpha 1 / f\left(v_{m}\right) \tag{10}
\end{equation*}
$$

## C. Global best

The fireflies are positioned in a hierarchy depending on the value of their intensity or brightness at that particular generation. For a given population, the position of the firefly with a value of maximum brightness is treated to be current global best (gbest) and its brightness is treated as best fitness value at that generation [12-13].

## D. Updation of locations

The remaining fireflies are made to move towards the brighter firefly (gbest) and their locations for the next iteration in the algorithm are updated based on their
attraction towards the brighter firefly. The movement of firefly $m$ towards brighter firefly $n$ is summarized by:

$$
\begin{equation*}
v_{m}=v_{m}+\beta_{o} e^{-r_{m n}^{2}}\left(v_{n}-v_{m}\right)+\alpha \varepsilon_{m} \tag{11}
\end{equation*}
$$

where the product of $\beta_{o}$ and $e^{-\gamma_{m n}^{2}}$ in Equation (11) denotes the attractiveness between the two fireflies $m$ and $n . \gamma$ refers to the light absorption coefficient in a given medium. $r_{m n}$ is the Cartesian distance between the two fireflies $m$ and $n$ at $v_{m}$ and $v_{n}$, and is obtained from the following Equation (12).

$$
\begin{equation*}
r_{m n}=\left\|v_{m}-v_{n}\right\|=\sqrt{\sum_{j=1}^{w}\left(v_{m, j}-v_{n, j}\right)^{2}} \tag{12}
\end{equation*}
$$

Firefly algorithm disallows the motion of the brightest firefly to any other direction at current generation. In this juncture, the algorithm allows remaining fireflies other than the brightest one to modify their locations based on Equation (11) and saves the brightest firefly's location. Proceeding in this way, the global best (gbest) solution is updated regularly in the corresponding successive iterations of the algorithm. $\beta_{o}$ is the value of the attractiveness at $r=0$ and $\alpha \varepsilon_{m}$ is for introducing randomization where $\alpha$ is the randomization parameter and $\varepsilon_{m}$ is a vector of random numbers drawn from a Gaussian distribution or uniform distribution $[12,13]$. Repeat from steps $(B)$ to $(D)$ till the current iteration reaches specified number of iterations and the algorithm gives the location of the most brightest firefly (gbest) as the overall solution of the population. The value of brightness of that brightest firefly (gbest) is treated as the global fitness value of the objective function.

The following Table 1 shows the firefly algorithm settings.

Table 1: Firefly algorithm settings

| Parameters | Value |
| :--- | :---: |
| Number of flies | 20 |
| Randomness | 0.25 |
| Minimum value of $\beta$ | 0.2 |
| Absorption coefficient | 1 |
| Choice of initial population | Random |
| Maximum number of iterations | 200 |

## IV. SIMULATED RESULTS

A firefly (FF) optimized linear array of 20 parallel dipole antennas of length $\lambda / 2$ and radius $0.005 \lambda$, spaced uniformly with $\lambda / 2$ distance apart along $x$-axis has been taken for consideration to produce a radiation pattern in azimuth plane ( $x-y$ plane). The array is optimized for a side lobe level of -20 dB and maximum reflection coefficient ( $\mathrm{S}_{11}$ ) in dB of -15 dB using FF algorithm with
various distances of $h$ (distance between ground plane and array) at $0.10 \lambda, 0.15 \lambda, 0.20 \lambda$ and $0.25 \lambda$. As for any evolutionary algorithm dealing with minimization problems, the lower the value of global fitness suggests the maximum fitness of the array to the desired specifications. Three elements namely, 5,7 and $15^{\text {th }}$ are considered to be failed elements and their amplitudes (voltages) are made equal to zero for obtaining the damaged pattern. The above elements are chosen randomly for test purpose.

The FF algorithm is utilized here for recovering the radiation pattern closer to the original pattern for all the various distances used above. The algorithm minimizes the stated objective function and finally produces the voltage excitations of the remaining defective elements that will be used to obtain the radiation pattern with expected parameters. Or in other words, the values of obtained side lobe level and reflection coefficient ( $\mathrm{S}_{11}$ ) in dB are made approachable to the expected one. The terms used in connection to side lobe level and reflection coefficient ( $\mathrm{S}_{11}$ ) in dB fitness in equations (6) and (7) are made equal to zero when their corresponding values are lower when compared with expected values by multiplying Heaviside step function. Program is written in Matlab. Figure 2 shows corrected voltage distribution for various distances of array from ground plane with three element failures.

Table 2 shows the value of the voltage amplitude distribution of the 20 elements in the array with three failures at 5,7 and $15^{\text {th }}$ positions with the effect of ground plane. The values of the original, damaged and corrected radiation pattern's SLL can be found from Table 3, which shows that the parameters reached the expected value. These values are obtained from the radiation pattern shown in Fig. 3 to Fig. 6.

As seen from Table 4, the maximum reflection coefficient $\left(\mathrm{S}_{11}\right)$ in dB for corrected pattern is better than
the damaged pattern and it is proved for various distances between the ground plane and the array. Also, it can be found that the maximum absolute value of active impedance of the elements in the corrected pattern increases as the distance between the ground plane and array increases. For a distance of $0.1 \lambda$, the maximum absolute active impedance was found to be 67.09 ohms, and for a distance of $0.25 \lambda$ it was found to be 134.64 ohms, which shows that the absolute value of maximum active impedance increases when the distance between array and ground plane increases. It becomes obvious from the Table 4 that the algorithm was effective in improving the cost function parameters to a good agreement between the damaged and corrected patterns.

A plot of fitness value with number of iterations in Fig. 7 shows that as the distance between the ground plane and antenna array increases, the fitness value converges but relatively at a higher value when compared to the ones with the least distances.


Fig. 2. Corrected voltage distribution with three element failures at 5,7 and $15^{\text {th }}$ positions with various distances of array from ground plane.

Table 2: Obtained voltage distribution for corrected pattern with 3 failures using firefly algorithm

| Distance of Antenna Array <br> from the Ground Plane | Voltage Distribution of 20 Elements for Corrected <br> Pattern with 3 Failures at 5, 7 and 15 th Positions |  |  |  |  |  |  |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 0.1741 | 0.3690 | 0.2092 | 0.6594 | 0.0000 | 0.7613 | 0.0000 |
| $\mathrm{~h}=0.10 \lambda$ | 0.8825 | 0.4245 | 0.5089 | 0.5900 | 0.3809 | 0.8650 | 0.4936 |
|  | 0.0000 | 0.4392 | 0.4060 | 0.1197 | 0.2715 | 0.2751 |  |
|  | 0.2880 | 0.2532 | 0.3950 | 0.5495 | 0.0000 | 1.0000 | 0.0000 |
| $\mathrm{~h}=0.15 \lambda$ | 0.7452 | 0.6395 | 0.6697 | 0.6758 | 0.6119 | 0.7749 | 0.7758 |
|  | 0.0000 | 0.6675 | 0.3639 | 0.4159 | 0.1028 | 0.4424 |  |
|  | 0.2507 | 0.1938 | 0.4042 | 0.3512 | 0.0000 | 1.0000 | 0.0000 |
| $\mathrm{~h}=0.20 \lambda$ | 0.8336 | 0.4849 | 0.7574 | 0.5711 | 0.5299 | 0.7456 | 0.7720 |
|  | 0.0000 | 0.7020 | 0.2546 | 0.5995 | 0.1292 | 0.5113 |  |
|  | 0.3836 | 0.1632 | 0.3506 | 0.4996 | 0.0000 | 1.0000 | 0.0000 |
|  | 0.6992 | 0.4335 | 0.8129 | 0.7345 | 0.3590 | 0.7405 | 0.9363 |

Table 3: Value of side lobe level in dB for original, damaged and corrected patterns with 3 failures using firefly algorithm

| Distance h | Patterns | SLL (dB) |
| :---: | :---: | :---: |
| Ground plane with <br> $\mathrm{h}=0.10 \lambda$ | Original | -20.12 |
|  | Damaged | -14.78 |
|  | Corrected | -20.04 |
| Ground plane with <br> $\mathrm{h}=0.15 \lambda$ | Original | -20.49 |
|  | Damaged | -16.12 |
|  | Corrected | -20.00 |
| Ground plane with <br> $\mathrm{h}=0.20 \lambda$ | Original | -20.42 |
|  | Damaged | -16.27 |
|  | Corrected | -20.00 |
| Ground plane with <br> $\mathrm{h}=0.25 \lambda$ | Original | -20.29 |
|  | Damaged | -16.19 |
|  | Corrected | -20.66 |



Fig. 3. Original (no failures), damaged and corrected normalized power pattern with three element failures at 5,7 and $15^{\text {th }}$ positions with a distance of $\mathrm{h}=0.10 \lambda$ from ground plane.


Fig. 4. Original (no failures), damaged and corrected normalized power pattern with three element failures at 5,7 and $15^{\text {th }}$ positions with a distance of $\mathrm{h}=0.15 \lambda$ from ground plane.


Fig. 5. Original (no failures), damaged and corrected normalized power pattern with three element failures at 5,7 and $15^{\text {th }}$ positions with a distance of $\mathrm{h}=0.20 \lambda$ from ground plane.


Fig. 6. Original (no failures), damaged and corrected normalized power pattern with three element failures at 5,7 and $15^{\text {th }}$ positions with a distance of $\mathrm{h}=0.25 \lambda$ from ground plane.


Fig. 7. Fitness value versus number of iterations.

In order to get a global magnitude that can tell how well is the agreement between the original and corrected patterns in relation with the original and damaged patterns, the following equation (13) is used. If NPPO being original normalized power pattern, NPPC being corrected normalized power pattern and $N P P D$ being damaged normalized power pattern, the root mean square error Err is given by:

$$
\begin{equation*}
E r r=\sqrt{\frac{\int_{0}^{\pi}(N P P O(\varnothing)-N P P C(\varnothing))^{2} d \varnothing}{\int_{0}^{\pi}(N P P D(\varnothing)-N P P C(\varnothing))^{2} d \varnothing}} \tag{13}
\end{equation*}
$$

The root mean square error has been found to be 2.0624 (when $\mathrm{h}=0.10 \lambda$ ), 1.5439 (when $\mathrm{h}=0.15 \lambda$ ), 1.3210 (when $\mathrm{h}=0.20 \lambda$ ) and 1.1810 (when $\mathrm{h}=0.25 \lambda$ ).

Table 4. Maximum reflection coefficient ( $\mathrm{S}_{11}$ ) in dB and maximum absolute value of active impedance for the original (without failures), damaged and corrected pattern with 3 failures

| Distance of Antenna Array <br> from Ground Plane | Maximum Absolute Value of <br> Active Impedance (ohms) |  |  | Maximum Reflection <br> Coefficient (S <br> (1) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Original dB <br> Pattern | Damaged <br> Pattern | Corrected <br> Pattern | Original <br> Pattern | Damaged <br> Pattern | Corrected <br> Pattern |
| $\mathrm{h}=0.10 \lambda$ | 64.77 | 67.57 | 67.09 | -17.81 | -16.51 | -16.71 |
| $\mathrm{~h}=0.15 \lambda$ | 88.56 | 97.53 | 94.01 | -11.11 | -09.84 | -10.30 |
| $\mathrm{~h}=0.20 \lambda$ | 107.20 | 124.58 | 117.06 | -8.78 | -7.39 | -7.93 |
| $\mathrm{~h}=0.25 \lambda$ | 119.62 | 147.97 | 134.64 | -7.73 | -6.11 | -6.78 |

## V. CONCLUSIONS

This paper presents a technique based on firefly algorithm optimization for failure correction of three elements out of 20 element linear array of parallel halfwave length dipole antennas in presence of ground plane with fixed side lobe level and maximum reflection coefficient $\left(\mathrm{S}_{11}\right)$ in dB. Instead of isotropic radiators, realistic antennas with mutual coupling are used in the simulations. The paper also takes care of matching between antenna and the feed network by minimizing maximum reflection coefficient ( $\mathrm{S}_{11}$ ) in dB . Results have been simulated for the original, damaged and corrected patterns and they depicted that the corrected radiation pattern approached the expected pattern in a span of 200 iterations to an acceptable level of the parameters like SLL and reflection coefficient ( $\mathrm{S}_{11}$ ) in dB ; or in other words, they clearly show a very good level of improvement of corrected pattern when compared with damaged one. To extend this research work, importance can be given to fine tuning of setting of parameters like attractiveness parameter, absorption coefficient, etc. for firefly algorithm. This work can also be extended with a modification in the cost function, different number of failures, varying dynamic range ratio, change in number of elements considered, various steering angles and for other array configurations.
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#### Abstract

Gas discharges play a central role in the electrical breakdown of matter, both in nature and technology. Therefore, accurate modeling and simulation of streamers in gaseous discharge processes are of particular interest. This study presents the formulation of computationally efficient models of the charge density and electric field produced by the lattice Boltzmann method. The propagation of double-headed streamers is described in $1-\mathrm{cm}$ plane-to-plane geometry in pure nitrogen at atmospheric pressure by 1.5 D and 2D models. The lattice Boltzmann method was successfully applied to the simulation of streamer discharges. Therefore, this scheme is a potential way of simulating gaseous discharge problems.


Index Terms - Lattice Boltzmann method, numerical simulation, streamer discharge.

## I. INTRODUCTION

The discharge phenomena in gaseous dielectrics have high practical importance. Knowledge of the discharge characteristics in gaseous dielectrics is important in solving several practical problems that arise in insulation systems. Completely revealing the mechanism of streamer discharges based on existing experiment strategies is impossible, and many important microcosmic physical quantities remain undetermined. Thus, numerical simulation has become an important method in advancing the development of gas discharge theory. Different models have been developed to study streamer propagation. However, a high-accuracy algorithm is required for the streamer discharge distribution of particles in large changes in space. Kunhardt and Min introduced the finite difference and finite element methods, respectively, to solve this model. Kunhardt presented results from a self-consistent, 2D numerical simulation of streamer formation and propagation in non-attaching $\left(\mathrm{N}_{2}\right)$ and attaching ( $\mathrm{N}_{2}-\mathrm{SF}_{6}$ mixture) gases using a one-moment
fluid model [1]. Min proposed the use of an adaptive mesh generation as a method of streamer simulation. A higher resolution and more efficient grid distribution with fewer grids can be obtained through adaptive mesh generation [2]. However, this method generally requires the Poisson and Boltzmann equations to be solved in each step, which make calculations complex and computer programs generally difficult to complete.

Describing charge density, electric-field distribution, temperature, and other physical quantities has been a major problem in simulating the streamer discharge development process by computer technology. 2D fluxcorrected transport techniques are well-known and popular methods for the numerical calculation of streamer propagation. These methods allow for the numerical solution of transport equations under strongly space-charge-dominated conditions such as those that occur at the head of propagating streamers. Medvedev recently applied the lattice Boltzmann model (LBM) to simulate the electric breakdown in liquids and investigated pre-breakdown hydrodynamic flows and initial stages of the electric breakdown in dielectric liquids. These three models (the purely thermal, bubble, and combined models) were used to describe the expansion of streamer channels [3]. Kupershtokh developed an efficient lattice Boltzmann equation (LBE) model to simulate different electrohydrodynamic (EHD) phenomena. This model includes fluid dynamics, electric-charge transport through advection and conduction currents, and action of electric forces upon space charges in liquids [4]. The current study applies the LBE model for the numerical simulation of avalanche and streamers.

## II. MODEL FORMULATION

## A. Lattice Boltzmann model

The kinetic nature of LBM introduces three important features that distinguish it from other numerical methods. First, the convection operator (or
streaming process) of the LBM in phase space (or velocity space) is linear. This feature is borrowed from kinetic theory and contrasts with nonlinear convection terms in other approaches that use macroscopic representations. Simple convection combined with a relaxation process (or collision operator) allows the recovery of nonlinear macroscopic advection through multi-scale expansions. Second, incompressible Navier-Stokes (NS) equations can be obtained in the nearly incompressible limit of the LBM. The pressure in the LBM is calculated using an equation of state. By contrast, pressure satisfies a Poisson equation with velocity strains that act as sources in the direct numerical simulation of incompressible NS equations. Solving this equation for pressure often produces numerical difficulties that require special treatment such as iteration or relaxation. Third, the LBM utilizes a minimal set of velocities in phase space. The phase space is a complete functional space in traditional kinetic theory with the Maxwell-Boltzmann equilibrium distribution. The averaging process involves information from the entire velocity phase space. Given that only one or two speeds and a few moving directions are used in LBM, the transformation that relates to the microscopic distribution function and macroscopic quantities is simplified, which consists of simple arithmetic calculations.

The LBE can be obtained from either discrete velocity models or the Boltzmann kinetic equation, and deriving macroscopic NS equations from the LBE can be performed in several ways. This study uses an LBM model that begins from a discrete kinetic equation for the particle distribution function, which is commonly used [5-7]. Thus,

$$
\begin{equation*}
f_{i}\left(\mathrm{x}+e_{i} \Delta t, t+\Delta t\right)-f_{i}(\mathrm{x}, t)=\Omega_{i}\left(f_{i}(\mathrm{x}, t)\right), \tag{1}
\end{equation*}
$$

where $f_{i}$ is the particle velocity distribution function along the $i$-th direction, $\Delta t$ is the time increment, $e_{i}$ is the lattice direction velocity, and $\Omega_{i}\left(f_{i}(\boldsymbol{x}, t)\right)$ is the collision operator that represents the change rate for $f_{i}$ that results from collision:

$$
\begin{equation*}
\rho=\sum_{i} f_{i} \quad \rho \mathrm{u}=\sum_{i} f_{i} e_{i}, \tag{2}
\end{equation*}
$$

where $\rho$ is the density, and $u$ is the particle velocity.
This study uses the Bhatnagar-Gross-Krook (BGK) approximation as follows:

$$
\begin{equation*}
\Omega_{\zeta}\left(f_{i}(\mathrm{x}, t)\right)=-\left(f_{i}-f_{i}^{e q}\right) / \tau, \tag{3}
\end{equation*}
$$

where $\tau$ is a single relaxation time parameter. In the BGK model, relaxation time $\tau$ governs transport coefficients such as viscosity, heat conductivity, and diffusivity, and is expressed as:

$$
\begin{equation*}
\tau=3 v \frac{\Delta t}{\Delta x^{2}}+0.5 \tag{4}
\end{equation*}
$$

where $v$ is the kinematics viscosity of fluid, $\Delta x$ is the lattice length, and $f_{i}^{e q}$ in Equation (3) is the equilibrium distribution function. The equilibrium distribution
function can be analytically obtained [8]:

$$
\begin{equation*}
f_{i}^{e q}=\omega_{i} \rho\left(1+\frac{e_{i} \cdot \mathrm{u}}{c_{s}^{2}}+\frac{\left(e_{i} \cdot \mathrm{u}\right)^{2}}{2 c_{s}^{4}}-\frac{\mathrm{u}^{2}}{2 c_{s}^{2}}\right) . \tag{5}
\end{equation*}
$$

At this point, we consider the following 2 D model with nine velocities:

$$
e_{i}=\left\{\begin{array}{l}
(0,0)_{i=0}  \tag{6}\\
\left(\cos \left(\frac{(i-1) \pi}{2}\right), \sin \left(\frac{(i-1) \pi}{2}\right)\right)_{i=1,1,2,3,4} \\
\left(\cos \left(\frac{(i-5) \pi}{2}+\frac{\pi}{4}\right), \sin \left(\frac{(i-5) \pi}{2}+\frac{\pi}{4}\right)\right)_{i=5,6,6,7,8}
\end{array}\right.
$$

The direction of $e_{i}$ is shown in Fig. 1 for the ninevelocity model.


Fig. 1. Lattice velocities for the 2D model.
In Equation (5), $\omega_{i}$ is the weight coefficient, $\omega_{0}=4 / 9$, $\omega_{1}=\omega_{2}=\omega_{3}=\omega_{4}=4 / 9, \omega_{5}=\omega_{6}=\omega_{7}=\omega_{8}=1 / 36$, and $c_{s}$ is the sound speed expressed as:

$$
\begin{equation*}
c_{s}=\sqrt{R T}=1 / \sqrt{3} . \tag{7}
\end{equation*}
$$

This study uses the lattice Boltzmann method to solve equations for the concentrations of electric charge carriers. We considered a new gravity model in the lattice Boltzmann method for charged particle transport forced by an electric field. When a body force is included in the Boltzmann equation, expressing force in terms of its gravitational potential ( $-\rho \nabla \phi$ ) is common. If this approach is considered and the density variation produced by the body force is negligible, the Boltzmann equation that incorporates the body force can be expressed in the same form as in the absence of gravity but with an altered pressure $(\mathrm{p} \rightarrow \mathrm{p}+\rho \phi)$. If a gravitational force $\boldsymbol{F}$ acts, then a change in momentum $\Delta \mathrm{p}=\mathbf{F}$ at every time step occurs. This condition was incorporated into a model of equilibrium distribution [ 9,10 ]. Thus,

$$
\begin{equation*}
\Omega_{i}\left(f_{i}(\mathrm{x}, t)\right)=-\left(f_{i}-f_{i}^{e q}\right) / \tau+\Delta t F_{i}, \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{i}=\omega_{i}\left(1-\frac{1}{2 \tau}\right)\left(\frac{e_{i} \cdot F}{c_{s}^{2}}\right) \tag{9}
\end{equation*}
$$

## B. LBM model for avalanche

A key problem encountered in the breakdown
simulation is the establishment of the electron avalanche. A numerical simulation of an electron avalanche generally adopts the random Monte Carlo algorithm. However, the form of an electron avalanche and contact between the breakdown field strength and process cannot be reflected properly with this method. This study presents a simulation of the signal development of an electron avalanche using a transport model based on Boltzmann equations.

The electron avalanche formation process was described to simulate this breakdown, and the number of electrons can be expressed using the following equation:

$$
\begin{equation*}
n=\alpha \mathrm{d} x \tag{10}
\end{equation*}
$$

where $n$ is the number of newly generated electrons produced by collision, $\alpha$ is the ionization coefficient, and $d x$ is the distance of an electron avalanche. We assume that the $n_{0}$ electron at the negative electrode causes an electron avalanche breakdown by impact ionization under the action of the breakdown strength. Thus,

$$
\begin{equation*}
n=n_{0} \exp \int_{0}^{x} \alpha \mathrm{~d} x \tag{11}
\end{equation*}
$$

This study uses a 2D nine-velocity D2Q9 model to describe the breakdown evolution process [9,11]. Positive ions and electrons were mainly considered to describe the initial electron avalanche formation process:

$$
\begin{array}{rc}
n=n_{e}=\rho_{e}, & n_{p}=\rho_{p} \\
\rho_{e}=\sum_{i} f_{e_{i}}, & \rho_{p}=\sum_{i} f_{p_{i}} \tag{13}
\end{array}
$$

The expression for the charge density distribution function is as follows:
$f_{i}\left(\mathrm{x}+e_{i} \Delta t, t+\Delta t\right)=\left(\alpha_{i}-\eta_{i}\right) f_{i}(\mathrm{x}, t)+\frac{f_{i}^{e q}\left(\rho_{e}+\rho_{p}, \mathrm{u}\right)-f_{i}(\mathrm{x}, t)}{\tau}$,
where $e_{i}$ is the direction vector of the electron. In the following 2D nine-velocity D2Q9 model:

$$
e_{i}=\left[\begin{array}{ccccccccc}
0 & 1 & 0 & -1 & 0 & 1 & -1 & -1 & 1  \tag{15}\\
0 & 0 & 1 & 0 & -1 & 1 & 1 & -1 & -1
\end{array}\right]
$$

$\alpha_{i}$ is the impact ionization coefficient, which is related to the electric field and particle mobility velocity. Electron and positive ion velocities can be written as the electron and positive ion mobilities that multiply the electric field, respectively.

The discharge process is transient, so the Poisson equation and particle transport equation should be solved at each step. For a given charge distribution, the electric field can be calculated by the charge intensity. The impact ionization coefficient and particle velocity can then be calculated by the local field. Furthermore, next-step charge distribution can be calculated by previous step parameters.

## C. Simulation for streamer discharges

For streamer simulations in nitrogen at atmospheric pressure, the following standard drift-diffusion equations were used for electrons, positive ions, and anion, which were coupled to the Poisson equation:

$$
\left\{\begin{array}{l}
\frac{\partial n_{e}}{\partial t}+\nabla \cdot\left(v_{e} n_{e}\right)=\nabla^{2}\left(D n_{e}\right)+(\alpha-\eta) n_{e}+\left|v_{e}\right|+s \\
\frac{\partial n_{p}}{\partial t}+\nabla \cdot\left(v_{p} n_{p}\right)=\alpha n_{e}+\left|v_{e}\right|+s \\
\frac{\partial n_{n}}{\partial t}+\nabla \cdot\left(v_{n} n_{n}\right)=\eta n_{e}+\left|v_{e}\right|  \tag{16}\\
\nabla \cdot(\varepsilon \nabla U)=-e\left(n_{p}-n_{n}-n_{e}\right) \\
E=-\nabla U
\end{array}\right.
$$

where $n_{e}$ and $n_{p}$ are electron and positive ion densities, respectively, $n_{n}$ is the anion density, $v_{i}=u_{i} E$ is the drift velocity of electrons, $E$ is the electric field, and $u_{i}$ is the electron mobility. $D$ is the electron diffusion coefficient, and $\alpha$ represents the impact ionization coefficient. $U$ is the electric potential, $s$ is the photoionization, $\varepsilon$ is the permittivity of free space, and $e$ is the electron charge [12, 13].

Considering the photoionization process in a numerical simulation is important. The photoionization model developed by Zhelezniak was introduced into the numerical simulation of streamer discharge in atmospheric air [14,15]. Given the non-locality of radiative transfer, the photoionization model involves describing radiative relations between all points of the plasma. Thus, calculating the photoionization model is complex. A model derived by Zheleznyak is an example of photoionization in air, where the photoionization rate at the point of observation $r$ because of source points of emitting photoionizing UV photons at $\boldsymbol{r}^{\prime}$ is as follows:

$$
\begin{equation*}
S=\iiint_{D} \frac{I\left(\mathrm{r}^{\prime}\right) f(R)}{4 \pi R^{2}} \mathrm{~d} D \tag{17}
\end{equation*}
$$

where $\mathrm{R}=\left|\mathbf{r}-\mathbf{r}^{\prime}\right|$. The photon production in this model is assumed to be proportional to the ionization production rate $S_{i}$, and $I(\boldsymbol{r})$ is given by the following:

$$
\begin{equation*}
I(\mathrm{r})=\xi \frac{n_{u}\left(\mathrm{r}^{\prime}\right)}{\tau_{u}}=\frac{p_{q}}{p+p_{q}} \xi \frac{v_{u}}{v_{i}} S_{i}(\mathrm{r}) \tag{18}
\end{equation*}
$$

where $\xi$ is the photoionization efficiency, $n_{u}(\boldsymbol{r})$ is the density of $\boldsymbol{u}$, the ratio $\mathrm{p}_{\mathrm{q}} /\left(\mathrm{p}+\mathrm{p}_{\mathrm{q}}\right)$ is a quenching factor, $\tau_{u}$ is the lifetime of the excited state $\boldsymbol{u}$ that accounts for the effects of spontaneous emission and quenching, $v_{u}$ is the electron impact excitation frequency for level $\boldsymbol{u}$, and $\mathrm{S}_{\mathrm{i}}=v_{\mathrm{i}} \mathrm{n}_{\mathrm{e}}$ (where $n_{e}$ is the electron number density and $v_{i}$ is the ionization frequency). The function $f(R)$ in Equation (17) is defined in two studies [16-18].

The distribution function and charge density were used in the present study to describe photoionization. In a traditional LBM model, $\Omega_{i}$ is required to satisfy the conservation of the total mass and total momentum at each lattice as follows:

$$
\begin{equation*}
\sum_{i} \Omega_{i}=0, \quad \sum_{i} \Omega_{i} e_{i}=0 . \tag{19}
\end{equation*}
$$

The sum of all collision operators $\Omega_{i}$ in our model is equal to photoionization:

$$
\begin{equation*}
\sum_{i} \Omega_{i}=S, \quad \sum_{i} \Omega_{i} e_{i}=S u . \tag{20}
\end{equation*}
$$

If only the physics in long wavelengths and lowfrequency limits are important, the lattice spacing $\Delta x$ and time increment $\Delta t$ in Equation (1) can be regarded as small parameters of the same order $\varepsilon$. Through a Taylor expansion in time and space, the following continuum form of the kinetic equation accurate to the second order in $\varepsilon$ can be obtained:
$\frac{\partial f_{i}}{\partial t}+e_{i} \cdot \nabla f_{i}+\varepsilon\left(\frac{1}{2} e_{i}^{2} \cdot \nabla^{2} f_{i}+e_{i} \cdot \nabla \frac{\partial f_{i}}{\partial t}+\frac{1}{2} \frac{\partial^{2} f_{i}}{\partial t^{2}}\right)=\frac{\Omega_{i}}{\varepsilon}$.
The Chapman-Enskog expansion can be employed to derive the macroscopic hydrodynamic equation, which is essentially a formal multi-scaling expansion:

$$
\left\{\begin{align*}
\frac{\partial}{\partial t} & =\varepsilon \frac{\partial}{\partial t_{1}}+\varepsilon^{2} \frac{\partial}{\partial t_{2}}  \tag{22}\\
\frac{\partial}{\partial x} & =\varepsilon \frac{\partial}{\partial x_{1}}
\end{align*}\right.
$$

The Equation (22) assumes that the diffusion time scale $t_{2}$ is much slower than the convection time scale $t_{1}$. The one-particle distribution function $f_{i}$ can similarly be expanded formally on the local equilibrium distribution function $f^{e q}$ and photoionization distribution function ${ }^{\text {feq }}$ :

$$
\begin{equation*}
f_{i}=f^{e q}+f^{\text {seq }}+\varepsilon\left(f^{\text {neq }}\right) . \tag{23}
\end{equation*}
$$

At this point, $f_{i}^{e q}$ depends on the local macroscopic variables ( $\rho$ and $\rho \boldsymbol{u}$ ) and should satisfy the following constraints:

$$
\begin{equation*}
\sum_{i} f_{i}^{e q}=\rho, \quad \sum_{i} f_{i}^{e q} e_{i}=\rho \mathrm{u} . \tag{24}
\end{equation*}
$$

$f_{i}^{\text {seq }}$ depends on the local macroscopic variables ( $S$ and $S \boldsymbol{u})$ and should satisfy the following constraints:

$$
\begin{equation*}
\sum_{i} f_{i}^{\text {seq }}=S, \quad \quad \sum_{i} f_{i}^{\text {seq }} e_{i}=S \mathrm{u} . \tag{25}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
f^{n e q}=f_{i}^{(1)}+\varepsilon f_{i}^{(2)}+O\left(\varepsilon^{2}\right) \tag{26}
\end{equation*}
$$

is the non-equilibrium distribution function, which has the following constraints:

$$
\begin{equation*}
\sum_{i} f_{i}^{(k)}=0, \quad \sum_{i} f_{i}^{(k)} e_{i}=0 \tag{27}
\end{equation*}
$$

for both $k=1$ and $k=2$. When $f_{i}$ is inserted into the collision operator $\Omega_{i}$, the Taylor expansion provides the following:

$$
\begin{equation*}
\Omega_{i}=\Omega_{i}\left(f^{e q}\right)+\Omega_{i}\left(f^{s e q}\right)+O\left(\varepsilon^{3}\right) \tag{28}
\end{equation*}
$$

From Equation (21), we note that when $\varepsilon \rightarrow 0$, then $\Omega_{i}\left(f_{i}^{e q}\right)=0, \Omega_{i}\left(f_{i}^{\text {seq }}\right)=\mathrm{S}$. This condition leads to the following linearized collision operator:

$$
\begin{equation*}
\frac{\Omega_{i}}{\varepsilon}=\frac{M_{i j}}{\varepsilon}\left(f_{i}-f_{i}^{e q}-f_{i}^{s e q}\right), \tag{29}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{i j}=\frac{\partial \Omega_{i}\left(f^{e q}\right)}{\partial f_{i}} \tag{30}
\end{equation*}
$$

is the collision matrix that determines the scattering rate between directions $i$ and $j$. For a given lattice, $M_{i j}$ only depends on the angle between directions $i$ and $j$, and has a limited set of values. For mass and momentum conservation collision, $M_{i j}$ satisfies the following constraints [19]:

$$
\begin{equation*}
\sum_{i} M_{i j}=0, \quad \sum_{i} M_{i j} e_{i}=0 . \tag{31}
\end{equation*}
$$

If we further assume that the local particle distribution relaxes to an equilibrium state at a single rate:

$$
\begin{equation*}
M_{i j}=-\frac{1}{\tau} \delta_{i j}, \tag{32}
\end{equation*}
$$

we then arrive at the lattice BGK (LBGK) collision term [20]:

$$
\begin{equation*}
\frac{\Omega_{i}}{\varepsilon}=\frac{1}{\tau}\left(f_{i}^{\text {seq }}-f_{i}^{\text {neq }}\right)=\frac{1}{\tau} f_{i}^{\text {seq }}-\frac{1}{\varepsilon \tau}\left(f_{i}^{(1)}+f_{i}^{(2)}\right), \tag{33}
\end{equation*}
$$

and the LBGK equation:

$$
\begin{equation*}
f_{i}\left(\mathrm{x}+e_{i} \Delta t, t+\Delta t\right)-f_{i}(\mathrm{x}, t)=-\frac{f_{i}-f_{i}^{e q}-f_{i}^{s e q}}{\tau} \tag{34}
\end{equation*}
$$

Photoionization is described at this point by the equilibrium distribution function from an LBGK model:

$$
\begin{equation*}
f_{i}^{s e q}=E_{i}(S, \mathrm{u})=\omega_{i} S\left(1+\frac{e_{i} \cdot \mathrm{u}}{c_{s}^{2}}+\frac{\left(e_{i} \cdot \mathrm{u}\right)^{2}}{2 c_{s}^{4}}-\frac{\mathrm{u}^{2}}{2 c_{s}^{2}}\right) \tag{35}
\end{equation*}
$$

Finally, the LBM equation for streamer discharge simulation is written as follows:
$f_{i}\left(\mathrm{x}+e_{i} \Delta t, t+\Delta t\right)-f_{i}(\mathrm{x}, t)=-\frac{f_{i}-f_{i}^{e q}-f_{i}^{s e q}}{\tau}+\Delta t F_{i}$.

## D. Numerical algorithm processes

The solution procedure can be illustrated by the following numerical algorithms:
(a) Initial equilibrium distribution function $f_{i}(\boldsymbol{x}, 0)$;
(b) Poisson's equation and algorithm for the electric field force and photoionization are solved;
(c) Continuity equations are computed as follows:

$$
\begin{equation*}
f_{i}^{\prime}(\mathrm{x}, t)=f_{i}(\mathrm{x}, t)+\frac{f_{i}-f_{i}^{\text {eq }}-f_{i}^{\text {seq }}}{\tau}+\Delta t F_{i} \tag{37}
\end{equation*}
$$

(d) Migration for location is executed as follows:

$$
\begin{equation*}
f_{i}\left(\mathrm{x}+e_{i} \Delta t, t+\Delta t\right)=f_{i}^{\prime}(\mathrm{x}, t) \tag{38}
\end{equation*}
$$

(e) Macroscopic quantities are computed as follows:

$$
\begin{align*}
\rho(\mathrm{x}, t+\Delta t) & =\sum_{i=1} f_{i}(\mathrm{x}, t+\Delta t)  \tag{39}\\
\rho \mathrm{u}(\mathrm{x}, t+\Delta t) & =\sum_{i=1} f_{i} e_{i}(\mathrm{x}, t+\Delta t) \tag{40}
\end{align*}
$$

(f) If $t+\Delta t<t_{\text {final }}$, then step (b) is repeated.

## III. NUMERICAL RESULTS

## A. Numerical results of an electron avalanche

This section first investigates the physical quantity of electron density, which depicts the process of an electron avalanche. The computational domain is $256 \times 256$, and the characteristic is $L=256, \Delta x=1$. The electric breakdown of gas that occurs in a uniform electric field is directed vertically. We used periodic boundary conditions at the sides of the computation area and solid walls at the top and bottom. Charge injection from the tip results in the formation of an electron avalanche. As the conductive channel reaches the second electrode, the channel stage of the electric breakdown begins. Simulation results are shown in Fig. 2.


Fig. 2. Growth of an electron avalanche channel. Time at: (a) $t=10$, (b) $t=200$, and (c) $t=1000$. The white color corresponds to the electron density.

Figure 3 shows an initial electron avalanche in the ionization chamber, which was obtained from a study [21]. The shape of the electron avalanche has a rough vertebral shape. Comparing Figs. 2 and 3 shows a remarkable similarity in the shape of the electron avalanche. Therefore, the result of using an LBE simulation is valid. The numerical simulation method is feasible at least for describing the shape of an electron avalanche.


Fig. 3. Initial electron avalanche in the ionization chamber is shown. $P=270(133 \mathrm{~Pa}), E=10.5 \mathrm{kV} / \mathrm{cm}$.

## B. Propagation of a 1.5 D model for streamer discharges

The following section attempts to demonstrate the efficiency of using an LBM model for the two examples selected among classic streamer simulation test cases. First, a 1.5D model was used. The numerical solutions of these equations have been limited to simple situations for a long time, in which the streamer was assumed to be confined inside a cylinder with a constant radius. Inside the cylinder, the charged particle density was assumed to be confined inside a cylinder with a constant radius and constant along the radial direction. The space and time evolution of charged particles can only be calculated in one dimension (along the direction of propagation) under these conditions, and the electric field was obtained using the so-called disc method. If only a 1 D approach is necessary to calculate the space and time variations of charged particle densities, noting that the electric field has to be calculated in two dimensions is important. This approach is recognized in 1.5 D model studies, and was popular during the early stages of streamer simulation. At present, this approach is mainly used to rapidly check the accuracy of different numerical models. Thus, the 1.5 D model was used in the subsequent sections for the said purpose. Second, the complete 2D propagation of a double-headed streamer under a homogeneous electric field was investigated. These results allow us to check the efficiency of the LBM in different scenarios and demonstrate strong improvements compared with other models. Calculations were made using the 1.5 D approximation defined in the previous section, and the propagation of a double-headed streamer was calculated by an LBM Q1D3 model. The propagation of a double-headed streamer was considered in plane-to-plane geometry in pure nitrogen at atmospheric pressure [22]. The cathode is located at $x=1$ and the anode is located at $x=0$. The applied voltage is equal to 52 kV . A 0.05 cm discharge radius was selected. The initial distribution of electrons and ions has the following Gaussian shape:

$$
\begin{equation*}
n_{e}(x, 0)=n_{p}(x, 0)=n_{b}+n_{0}\left(\exp \left(-\left(\frac{x-x_{0}}{\sigma_{x}}\right)\right)\right) \tag{41}
\end{equation*}
$$

with $\sigma_{\mathrm{x}}=0.027 \mathrm{~cm}, \mathrm{x}_{0}=0.5 \mathrm{~cm}, \mathrm{n}_{0}=10^{14} \mathrm{~cm}^{3}$, and $\mathrm{n}_{\mathrm{b}}=10^{8} \mathrm{~cm}^{3}$. Two streamers start to propagate toward the opposite electrodes in this case.

Figures 4 and 5 reveal the space variation of the net charge density and electric field during double-headed streamer propagation. Figure 4 shows the comparison of charge densities at four different time points ( $t=0.5$, $1.5,2.5,3 \mathrm{~ns}$ ) during streamer head propagation. Figure 5 shows the comparison of the electric field at four different time points ( $t=0.5,1.5,2.5,3 \mathrm{~ns}$ ) during streamer head propagation. After 2.5 ns of propagation, the propagation distance of the anode-directed streamer
is 1.8 cm , whereas that of the cathode-directed streamer is 2.8 cm . The velocity of the anode-directed streamer is $0.8 \times 10^{8} \mathrm{~cm} / \mathrm{s}$ to $1.8 \times 10^{8} \mathrm{~cm} / \mathrm{s}$, whereas that of the cathode-directed streamer is $0.4 \times 10^{8} \mathrm{~cm} / \mathrm{s}$ to $1.0 \times 10^{8} \mathrm{~cm} / \mathrm{s}$. Two regions have large charge densities on the head of the double-headed streamer. These results are similar to the findings of a previous study [23].


Fig. 4. Double-headed streamer front propagation and charge density at different time points $(t=0.5,1.51 .5$, 3 ns ) are shown.


Fig. 5. Double-headed streamer front propagation and electric field at different time points $(t=0.5,1.5,1.5,3 \mathrm{~ns})$ are shown.

## C. Propagation of 2D double-headed streamer

Calculations in this section were performed using the 2 D approximation defined in the previous section, and the propagation of a double-headed streamer was calculated using the LBM Q2D9 model. The size of the computational domain is $1.4 \times 0.125 \mathrm{~cm}^{2}$. The center of the Gaussian distribution is located in the middle of the simulation domain at $x_{0}=0.7 \mathrm{~cm}$. The applied voltage is equal to 52 kV . Figure 6 shows a cross-sectional
view of the charge density distributions and electric field at $t=3.0 \mathrm{~ns}$, which was obtained using the Q2D9 LBM model. This cross-sectional view represents an example of the 2 D views of the simulation results. The streamer propagation under homogeneous electric fields validates the effectiveness of the LBM model compared with other computational models [24,25].


Fig. 6. Propagation of a double-headed streamer in a 2D domain and a cross-sectional view of distributions of the: (a) charge density and (b) electric field at $t=3.0 \mathrm{~ns}$.

## IV. DISCUSSION AND CONCLUSION

This study attempted to simulate the gaseous discharge process using an LBM model. The LBM model has been developed into an alternative and promising scheme for different types of numerical simulations in recent years. Unlike other numerical schemes, the lattice Boltzmann method was based on microscopic models and mesoscopic kinetic equations. This scheme can be particularly successful in fluid flow applications and numerical simulations of EHD problems. This study is only an experimental application of the LBM, which was applied to break down gaseous dielectric problems. We have also compared the LBM streamer model with other results obtained using different numerical techniques to solve transport equations for charged particles. The efficiency of the LBM was supported by similar results. Several issues remained unsolved in this model, such as the use of simple photoionization. In addition, the LBM model has several unique advantages on the complex boundary problem and porous material issues. Combined with the theory of discharge gas systems and characteristic advantage of this model, several gas discharge conditions at the complex boundary were examined. This study can be an important reference for solving several practical problems in the future.
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