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Abstract—Adaptive antenna array techniques are widely 

utilized to reject multipath and interference errors in Global 

Navigation Satellite System receivers (GNSS). Several methods 

have been proposed to tackle this issue. However, one severe 

problem for existing methods is the implementation complexity as 

GNSS receivers usually work under a high-dynamic receiving 

environment, thus may have the requirement of rapid angle 

estimates. In this paper, we propose a low complexity GNSS array 

signal estimation algorithm. Live data validation shows that the 

estimated AoA values can be used to improve the Carrier-to-

Noise-Ratio by 1~4 dB-Hz. 
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I. INTRODUCTION 

With the development of Global Navigation Satellite 
Systems (GNSS), both high-accuracy and robust receivers are 
in high demand. To address the accuracy and reliability issue, 
sophisticated multipath rejection and high-sensitivity signal 
processing techniques are being incorporated into the receivers. 
The angle of arrival (AoA) estimation is a fundamental problem 
of GNSS antenna array signal processing in the same way that 
it is a critical task of radar, sonar and navigation systems.  

Several non-adaptive AoA estimation methods have been 
proposed to tackle this issue. Delay-and-Sum [1] and Minimum 
Variance Distortion-less response Method (MVDR) [2] are two 
typical approaches. The basic idea behind the non-adaptive 
methods is to scan a beam through the signal reception space 
and measure the power received from each direction. Therefore 
the non-adaptive methods have low resolution as well as high 
implementation complexity. To improve the angle resolution of 
AoA estimation, AoA estimators that make use of the signal 
subspace have been proposed. Multiple Signal classification 
Algorithm (MUSIC) [3], root-MUSIC [4], Estimation of Signal 
Parameters via Rotational Invariance Techniques (ESPRIT)  
[5] are three representative algorithms. These subspace-based 
algorithms have high-resolution estimation capabilities. The 
basic idea of subspace-based algorithms is estimating the 
covariance of a signal plus noise model and then use it to form 
a matrix whose eigenstructure gives rise to the signal and noise 
subspaces. However, when considering the high-speed mobility 
of receiver and satellites for GNSS application, high complexity 
of subspace calculations and searches are not acceptable.  

In this paper, we propose a low complexity GNSS array  

signal AoA estimation algorithm. The live data validation of the 
proposed algorithm shows that it can successfully estimate AoA 
of array signal. Rough analyses in terms of receiver complexity 
shows that the proposed algorithm has a lower implementation 
complexity compared to the subspace-based algorithm. 

II. ANTENNA ARRAY AND GNSS SIGNAL MODEL 

A. Antenna Array Signal Model 

In order to model an antenna array for GNSS signal, we 

make the following assumptions [6]: 

1. We assume that several wavefronts are impinging on an 

antenna array with 𝑀 isotropic sensor elements. 

2. The transmission medium between the transmitter, receiver 

and possible scatterers is assumed linear, non-dispersive, 

and isotropic. 

3. Radiation impinging on an array of sensor elements can be 

modeled as a superposition of wavefronts generated by 

each point source. 

4. The point sources are located far from the array such that 

the direction of propagation is nearly equal at each sensor 

and the wavefronts are approximately planar (far-field 

assumption). 
 

 
 

Fig. 1. Schematic of plane wave and antenna array. 

As shown in Fig. 1, the array consists of isotropic sensors 

located at positions 𝐩𝑚, 𝑚 = 1,… ,𝑀  which spatially sample 

the signal filed. The array receives wave propagating in the 

direction -u. This yields a set of signals: 

𝐬(𝑡, 𝐩) =

[
 
 
 
𝑆(𝑡 − 𝜏1)𝑒

−𝑗2𝜋𝑓𝑐𝜏1  

 𝑆(𝑡 − 𝜏1)𝑒
−𝑗2𝜋𝑓𝑐𝜏2  

…
𝑆(𝑡 − 𝜏1)𝑒

−𝑗2𝜋𝑓𝑐𝜏𝑀 ]
 
 
 

.    (1) 
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Here, 𝜏𝑚 denotes the time delays corresponding to the time 

of arrival at the various sensors at locations 𝐩𝑚 where, 

𝜏𝑚 = −
𝐮T𝐩𝑚 

𝑐
.  (2) 

And 𝑐 is the speed of the light. The vector u is a unit vector 

with: 

𝐮 = [
sin(𝜗) cos(𝜑)

sin(𝜗) sin(𝜑)

cos(𝜑)

] = [

u𝑥

u𝑦

u𝑧

].  (3) 

Where 𝜑 is the elevation angle, and 𝜗 is the azimuth angle. 

Thus, 𝜏𝑚 = −
1

𝑐
(u𝑥p𝑥,𝑚, u𝑦p𝑦,𝑚, u𝑧p𝑧,𝑚) , with 𝐩𝑚 = [

p𝑥,𝑚
p𝑦,𝑚
p𝑧,𝑚

] . 

For narrowband signals with 𝐵Δ𝑇𝑚𝑎𝑥 ≪ 1 , where 𝐵  is the 

signal bandwidth, Δ𝑇𝑚𝑎𝑥 ≪ 𝜏𝑚  is the maximum travel time 

between any two sensor elements in the array we can write: 

𝑠(𝑡 − 𝜏𝑚)𝑒−𝑗2𝜋𝑓𝑐𝜏𝑚 ≈ 𝑠(𝑡)𝑒−𝑗2𝜋𝑓𝑐𝜏𝑚 .  (4) 

Thus, in the narrowband case the time delays 𝜏𝑚  can be 

approximated by only a phase shift and we can write: 

𝐬(𝑡, 𝒑) =

[
 
 
 
𝑆(𝑡 − 𝜏1)𝑒

−𝑗2𝜋𝑓𝑐𝜏1  

 𝑆(𝑡 − 𝜏1)𝑒
−𝑗2𝜋𝑓𝑐𝜏2  

…
𝑆(𝑡 − 𝜏1)𝑒

−𝑗2𝜋𝑓𝑐𝜏𝑀 ]
 
 
 

= 𝛂(𝜑, 𝜗)𝑠(t). (5) 

Where 𝜶(𝜑, 𝜗) ∈ ℂ𝑀×1 is called steering vector with: 

𝛂(𝜑, 𝜗) =

[
 
 
 
 
 
 
𝑒

𝑗2𝜋
𝜆 (𝑈𝑥𝑃𝑥,1 + 𝑈𝑦𝑃𝑦,1 + 𝑈𝑧𝑃𝑧,1)

𝑒
𝑗2𝜋
𝜆 (𝑈𝑥𝑃𝑥,2 + 𝑈𝑦𝑃𝑦,2 + 𝑈𝑧𝑃𝑧,2)

…

𝑒
𝑗2𝜋
𝜆 (𝑈𝑥𝑃𝑥,𝑀 + 𝑈𝑦𝑃𝑦,𝑀 + 𝑈𝑧𝑃𝑧,𝑀)]

 
 
 
 
 
 

. (6) 

Where 𝜆 is the wavelength. 

B. GNSS Signal Model 

The single channel GNSS RF signal can be modeled as: 

𝑆(𝑡) = √2𝑃(𝑠𝐼(𝑡) cos(2𝜋𝑓𝑐𝑡) − 𝑠𝑄(𝑡) sin(2𝜋𝑓𝑐𝑡))

= √2𝑃𝔑(𝑠(𝑡)𝑒𝑗2𝜋𝑓𝑐𝑡). (7)
 

Where 𝑃 is the power of the RF signal; 𝔑(∙) represents real 

operator; 𝑓𝑐  is the center frequency; 𝑆𝐼  and 𝑆𝑄  are baseband I 

and Q signals that can be denoted as: 

𝑠𝐼(𝑡) = ∑ 𝐷𝐼(𝑛)𝜇𝑇𝑐
(𝑡 − 𝑇𝑐)

+∞
𝑘=−∞

𝑠𝑄(𝑡) = ∑ 𝐷𝑄(𝑛)𝜇𝑇𝑐
(𝑡 − 𝑇𝑐)

+∞
𝑘=−∞

.  (8) 

Fig. 2 shows the traditional GNSS receiver architecture. 

The incoming RF signal, 𝑆𝐼𝐹(𝑡), is multiplied and down 

converted to a baseband signal by locally the generated carrier 

signal. Then the baseband signal, 𝑖(𝑡) and 𝑞(𝑡) are correlated 

by locally generated early-, late-, and prompt-code signals. The 

correlated signals of prompt branches can be denoted as: 
𝑖𝑃(𝑛) = 𝑎𝐷(𝑛)𝑅(𝜏𝑃) cos(𝜔𝑒(𝑛)𝑡(𝑛) + 𝜃𝑒)

𝑞𝑃(𝑛) = 𝑎𝐷(𝑛)𝑅(𝜏𝑃) sin(𝜔𝑒(𝑛)𝑡(𝑛) + 𝜃𝑒)
.  (9) 

Where 𝐷(𝑛)  is the navigation data bit; 𝜏𝑝  is the phase 

difference between locally generated prompt code and received 

PRN code; 𝑅(∙)  represents the normalized auto-correlation 

function (ACF) of PRN code; 𝜔𝑒  is the frequency difference 

between the generated carrier and the received carrier signal in 

rad; 𝜃𝑒 is the initial phase difference. 

 

 
 

Fig. 2. Traditional GNSS receiver architecture. 

 

The correlated signals of prompt branches are sent into 

integration and dumping (I&D) processor and can be denoted 

as: 
𝐼𝑃(𝑛) = 𝑎𝐷(𝑛)𝑅(𝜏𝑃)𝑠𝑖𝑛𝑐(𝑓𝑒𝑇𝑐𝑜ℎ) cos 𝜙𝑒

𝑄𝑃(𝑛) = 𝑎𝐷(𝑛)𝑅(𝜏𝑃)𝑠𝑖𝑛𝑐(𝑓𝑒𝑇𝑐𝑜ℎ) sin 𝜙𝑒

. (10) 

Where 𝜙𝑒  is the carrier phase difference; 𝑇𝑐𝑜ℎ  is the 

coherent integration time; 𝑓𝑒 is the frequency difference in 𝐻𝑧. 

The integrator outputs of early and late branches can be denoted 

in a similar way. The only difference is value of the ACF of 

𝑅(𝜏𝐸) and 𝑅(𝜏𝐿). 

As it can be seen that the integrator outputs are determined 

by not only the code phase differences between local and 

received signals, but also by the carrier phase differences. In 

order to work independent from the carrier tracking loop, the 

code tracking loop usually uses the non-coherent discriminator 

to detect the correlation values between early and late branches. 

The traditional NELP discriminator can be denoted as: 

𝑉(𝑛) =
1

2
(𝐸(𝑛) − 𝐿(𝑛)).  (11) 

Where, 

𝐸(𝑛) = √𝐼𝐸
2(𝑛) + 𝑄𝐸

2(𝑛) = 𝑎𝑅(𝜏𝐸)|𝑠𝑖𝑛𝑐(𝑓𝑒𝑇𝑐𝑜ℎ)|

𝑃(𝑛) = √𝐼𝑃
2(𝑛) + 𝑄𝑃

2(𝑛) = 𝑎𝑅(𝜏𝑃)|𝑠𝑖𝑛𝑐(𝑓𝑒𝑇𝑐𝑜ℎ)|

𝐿(𝑛) = √𝐼𝐿
2(𝑛) + 𝑄𝐿

2(𝑛) = 𝑎𝑅(𝜏𝐿)|𝑠𝑖𝑛𝑐(𝑓𝑒𝑇𝑐𝑜ℎ)|

. (12) 

 

III. PROPOSED ARCHITECTURE FOR GNSS ARRAY SIGNAL AOA 

ESTIMATION AND BEAM-STEERING 

A. Post-Correlation AoA Estimation Architecture 

According to Eq. (4), we ignore the time delay between 

elements. Then the GNSS array signal from one satellite can be 

denoted as: 

𝑆(𝑡, 𝐩) =

[
 
 
 
 
 
√2𝑃(𝑠𝐼(𝑡) cos(2𝜋𝑓𝑐𝑡) − 𝑠𝑄(𝑡) sin(2𝜋𝑓𝑐𝑡))𝑒

−𝑗2𝜋𝑓𝑐𝜏1

√2𝑃(𝑠𝐼(𝑡) cos(2𝜋𝑓𝑐𝑡) − 𝑠𝑄(𝑡) sin(2𝜋𝑓𝑐𝑡))𝑒
−𝑗2𝜋𝑓𝑐𝜏2

…

√2𝑃(𝑠𝐼(𝑡) cos(2𝜋𝑓𝑐𝑡) − 𝑠𝑄(𝑡) sin(2𝜋𝑓𝑐𝑡))𝑒
−𝑗2𝜋𝑓𝑐𝜏𝑀]

 
 
 
 
 

.  

(13) 
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Compared to the single element GNSS signal, the difference 

of GNSS array signal is that the received signal for every 

element has a corresponding phase shift 𝑒−𝑗2𝜋𝑓𝑐𝜏𝑚 . There are 

two approaches to estimate the corresponding phase shift angles 

between different elements: (1) pre-correlation estimation, and 

(2) post-correlation estimation. The pre-correlation estimation 

approach, as its name implies, is estimating AoA before the 

correlation operation. However, the pre-correlation GNSS 

signal is buried in the white noise environment, which is 

extremely weak for further signal processing. In this manner, it 

is hard to extract spatial information in weak GNSS array signal. 

Therefore, post-correlation processing is used to enhance the 

strength of the received GNSS array signal. 

In Fig. 2 we can see that the correlators and I&D processors 

are used to enhance the signal strength. However, the carrier- 

and the code-phase difference between elements will be 

changed due to tracking loop adjustment. Therefore, to obtain 

correlated GNSS array signals, while maintaining the phase 

differences between elements, we propose the AoA estimation 

architecture in Fig. 3. 

 

  
 

Fig. 3. Schematic diagram of the proposed AoA estimation architecture. 

It can be seen that the GNSS array signals are received from 

antenna array for channel 1 to channel M. The received array 

signals are down-converted to base-band signals by the radio 

frequency front end (RFFE). Then the down-converted channel 

1 signal is sent into a typical carrier- and code-tracking loop 

(described in Fig. 2) for correlation and integration processing. 

According to Eq. (10), the outputs of I&D for channel 1 can be 

denoted as: 

𝐼𝑃
1(𝑛) = 𝑎𝐷(𝑛)𝑅(𝜏)𝑠𝑖𝑛𝑐(𝑓𝑒𝑇𝑐𝑜ℎ) cos𝜙𝑒

𝑄𝑃
1(𝑛) = 𝑎𝐷(𝑛)𝑅(𝜏)𝑠𝑖𝑛𝑐(𝑓𝑒𝑇𝑐𝑜ℎ) sin 𝜙𝑒

. (14) 

The superscript of 𝐼(𝑛)  and 𝑄(𝑛)  stands for the element 

numbers 𝑚, where 𝑚 = 1,2, … ,𝑀.  
Instead of being processed in the tracking loop, the rest  

of the 𝑀 − 1  channels (channel 2 to channel M) are sent  

into corresponding correlation processors respectively. The 

difference between a tracking loop and a correlation processor 

is: for a tracking loop the local carrier and code signals are 

generated based on the feedback loop adjustment. In this way, 

the tracking loop is able to maintain alignment of the received 

and generated signals. In order to adjust the loop adaptively, the 

early, late, and prompt branches are used. 

The correlation processor, however, does not have the  

adaptive adjustment process. The input signals are correlated 

and integrated in the correlation processor. As can be seen from 

Fig. 3, two inputs of the mth  correlation processor are the 

locally generated carrier signal ( 𝑐𝑎𝑟𝑟𝐿𝐺 ) and code signal 

(𝑐𝑜𝑑𝑒𝐿𝐺 ) from channel 1, while another input, 𝑠𝑐ℎ𝑚 , is the 

corresponding base-band signal down-converted from the mth 

element. In this paper we assume that the tracking loop of 

channel 1 is in the lock condition. In this manner, both 𝑐𝑎𝑟𝑟𝐿𝐺  

and 𝑐𝑜𝑑𝑒𝐿𝐺  are aligned with the received 𝑆𝑐ℎ1(𝑡). Therefore, 

the outputs of I&D for 𝑚 = 1,2, … ,𝑀 can be denoted as: 
𝐼𝐶
𝑚(𝑛) = 𝑎𝐷(𝑛)𝑅(𝜏)𝑠𝑖𝑛𝑐(𝑓𝑒𝑇𝑐𝑜ℎ) cos(𝜙𝑒 + 2𝜋𝑓𝑐𝜏𝑚)

𝑄𝐶
𝑚(𝑛) = 𝑎𝐷(𝑛)𝑅(𝜏)𝑠𝑖𝑛𝑐(𝑓𝑒𝑇𝑐𝑜ℎ) sin(𝜙𝑒 + 2𝜋𝑓𝑐𝜏𝑚)

. (15) 

In order to distinguish between the I&D outputs obtained 

from the prompt branch of channel 1 tracking loop, we use the 

subscript 𝐶  for the I&D outputs obtained from correlation 

processor of the rest 𝑀 − 1 channels. As it can be seen, by 

correlating to 𝑐𝑎𝑟𝑟𝐿𝐺  and 𝑐𝑜𝑑𝑒𝐿𝐺 , the phase differences 

between different elements are remained. At the same time, the 

signal strength is improved significantly due to the correlator 

gain.  

Hence, we can consider the correlated signals, 𝜒𝑚 , as an 

array signal that has the same spatial characteristics as the 

signals that arrive at the GNSS antenna array. Where 𝜒𝑚 can be 

denoted as: 

𝜒𝑚(𝑛) = {
𝐼𝑃
𝑚(𝑛) + 𝑗𝑄𝑃

𝑚(𝑛),   where 𝑚 = 1  

𝐼𝐶
𝑚(𝑛) + 𝑗𝑄𝐶

𝑚(𝑛),   where 𝑚 = 2,… ,M
. (16) 

From Eq. (16) we can see that the post-correlated array 

signal, 𝜒𝑚, is composed of the real and imaginary parts of I&D 

outputs.  

 

B. Carrier Phase Difference Extraction Method 

Without loss of generality, we consider the carrier phase of 

𝜒1  as the reference phase, i.e., 𝜏1 = 0 . Therefore, 𝜏𝑚  is the 

phase difference between mth element (m ≥ 2) and channel 1. 

Then the relationship between 𝜒𝑚 and 𝜏𝑚 can be denoted as: 

𝜒𝑚(𝑛) = 𝑎𝐷(𝑛)𝑅(𝜏)𝑠𝑖𝑛𝑐(𝑓𝑒𝑇𝑐𝑜ℎ)𝑒𝑗(𝜙𝑒+2𝜋𝑓𝑐𝜏𝑚). (17) 

In order to extract 𝜏𝑚 , we propose the Carrier Phase 

Difference Extraction (CPDE) method. The implementation of 

CPDE can be expressed as: 

𝜏𝑚(𝑛) = −angle{𝜒1 × 𝜒𝑚
∗ }. (18) 

Where 𝜒𝑚
∗  is the complex conjugate of 𝜒𝑚. CPDE uses the 

angle information of the product between 𝜒1 and 𝜒𝑚
∗  to extract 

𝜏𝑚. The detailed derivation of Eq. (18) can be written as: 

 

 
 

Fig. 4. Schematic of the geometrical relationship of Satellite and GNSS 

array signal. 
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𝜒1 × 𝜒𝑚
∗ = (𝑎𝐷(𝑛)𝑅(𝜏)𝑠𝑖𝑛𝑐(𝑓𝑒𝑇𝑐𝑜ℎ))

2
× [cos(𝜙𝑒 + 2𝜋𝑓𝑐𝜏𝑚) − 𝑗 sin(𝜙𝑒 + 2𝜋𝑓𝑐𝜏𝑚)] × [cos(𝜙𝑒) + 𝑗 sin(𝜙𝑒)]

= (𝑎𝐷(𝑛)𝑅(𝜏)𝑠𝑖𝑛𝑐(𝑓𝑒𝑇𝑐𝑜ℎ))
2
× [cos(𝜙𝑒 + 2𝜋𝑓𝑐𝜏𝑚) cos(𝜙𝑒) + 𝑗 cos(𝜙𝑒 + 2𝜋𝑓𝑐𝜏𝑚) sin(𝜙𝑒) − 𝑗 sin(𝜙𝑒 + 2𝜋𝑓𝑐𝜏𝑚) cos(𝜙𝑒) + sin(𝜙𝑒 + 2𝜋𝑓𝑐𝜏𝑚) sin(𝜙𝑒)]

=
1

2
{cos(2𝜙𝑒 + 𝜏𝑚) + cos(𝜏𝑚) + 𝑗[sin(2𝜙𝑒 + 2𝜋𝑓𝑐𝜏𝑚) − sin (𝜏𝑚)] − 𝑗[sin(2𝜙𝑒 + 2𝜋𝑓𝑐𝜏𝑚) + sin (𝜏𝑚)] − [cos(2𝜙𝑒 + 2𝜋𝑓𝑐𝜏𝑚) − cos (𝜏𝑚)]}

= (𝑎𝐷(𝑛)𝑅(𝜏)𝑠𝑖𝑛𝑐(𝑓𝑒𝑇𝑐𝑜ℎ))
2
× e−j2𝜋𝑓𝑐τm .

(19) 

 

Fig. 4 illustrates the geometrical relationship of Satellite and 

GNSS array signal. The carrier phase difference between 

channel 1 and channel 2 is taken as an example of how to 

calculate the AoA from 𝜏𝑚. The AoA of 𝑚𝑡ℎ element, 𝜃𝑚, can 

be denoted as: 

𝜃𝑚 = arccos(
𝜏𝑚𝜆

𝑙
 ).   

Where 𝜆 is the wavelength of the received GNSS signal, and 

𝑙 is the distance between the two antennas. 

IV. LIVE DATA VALIDATION AND PERFORMANCE ANALYSES 

In this section, we use live GPS L1 data to validate the 
proposed AoA estimation technique. Then we provide qualitative 
analyses in terms of receiver implementation complexity.  

A. Live Data Validation 

1) GPS L1 Data Collection 
The actual experiment setup and the schematic are shown  

in Fig. 5. In the data collection configurations, two Tallysman 
TW7872 antennas [7] are used to collect RF data. The Amungo 
board [8] is used as a front-end to down-convert GPS RF signal 
to IF data. A Rubidium clock is used to provide a stable reference 
clock input for front-end sampling. 

 

        
 (a) (b) 

 
Fig. 5. (a) Actual setup, and (b) data collection schematic. 

Two Tallysman TW7872 dual-band GNSS antennas were 
used to collection GPS RF signal. The TW7872 is a dual-band, 
antenna for reception of GPS L1/L2, GLONASS G1/G2, BeiDou 
B1, Galileo E1 and is specially designed for precision dual 
frequency positioning. Two TW7872 antennas that used in this 
paper can be found in Fig. 6. In this paper, two antennas were 
placed with 9.5 cm spacing, which is the half-wavelength for 
GPS L1 carrier at 1575.42 MHz. 

The Amungo board, as shown in Fig. 7 is a Multi-band  
RF transceivers for the L-band, that equipped with NT1065 
“Nomada” as shown in Fig. 8. 

 

 

 

 

 

 

 

 

 

 

Fig. 6. Tallysman TW7872 antennas. 

  
 

Fig. 7. Amungo board. 

 
NT1065 [9] is a four-channel radio frequency (RF) front-end 

for simultaneous reception of GPS, GLONASS, Galileo, Beidou, 
IRNSS, QZSS and SBAS signals of various frequency bands L1, 
L2, L3, L5, E1, E5a, E5b, E6, B1, B2, B3. 

        

   
 

Fig. 8 NT1065 block diagram. 

The GPS L1 data were collected on September 29th, 2017, 
at the Rooftop of the University of Colorado Boulder Discovery 
Learning Center. The selected data scenario is shown in Fig. 9. 
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Fig. 9. Data collection scenario on September 29th, 2017, at the 

Rooftop of CU Boulder DLC. 

2) Post-processing for AoA Estimations  

Post-processing is a common and flexible approach for GPS 

data processing. In addition, the Software Defined Receiver 

(SDR) technique is frequently used for GPS data processing. In 

this paper, an open source Matlab-based SDR was used [10] to 

implement the proposed architecture shown in Fig. 3.  

Table I is typical settings for the SDR implemented in this 

paper. The definations of those settings are detailed in [10], so 

they will not be described herein. Note that except for integration 

time 𝑇𝑐𝑜ℎ , the remaining parameters are for the channel 1 

tracking loop. As mentioned above, instead of generating a 

local carrier and code replica, the correlation processor uses the 

local replica from channel 1 tracking loop. Thus, it does not 

need to be configured with DLL and PLL settings. 

TABLE I.  SDR SETTINGS 

Parameters Value 

DLL damping ratio 0.7 

DLL damping ratio 1.5 

DLL Correlator spacing 0.5 

PLL damping ratio 0.7 

PLL noise BW 20 

Coherent integration time 𝑇𝑐𝑜ℎ 1 ms 

 

The correlator outputs of the prompt branch of the channel 

1 tracking loop of PRN 18 is shown in Fig. 10. From Fig. 10 we 

can see that the magnitude of 𝐼𝑃 is significantly higher than 𝑄𝑃, 

which means the carrier tracking loop successfully tracked the 

received signal.  
 

         
 

Fig. 10. Correlator output.  

Positioning solutions obtained from SDR (channel 1 

processing) and actual location obtained from Google Maps are 

shown in Fig. 11 and Fig. 12 respectively. From Fig. 11 and 

Fig. 12 we can conclude that the GPS L1 C/A signal has been 

successfully processed.  

 
 
Fig. 11. Positioning solutions of SDR. 

  

 
Fig. 12. Screen shot from Google Maps. 

To further enhance the signal strength, we should use a  

longer non-coherent integration time 𝑇𝑛𝑐𝑜ℎ . However, in order 

to estimate AoA more precisely in dynamic environment, 𝑇𝑛𝑐𝑜ℎ  

cannot be too long. Thus, we choose a intermediate value of 

𝑇𝑛𝑐𝑜ℎ = 20 ms. The process of non-coherent integration of 𝑚th 

channel can be expressed as: 

𝜒𝑚|𝑁𝑛𝑐
=

1

𝑁𝑛𝑐

∑ 𝜒𝑚(𝑛)

𝑁𝑛𝑐

𝑛=1

. 

Where 𝑁𝑛𝑐 is the non-coherent number where 𝑁𝑛𝑐 =
𝑇𝑛𝑐𝑜ℎ

𝑇𝑐𝑜ℎ
. 

Note that this process should be done after navigation data bit 

synchronization. Fig. 13 shows the CPDE AoA estimations of 

GPS L1 C/A signals from PRN 18, PRN 21, PRN 10, and PRN 

8.  

The mean elevation/azimuth angles in 37 ms for four 

satellites obtained from SDR processing are listed in Table II. 

Note that since the orientation of the two antennas is not 

pointing to the north, the estimated AoA angles do not match 

the elevation angles shown in Table II. 
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Fig. 13. AoA estimations of GPS L1 C/A using CPDE. 

TABLE II.  MEAN EL./AZ. ANGLES 

PRN Az. El. 

18 7.9801°  72.7560° 
21 133.2669° 66.7735° 
10  293.7491° 54.9897° 
8 318.4287° 15.4279° 

 

To further validate the correctness of CPDE, we plot the 

comparisons between CPDE and MUSIC in Fig. 14. In a 

MUSIC implementation, the angle resolution is set to be 0.5° 
and 2°. In this scenario, two settings result in 720 times and  

180 times of MUSIC processing for every estimated value, 

respectively. Every MUSIC processing includes a 360° angle 

space searching, as well as MUSIC spectrum calculations.  

As it can be seen that the results of CPDE and MUSIC 

(reso=0.5) estimates are consistent. However, for MUSIC with 

resolution of 2°, there is a bias of ~0.5° compared to CPDE and 

MUSIC (reso=0.5) for part of the estimated values. 
 

 

Fig. 14. AoA estimates comparisons between CPDE and MUSIC 

(reso = 1°) for PRN 10. 

 

3) Beam-steering Architecture and Validation 

A beam-steering technique is used to further validate the 

proposed CPDE algorithm. The pre-correlation beam-steering 

architecture is shown in Fig. 15. As shown, the beam-steering 

and combination process is done before correlator. For every 

estimated value, the AoA estimates stream is sent into the phase 

shifter. Then the phase shifter is used to steer the 2nd channel 

to the direction of the 1st channel. The steered 2nd channel 

signal and the 1st channel signal are combined together and 

then sent into the GNSS signal tracking loop. 

 
 
Fig. 15. Pre-correlation beam-steering architecture. 

The comparison of CNo of the single channel signal and the 

beam-steered & combined dual-channel signal for PRN 21 is 

shown in Fig. 16. The averaged CNo improvement is 3.8439 dB-

Hz. 

 

 
 

Fig. 16. CNo comparison of single and dual channel signal for PRN 

21. 

Fig. 17 shows the CNo improvement for PRN 18, PRN 21, 

and PRN 10. Note that for different elevation angles. Table III 

shows the Averaged CN0  improvements vs. PRNs and AoA 

estimates. As it can be seen that the averaged improvements  

of beam-steering various from 1.34~3.84 dB-Hz. We can also 

see the nearer the AoA to 0° , the better its signal strength 

improvement is.  

 

 
 

Fig. 17. CNo improvement for three satellites. 
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TABLE III.  AVERAGED CN0 IMPROVEMENT VS. PRNS AND AOA 

ESTIMATES 

PRN 
Averaged 𝐂𝐍𝟎 

Improvement (dB-Hz) 

Averaged AoA 

Estimate (°) 
18 2.4907 12.1370 

21 3.8439 -6.0692 

10 1.3460 58.6869 

 

B. Analyses of Receiver Implementation Complexity 

The proposed CPDE is based on extracting the phase 

difference between elements. Therefore, compared to a subspace-

based AoA estimation algorithms that focus on searching in the 

signal subspace and noise subspace, CPDE has a significant 

lower implementation complexity. The following are two simple 

demonstrations of the implementation of CPDE and MUSIC  

for post-correlated signals. Since the detailed information and 

definitions of MUSIC has been documented in [3], they will not 

be illustrated herein. 

 

CPDE Algorithm 

Vector Multiplication: 𝜒1 × 𝜒𝑚
∗  

Obtaining angle: 𝜏𝑚(𝑛) = −angle{𝜒1 × 𝜒𝑚
∗ } 

Converting 𝜏𝑚 to 𝜃𝑚: 𝜃𝑚 = arccos(
𝜏𝑚𝜆

𝑙
 )   

      
 

MUSIC Algorithm 

Matrix Multiplication: Qn =
[ 𝜒1
𝜒𝑚

]×[ 𝜒1
𝜒𝑚

]
T

n
  

Calculating eigenvalues of Qn 

Searching for θ ∈ (0°, 360°) that maximums: 

 PMUSIC(θ) =
1

𝛂H(θ)QnQn
H𝛂(θ)

 

 

From the above analyses, we can see that for every estimated 

value, CPDE only needs 1 × simple vectors multiplication, 

1 ×angle calculation, and 1 × arccos operation. However, for 

MUSIC, it has to do 1 × complicated matrix multiplication, 

1 × eigenvalues calculation, and searches in the whole angle 

space (360°) for the maximum value of MUSIC spectrum. As 

mentioned above, for every AoA estimate, MUSIC needs to 

search 720 or 180 times for angle resolution of 0.5° and 2°, 

respectively. The rough analyses show that CPDE has a lower 

implementation complexity than MUSIC. 

 

V. CONCLUSIONS 

In this paper, we proposed a low complexity GNSS array 

signal processing algorithm. The live data validation results 

show that the proposed algorithm can successfully estimate the 

AoA of array signal. More importantly, the proposed architecture 

is easy to implement and has a low receiver complexity.   
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