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An Efficient Method for Predicting the Shielding Effectiveness of an
Apertured Enclosure with an Interior Enclosure based on Electromagnetic

Topology

Jin-Cheng Zhou and Xue-Tian Wang

School of Integrated Circuits and Electronics
Beijing Institute of Technology, Beijing, 100081, China

zjc.chn@gmail.com, wangxuetian@bit.edu.cn

Abstract – A fast analytical method has been proposed
for predicting the shielding effectiveness (SE) and reso-
nances of an apertured enclosure with an interior enclo-
sure. Under the concept of electromagnetic topology, the
monitor point and the walls are treated as nodes, and the
space between them is treated as tubes. The propagation
relationships at tube level and reflection relationships at
node level are derived as the propagation matrix. After
modeling the front wall of the interior enclosure as a
junction between two waveguides, an equivalent circuital
model of the enclosures is derived. The front wall and the
window structure in front of the adjacent space of the in-
terior enclosure are considered as a three-port scattering
matrix. Then we can use the extended BLT equations to
calculate the voltage response at each node. Results from
the proposed method are compared with those from the
numerical method, and the results have a good agreement
while it can dramatically save calculation time.

Index Terms – aperture coupling, general Baum-Liu-
Tesche equation, Shielding effectiveness

I. INTRODUCTION

Nowadays, because electronic devices contain a lot
of high sensitive and valuable electronic devices, in-
cluding processors, field-programmable gate arrays, and
other chips, they may often become victims of electro-
magnetic interference.

Electromagnetic shielding is one of the most widely
used techniques to protect valuable electronics. The per-
formance of a shielding enclosure is quantified by its
shielding effectiveness (SE), in which means the ratio of
the electric field is compared at a monitor point without
and with the enclosure [1].

The calculation methods for shielding effectiveness
(SE) of shielding enclosure mainly includes numeri-
cal methods and analytical methods, including finite-
difference time-domain method [2], method of moments
[3, 4], transmission line matrix (TLM) method [5], and
finite element (FEM) method [6]. Numerical methods
can handle complicated structures but need a lot of time

to set up model and always consume more computational
resources.

The analytical formulations have many simplifica-
tions and approximations in the calculation process, but
also have a much higher calculation efficiency and input
parameters are more concise. For instance, in the Robin-
son’s method [7, 8], the rectangular enclosure is modeled
by a short-circuited rectangular waveguide and the aper-
ture is represented by a coplanar strip transmission line.
However, the equivalent circuit models mentioned above
can barely handle complex enclosure structures.

Electromagnetic topology (EMT) provides a useful
tool to study the coupling problems of complicated elec-
trical systems, which treat the complex interaction prob-
lem as smaller and more manageable problems [9]. By
applying the EMT concept, the Baum-Liu-Tesche (BLT)
equation can be derived to calculate the voltage and cur-
rent responses at the nodes of a general multiconductor
transmission-line network. The extended BLT equation
can deal with the voltage and current at all junctions
[10, 11]. After transforming the enclosure and aperture
into nodes, we can use BLT equation to calculate the SE.
Adding another layer of shielding can markedly improve
the SE [12–14]. For this reason, the cascaded enclosures
have been widely discussed and studied [15–17], but cas-
caded enclosures will increase physical space. An in-
terior enclosure can also offer another layer of shield-
ing, consequently, the SE will be effectively increased.
Compared to cascaded enclosures, the interior enclosure
needs less space and can also be used to improve SE.

In this paper, we propose an electromagnetic
topology-based method to predict the shielding effective-
ness for an apertured enclosure with an interior enclo-
sure. The SE can be predicted fast and accurately over a
wide frequency range by this method.

II. ELECTROMAGNETIC TOPOLOGICAL
MODEL

The geometry of the apertured enclosure with an in-
terior enclosure on the bottom tail-end illuminated by an
external plane wave is shown in Fig. 1. The overall size
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E kk

H
Fig. 1. Apertured enclosure with an interior enclosure on
bottom tail-end and the coordinate system, all apertures
are positioned centrally in the walls.

of the enclosure is a× b× d mm, and the size of the in-
terior enclosure is a×b2 ×d2 mm.

The size of the aperture on the front wall and inte-
rior wall are l×w and l2×w2 respectively, and its central
point locates at the center of the wall. Additionally, the
monitor point P inside the enclosure has the coordinates
of (xp,yp,zp). In this paper, we divided the inner struc-
ture of the mentioned enclosure in Fig. 1 into three part:
the space 1 in front of the interior enclosure, the inte-
rior enclosure 2, and the space 3 adjacent to the interior
enclosure 2.

The equivalent circuit of the enclosure in Fig. 1 is
given in Fig. 2. The side wall is treated as waveguide,
then the impedance and propagation constant zg and kg
are given by:

Zg = Z0/

√
1− (

mλ
2a

)2 − (
nλ
2b

)2, (1)

Fig. 2. Equivalent circuit of the enclosure.

Fig. 3. Cross sectional view of the obstacle, the shadow
part is the front wall of the interior enclosure.

kg = k0

√
1− (

mλ
2a

)2 − (
nλ
2b

)2. (2)

The radiating source is represented by voltage V0
and impedance of free space Z0 = 377Ω . The apertures
are treated as a coplanar strip transmission line which
shorted at each end, its characteristic impedance is given
by Gupta et al [18]:

Zap =
j
2

l
a

Zostan(
k0l
2
). (3)

Zos is the aperture characteristic impedance:

Zos = 120π2[ln(2
1+ 4

√
1− (we/b)2

1− 4
√

1− (we/b)2
)]. (4)

Since the enclosure have a thickness, when the we �
b√
2
, we have effective width we :

we = w− 5t
4π

[1+ ln
4πw

t
], (5)

where t represents enclosure wall’s thickness, w is the
width of the slot.

The aperture on the inner enclosure also calculated
by Equation 3, where b is replaced by b2.

In this paper, we modeled the front wall of the inte-
rior enclosure as a junction between two different rectan-
gular waveguides, as shown in Fig. 2, when the height of
rear waveguide is nearly half of the front one, the equiv-
alent impedance can be writen as [19]:

Yw =
4 jb1

Zgλg
[ln(

1−α2

4α
)(

1+α
1−α

)
1
2 (α+(1/α)) +

2
A
],

A = (
1+α
1−α

)2α 1+
√

1− (2b1/λg)2

1−√
1− (2b1/λg)2

− 1+3α2

1−α2 ,

(6)

where α = b2/b. Figure 4 gives electromagnetic topol-
ogy for the enclosure shown in Fig. 1. Node N1 repre-
sents the monitor point in free space, and nodes N3, N5,
N7 denote monitor points P1, P2 and P3 inside the sub-
enclosures respectively. The aperture on the front wall
is represented by nodes N2, he aperture on the interior
wall and the window are represented by node N4 as a
three ports network, and the shorted end of enclosure 2
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V

ref6 , 7
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Fig. 4. Signal flow graph of the enclosure.

and space 3 is represented by N6,N8. The monitor point
N1 in free space and shorted ends N6,N8 are equiva-
lented by a one-port network. Tube 1 denotes the elec-
tromagnetic wave propagation in free space, while Tube
2, Tube 3, Tube 4, and Tube 6 are the wave propagation
between the monitor points and the apertures/window
in sub-enclosures. Tube 5 and Tube 7 denote the wave
propagation to the short end of enclosure 2 and space
3 respectively.

The extended BLT equation can be expressed as
[10]:

V = (E+S)× ( −S)−1 ×Vs, (7)
where V is the voltage response matrix, E is the unit ma-
trix, S is the scattering parameter matrix, represents the
propagation matrix, and Vs represents the source matrix.

Based on Fig. 4, the propagation equation can be
given by:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

V re f
1,1

V re f
1,2

V re f
2,2

V re f
2,3

V re f
3,3

V re f
3,4

V re f
4,4

V re f
6,4

V re f
4,5

V re f
5,5

V re f
5,6

V re f
6,7

V re f
7,7

V re f
7,8

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 eγ0lx 0 0 0 0 0 0 0 0 0 0 0 0

eγ0lx 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 eg1d1 0 0 0 0 0 0 0 0 0 0

0 0 eg1d1 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 eg1d2 0 0 0 0 0 0 0 0

0 0 0 0 eg1d2 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 eg2d3 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 eg2d4 0 0

0 0 0 0 0 0 eg2d3 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 eg3d5 0 0 0

0 0 0 0 0 0 0 0 0 eg3d5 0 0 0 0

0 0 0 0 0 0 0 eg2d4 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 eg3d6

0 0 0 0 0 0 0 0 0 0 0 0 eg3d6 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

V inc
1,1

V inc
1,2

V inc
2,2

V inc
2,3

V inc
3,3

V inc
3,4

V inc
4,4

V inc
6,4

V inc
4,5

V inc
5,5

V inc
5,6

V inc
6,7

V inc
7,‘7

V inc
7,8

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

−

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

V0

0

0

0

0

0

0

0

0

0

0

0

0

0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(8)
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lx is the distance between electromagnetic wave
and the aperture on the front wall; γ0 = jk0
is the phase constant of freespace. Where
gi = jk0

√
1− (mλ/2ai)2 − (nλ/2bi)2, i is the number

of the space/enclosure, d j shown in Fig. 2 represent

the distance between each point in the planar wave
propagation direction.

The scattering equation contains the scattering ma-
trix S is given by:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

V re f
1,1

V re f
1,2

V re f
2,2

V re f
2,3

V re f
3,3

V re f
3,4

V re f
4,4

V re f
6,4

V re f
4,5

V re f
5,5

V re f
5,6

V re f
6,7

V re f
7,7

V re f
7,8

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ρ1 0 0 0 0 0 0 0 0 0 0 0 0 0

0 S2
11 S2

12 0 0 0 0 0 0 0 0 0 0 0

0 S2
21 S2

22 0 0 0 0 0 0 0 0 0 0 0

0 0 0 S3
11 S3

12 0 0 0 0 0 0 0 0 0

0 0 0 S3
21 S3

22 0 0 0 0 0 0 0 0 0

0 0 0 0 0 S4
11 S4

12 S4
13 0 0 0 0 0 0

0 0 0 0 0 S4
21 S4

22 S4
23 0 0 0 0 0 0

0 0 0 0 0 S4
31 S4

32 S4
33 0 0 0 0 0 0

0 0 0 0 0 0 0 0 S5
11 S5

12 0 0 0 0

0 0 0 0 0 0 0 0 S5
21 S5

22 0 0 0 0

0 0 0 0 0 0 0 0 0 0 ρ6 0 0 0

0 0 0 0 0 0 0 0 0 0 0 S7
11 S7

12 0

0 0 0 0 0 0 0 0 0 0 0 S7
21 S7

22 0

0 0 0 0 0 0 0 0 0 0 0 0 0 ρ8

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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2,3

V inc
3,3

V inc
3,4

V inc
4,4

V inc
6,4

V inc
4,5

V inc
5,5

V inc
5,6

V inc
6,7

V inc
7,‘7V inc

7,8

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(9)

ρ1 = 0 is the free space, and ρ6 = ρ8 = −1 are the
short ends. S3 , S4 and S5 represents p1 , p2 and p3:

S3 = S5 = S7 =

[
0 1
1 0

]
. (10)

S2 can be obtained from network T1 in Fig 2:

S2 =

⎡⎣ Y0−Yg1−Yap1
Y0+Yg1+Yap1

2Yg1
Y0+Yg1+Yap1

2Y0
Y0+Yg1+Yap1

Yg1−Y0−Yap1
Y0+Yg1+Yap1

⎤⎦ . (11)

We neglect the coupling between aperture 2 and
window 1, assume that S4

23 = S4
32 = 0 then S4 is:

S4
11 = (Yg1Yg3 +Yg1Yw +Yg1Yap2 +Yg1Yg2

−Yg3Yg2 −YwYg2 −Yap2Yg3 −Yap2Yw)/Y 4
t ,

S4
12 = 2(Yg1Yg3 +Yg1Yw)/Y 4

t ,

S4
13 = 2(Yg1Yg2 +Yg1Yap2)/Y 4

t ,

S4
21 = 2(Yg1Yg2 +Yg2Yg3 +Yg2Yw)/Y 4

t ,

S4
22 = (Yg1Yg2 +Yg2Yg3 +Yg2Yw −Yg1Yap2

−Yg3Yap2 −Yap2Yw −Yg1Yw −Yg1Yg3)/Y 4
t ,

S4
31 = 2(Yg1Yg3 +Yg2Yg3 +Yg3Yap2)/Y 4

t ,

S4
33 = (Yg1Yg3 +Yg2Yg3 +Yg3Yap2 −Yg1Yw−

Yg2Yw −Yg1Yw −Yg1Yg2 −Yap2Yw)/Y 4
t ,

Y 4
t = Yg1Yg3 +Yg1Yw +Yg1Yap2 +Yg1Yg2

+Yg2Yg3 +Yg2Yw +Yg3Yap2 +Yap2Yw,

where Y0, Yg, Yap, and Yw are the admittances of free
space, rectangular waveguide, aperture and window re-
spectively, and Y0 =

1
Z0
,Yg =

1
Zg
,Yap = 1

Zap
,Yw = 1

Zw
.

Then the SE at point P is calculated by SE =
−20log(Vp/V0).

III. RESULTS AND DISCUSSION

In this section, the enclosure with an interior enclo-
sure on bottom tail-end are performed to validate the
proposed model, the simulation results of the proposed
model are compared with the CST-MS software. The
walls of the enclosure are assumed to be perfectly con-
ducting, and their thicknesses are defined as 1 mm.

A. Verification for the apertured enclosure with an
interior enclosure on bottom tail-end

It is assumed that the dimensions of enclosure
shown in Fig. 1 are 200 mm × 120 mm × 600 mm,
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Fig. 5. Comparison between the SE result from proposed
method with result of CST for observe point 1.

b1 = b2 = 60mm, other parameter settings of case 1 are
listed in Table 1, including the enclosure dimensions, the
aperture size, and the monitor point positions.

Figures 5 to 7 show the SE results of monitor point
P1, P2, and P3 obtained by the CST and the proposed
method, respectively. The discontinuity in the curve is
due to removing the frequency point having a term with
a zero denominator in the calculation process. It is ob-
served that the SE results given by these two methods
are match up relatively well, indicating that the proposed
model is effective in predicting the SE and resonances
of a metallic enclosure with an interior enclosure. Be-
sides, in a wide frequency range near the resonant fre-
quency of the enclosure, the SE changes dramatically,
and even appears negative values. The physical signifi-
cance of these values indicates that the apertured enclo-
sure has the worst shielding performance in this condi-
tion, and the above phenomenon should be attributed to
the resonance effect.

From the comparison between the SE results from
different enclosures, it can be seen that: (1) as a double
shield enclosure, enclosure 2 has the best shielding per-
formance; (2) a more pronounced deviation can be seen
in enclosure 2, the potential reason may be due to the
reflection and diffraction between aperture and the win-
dow structure. Such reflection are likely to have influ-
enced the results in enclosure 1. Also, the aperture scat-
tering matrix of junction N4 cannot fully consider the di-
rect electromagnetic coupling between the the aperture
of enclosure 2 and the window of space 3.

Table 1: Parametars of the enclosure
No Enclosure Aperture Monitor point
1 200 × 120 × 300 60 × 10 100, 60, 450
2 200 × 60 × 300 50 × 10 100, 30, 150
3 200 × 60 × 300 100, 90, 150

Fig. 6. Comparison between the SE result from proposed
method with result of CST for observe point 2.

Fig. 7. Comparison between the SE result from proposed
method with result of CST for observe point 3.

B. Parameter analysis

Since the method proposed in this paper can effi-
ciently calculate the shielding effectiveness, in the fol-
lowing discussion, the proposed method is employed to
analyze the effect of dimensional variation on shielding
effectivenes.

Figure 8 demonstrates the effect of enclosure width
a on the shielding effectiveness in space 1. Except for the
enclosure width, all parameters are the same as the case
mentioned before, and the enclosure widths represented
by the three sets of curves in the Fig. 8 are 300, 320,
and 340 mm, respectively, while the observation point
is always located in the middle of the enclosure. It can
be seen that the enclosure width changes have a great
influence on the resonant point frequency and shielding
effectiveness, which will cause the frequency shift of the
resonant point. As the cavity width increases, the reso-
nant point frequency will be reduced.
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Fig. 8. Effect of enclosure width variation on shielding
effectiveness in space 1.

Fig. 9. Effect of enclosure height variation on shielding
effectiveness in space 1.

Figure 9 demonstrates the effect of enclosure height
b variation on shielding effectiveness in space 1. Due to
the direction of the electric field of the incident wave, the
effect of height variation on shielding performance and
resonant frequency is very small.

Figure 10 demonstrates the effect of the variation of
the rear depth d2 on the shielding effectiveness in space
1. All parameters are the same as the case mentioned be-
fore except for the rear depth, and the depths d2 repre-
sented by the three sets of curves in the Fig. 10 are 240,
270, and 300 mm, respectively, while the observation
point is always located in the middle of space 1. It can be
seen that as the depth of the rear enclosure increases, the
shielding effectiveness increases at lower frequencies,
and the resonant frequency also shifts to lower frequen-
cies as the depth of the rear enclosure increases, which
leads to a decrease in shielding effectiveness in some fre-
quency bands above the cutoff frequency.

Fig. 10. Effect of rear enclosure depth variation on
shielding effectiveness in space 1.

All the cases are computed on the same computer,
which has a 2.2-GHz Intel i7-8750 CPU. The CST takes
20 minutes to complete a 200 frequency point simula-
tion, while the fast algorithm takes no more than 0.2 s
for the same case, indicating the high computational ef-
ficiency of the fast algorithm compared with the CST
simulation.

IV. CONCLUSION

A method based on the EMT theory and BLT equa-
tion is presented to analyze the shielding performance of
an apertured enclosure with an interior enclosure illumi-
nated by an external plane wave. By modeling the front
wall of the interior enclosure as a junction between two
different rectangular waveguides, we derive a three-port
scattering matrix from describing the coupling relation
between the interior enclosure and the adjacent space.
The total electric field can be derived from the relation
between voltage response and field distribution inside
the enclosure. This method proves that the BLT equation
can handle complex enclosures by modifying the electro-
magnetic topology relationship. Several monitor points
are presented to demonstrate the validity and accuracy
of this method. The results indicate that the proposed
method has a good agreement with numerical methods
over a wide frequency range while it can dramatically
improve the calculation speed. The proposed algorithm
can be used to perform fast calculations on the effect of
enclosure dimensions on shielding effectiveness. We in-
vestigated the effect of dimensional parameters on the
shielding effectiveness of the enclosure. We found that
due to the electric field direction, the variation of enclo-
sure height can hardly affects the shielding effectiveness.
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Abstract – In this paper, four wearable UWB anten-
nas are designed to detect and locate tumor cells placed
within a heterogeneous phantom at different positions.
The proposed antenna is operated within the 4.90 GHz to
15.97 GHz bandwidth range. It is fabricated, measured,
and nearly matched between measured and simulated re-
sults. A cavity is formulated to back each antenna within
the proposed detection system for increasing penetration
and gain of propagated electromagnetic waves of the an-
tenna design. The S-parameter of the proposed system
was used to detect and locate a small tumor. The SAR
results show that the absorbed power by the breast phan-
tom tissues satisfies the IEEE standards which confirms
the appropriateness of the proposed antennas for breast
cancer early detection and localization system.

Index Terms – cavity, heterogeneous phantom, specific
absorption rate (SAR), wearable UWB antenna.

I. INTRODUCTION

In December 2020, the International Agency for Re-
search on Cancer (IARC) announced that breast cancer
has overtaken the most diagnosed type of cancer in the
world. In 2021, the World Health Organization (WHO)
declared breast cancer to be the most common type of
cancer globally, accounting for 12% of all new cases
of cancer [1]. Breast cancer arises in the glandular tis-
sue of the breast in ducts (85%) and lobules of (15%)
and is called at this stage “in situ”. This stage (stage 0)
has a low chance of spreading and converting to metas-
tasis. After a while, this stage may progress and strike
surrounding tissues and then spread to nearby lymph
nodes and become a regional metastasis or to other or-
gans in the human body and become distant metastasis
[2]. Tumor size is a strong predictor of long-term mor-

tality [3]. It is recommended to detect breast cancer at or
less than 2 cm [4].

Breast microwave imaging (MI) in literature is split
into microwave breast imaging several techniques and
image reconstruction algorithms [5]. Different methods
for several techniques in breast MWI (breast cancer early
detections) were used. Table 1 shows many early breast
cancer UWB antennas and compares them. The first
method of breast MWI relied on an antenna array. There
are various compositions from antenna arrays are pro-
posed in literature papers, and ranked as hemispherical,
enclosed, and planer arrays [5]. In [6], constructed a
compact, single polarization, flexible UWB antenna ar-
ray, in a configuration identical to that of a bra for breast
cancer detection. In [7], established a compact, single
and dual polarization, flexible UWB antenna array, in a
structure related to that of a bra for breast cancer detec-
tion and significantly better penetration for propagated
electromagnetic waves by utilizing a reflector with the
arrays. In [8], formulated clinical model as a wearable in-
terface for a case consisting of multi-static time-domain
pulsed radar and flexible antenna array inundated in bra.
The clinical model is highly cost-effective and related to
the normal table model. The regular difference for the
data of the reflection coefficient for flexible microstrip
antenna array at 1.5 GHz was used to locate and de-
tect the tumor at thirteen numerous places in the human
breast [9]. The second method of MWI of the breast de-
pended on a single antenna element. These antennas in-
clude Vivaldi antennas, monopole antennas, and bowtie
antennas, in addition to fractal and horn antennas [5].
In [10], a wearable microstrip patch UWB antenna as
a new design had demonstrated to detect early tumors
with enlarged bandwidth from 1.6 GHz to 11.2 GHz. In
[11], a compact flexible single-element UWB antenna
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Table 1: Comparison among early breast cancer detection antennas
Reference Single element

size (mm2)
No. of
elements

εr Substrate
thickness
(mm)

Length of sin-
gle element/λ
(mm)

BW (GHz) Δf/f0

[6] 18 × 18 16 3.5 0.1 0.250 2 – 5 0.86
[7] 20 × 20 16 3.5 0.1 0.280 2 – 4 0.67
[8] 20 × 20 16 3.5 0.1 0.280 2 – 4 0.67
[9] 58.43 × 26.45 4 2.64 2.2 0.470 1.45 – 1.54 0.06
[10] 70 × 60 2 1.6 1.6 0.740 1.6 – 11.2 1.5
[11] 22 × 20 1 3.5 0.05 0.410 2 – 4 0.67
[12] 25 × 36 1 3.4 0.16 0.730 2 – 4 0.67
In this paper 28 × 20 4 2.9 0.1016 0.830 4.90 – 15.97 1.06

with an inhomogeneous breast phantom was presented
for MWI and tumor early detection. It was operated in
the range of 2 to 4 GHz while having a size of 20 ×
22 mm2. Kapton substrate with a relative permittivity of
3.5 has been used as a substrate. In [12], a compact flex-
ible monopole single-element UWB antenna with an in-
homogeneous breast phantom for breast cancer detection
Kapton polyimide using a CST simulator and MEMS
technology with biological breast tissues. It was operated
in the range of S-Band (2-4 GHz) while having a size of
25 × 36 mm2. All the mentioned researches suffer from
small (single element length/λ ) and low fractional band-
width value of single element antenna.

In this paper, Four UWB wearable antennas and four
cavities are suggested for the breast phantom examina-
tion to detect and locate tumor tissues inside the hu-
man breast. Firstly, the evolution of a single UWB wear-
able antenna is accomplished in four steps and verified.
Secondly, the cavity is utilized around each wearable
antenna for significantly nicer penetration for radiated
electromagnetic waves. Finally, the proposed phantom
with and without tumor tissues is simulated with the pro-
posed detection system which is consisted of four UWB
wearable antennas and a cavity around each antenna. S-
parameters from the single-element antenna are reported
by using CST Microwave Studio 2020 and are compared
with the measured results for the fabricated proposed
antenna by using Vector Network Analyzer (VNA). S11
from the single-element antenna can detect and diagnose
the presence of malignant cells. The tumor position is
identified by other reflection coefficients of all anten-
nas. SAR estimation is also investigated for the proposed
phantom. The proposed detection system indicates that
the two processes of early detection and localization for
tumors 3 mm in size inside a human breast are possible.

II. The PROPOSED ANTENNA DESIGN
A. Antenna element

The antenna design is an important part of the over-
all performance of microwave imaging systems. Breast
microwave imaging systems need to antenna element

which radiates pulses over a wide range of frequen-
cies and operates in the Ultra-Wideband (UWB) that the
Federal Communication Commission (FCC) assigned a
bandwidth of (3.1 to 10.6 GHz) for measurements, com-
munications, and radar [13].

The growth of the proposed antenna configuration is
accomplished in the four stages as illustrated in Fig. 1.
The structure of the octagon antenna element with a
partial ground plane is altered for the desired operating
bandwidth. The structure of the octagon’s antenna ele-
ment is modified from stage 1 to stage 2. The conclusions
of the return loss of the development process are demon-
strated in Fig. 2. The return loss of the designed octagon
antenna element with the partial ground plane in stage 1
is ≤ −10 dB for the frequency range of 8.7897 GHz to
17.11 GHz. In stage 2, the number of partial octagons is
increased in radiating patch to enhance the return loss.
Subsequently, the return loss is accomplished for the fre-
quency range of 8.6159 GHz to 16.599 GHz. In stage 3, a
rectangular shape structure is added to the ground plane.
The resonating behavior of the antenna is altered by this
addition. The result of this improvement is visualized in
the return loss graph in Fig. 2. In this stage the lower
frequency range of the return loss has improved. Then
the modified antenna covered the Ultra-wideband re-
gion from 5.1315 GHz to 16.272 GHz. The rectangular-
shaped structure is replaced with a radial stub in stage 4.
The shape modification considers the like self-similarity
and slots which played an important role to widen the
bandwidth. Now, this replacement shifted the bandwidth
from 5.1315 GHz to 4.9007 GHz at the lower frequency
and from 16.272 GHz to 15.968 GHz at the higher fre-
quency. The optimized size of the proposed antenna is
28 mm × 20 mm. The radiating patch and ground plane
are printed on the substrate. The Ultra-Lam 3850 dielec-
tric constant of 2.9 and thickness of 0.1016 mm is used
as an antenna flexible substrate. The proposed antenna
structure is shown in Figs. 3 (a) and (b). The fabricated
antenna is tested with Vector Network Analyzer (VNA)
for validation purposes in Fig. 3 (c). Table 2 shows the
optimized dimensions of the proposed antenna. Figure 4
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Trial- 1 Trial- 2 

  
Trial- 3 Proposed antenna 

Fig. 1. Evolution stages for designing the proposed an-
tenna.

Fig. 2. The return loss results of the evolution process of
the proposed antenna.

shows the fabricated antenna top and bottom views. The
return loss of the fabricated antenna and its simulated
counterpart is shown in Fig. 5. These results are closely
matched. Variation in the simulation and measurement
results between 8-11 GHz shown below might be due to
fabrication errors and accuracy parameters or to the sol-
dering used in linking the SMA connector to the feedline
of the antenna and the SMA connector effect. Figure 6
shows the 3D radiation pattern of the antenna; the an-
tenna has an omnidirectional radiation pattern. Also, the
beam width (angular width) is 58.8%. Figure 9 shows
the radiation pattern in the x-z plane. Table 3 shows the
comparison among the evolution stages of the proposed
UWB wearable antenna.

B. Effect of antenna bending

The wearable antennas are required to be bent as hu-
man breast shape. To investigate the bending effect on
the proposed wearable UWB antenna, the antenna is bent
around foam cylinders with different radii at 30, 60, 90,

 
(a) 

(b) 

 
(c) 

Fig. 3. (a) The proposed antenna structure. (b) The pro-
posed antenna dimension. (c) The measurement setup.

120, and 180 mm [14, 15]. The 2D antenna representa-
tion as flat and with regards to the bending angles are
depicted in Fig. 8. The return loss results of the different
radii of bending are shown in Fig. 9.

C. Cavity-backed UWB wearable bent antenna

The concept of cavity-backed antenna is creating re-
flectors on all sides of the antenna except the front side of

Table 2: The proposed antenna dimensions
Par. W W1 W2 W3 W4
Dim.

([0-9] mm)

28 27.4 1.5 13 1

Par. W5 W6 L L1 L2
Dim. (mm) 3 19.4 20 19.5 5
Par. L3 L4 L5 L6 θ
Dim. (mm) 4.5 6.5 4.5 2.5 50
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Table 3: The proposed antenna parameters

 Stage 1 Stage 2 Stage 3 Proposed antenna 

Antenna Shape  

    
Bandwidth (GHz) 8.79 – 17.11 8.5871 – 16.61 5.131 – 16.275 4.9 – 15.97 
Gain (dBi) 3.69 3.81 5.63 5.81 
Directivity (dBi) 3.72 3.86 5.66 5.85 
3dB BW (degree) 60.6  59.6 ˚ 59.2  58.8 
Radiation Efficiency (%) 99.21 98.88 99.27 98.93 
Total Efficiency (%) 94.46 96.00 98.88 98.42 

Radiation 
Pattern 

E - Plane 

   

H - Plane 

  

3D 

 

it [16] and increasing the gain of the antenna. The dimen-
sion of the proposed cavity structure is 40 mm x 36 mm x
13.1618194 mm. The front side of the cavity structure is
shown in Fig. 10 (a). The top side of the cavity structure
is shown in Fig. 10 (b). Figure 11 shows the return loss

  
(a) (b) 

Fig. 4. The fabricated antenna (a) top view and (b) back
view.

Fig. 5. The return loss of the fabricated antenna and sim-
ulated antenna.
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Fig. 6. The radiation pattern of the proposed antenna with
metamaterial from the front side and backside.

Fig. 7. The XZ plane of the radiation pattern.

Fig. 8. The 2D flat antenna and bending around a radius
at 30, 60, 90, 120, and 180 mm.

Fig. 9. The return loss results at different bending radii.

results of bending the antenna with a radius of 90 mm
without a cavity and cavity-backed antenna. Figure 12
shows the 3D radiation pattern of the cavity-backed an-

 
(a) (b) 

Fig. 10. (a) The front side of the cavity structure. (b) The
top side of the cavity structure.

Fig. 11. The return loss of bending antenna without cav-
ity and cavity-backed antenna.

tenna, one noticed that the cavity increases the directivity
of the wearable antenna from 5.852 dBi to 10.65 dBi and
the beam width (angular width) changes from 58.8% to
50.3% at the same frequency 9.4 GHz. The gain changes
from 5.805 dBi to 10.6 dBi. Figure 13 shows the radia-
tion pattern in the x-z plane.

III. THE PROPOSED DETECTION SYSTEM
A. Breast phantom

A heterogeneous phantom is used. It is structured in
a 3-D hemisphere shape. It consists of various layers of
breast tissues (skin, fat, glandular tissues, and tumors).
Figure 14 shows the different layers of the proposed
heterogeneous phantom. Tables 4 and 5 show the di-
mensions of the different layers of the breast and the
electromagnetic parameters (Thickness T , outer radius
Rout (mm), inner radius Rin (mm), Relative permittivity (ε),
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Fig. 12. The radiation pattern of the proposed antenna
with cavity from the front side and backside.

Fig. 13. The XZ plane of the radiation pattern.

conductivity (σ ), Density(ρ), Specific heat capacity (cp),
and Thermal conductivity (k)) respectively [17, 18].

B. Antennas setup

Four antennas are bent around the human breast. An-
tenna 1 and antenna 3 are opposite to each other, antenna
2 and antenna 4 are opposite to each other, each antenna
far distance from the breast skin by 38 mm, and the ra-
dius of the bending of the antenna is equal to 90 mm. The
distance between the cavity and the antenna is 10 mm.
The radius of the bent cavity is 100 mm. Figure 15 shows
the front and top sides positions of the proposed cavities
backed by bent antennas and the breast phantom.

IV. RESULTS AND DISCUSSION
A. Tumor detection

Breast cancer originates in the glandular tissue of
the breast, so we always try to detect and locate the tu-

Fig. 14. Different layers of the proposed heterogeneous
phantom.

 
(a) (b) 

Fig. 15. (a) The front side of the detection system, (b)
The top side of the detection system.

Table 4: Breast different layers of breast dimensions
Tissues T (mm) Rout (mm) Rin (mm)

Skin 5 60 55
Fat 15 55 40
Glandular 40 40 0

mor early within this glandular tissue (stage I), where it
is less likely to spread. Firstly, the proposed system is
operated in the case of healthy breast tissues free of any
tumors and then reports the coupling coefficients of the
four proposed antennas for comparison with the coupling
coefficients in the situation of unhealthy tissue contain-
ing tumors. Next, we split the glandular layer within the
proposed breast into four quadrants: I, II, III, and IV. We
hypothesized a tumor in the first quadrant, simulated the
proposed system, and recorded the results again. After-
ward, the tumor was eliminated from the first quadrant
and immersed in another quadrant, and the system was
simulated and the results were recorded again. The sim-
ulations were performed 4 times for each position of 4
tumor locations: P1 in quarter I, P2 in quarter II, P3 in
quarter III, and P4 in quarter IV. The phantom quadrants
and the positions of tumors are shown in Fig. 16.

The reflection coefficients S11, S22, S33, and S44 for
five cases, healthy breast tissue cases, and the four posi-
tions of the tumor in the unhealthy tissue at 9.34 GHz
are presented in Table 6 and Fig. 17–20, respectively.
Figure 21 shows the coupling between the four adjacent
antennas, where a very low coupling, very good isola-
tion, and good spatial diversity are achieved, where the
coupling coefficients S12 is −47.57 dB at 9.47 GHz, S13
is -48 dB at 8.35 GHz and S14 is −47.32 dB at 9.47 GHz.

In the absence of a tumor case, the coupling coeffi-
cient S11 is equal to S44 and S22 is equal to the coupling
coefficient S33. In the case of a tumor in the first quadrant
(P1), the values of S22 and S44 remain equal to the same
values as it was in the absence of a tumor but the values
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Table 5: The electromagnetic parameters of the proposed phantom

Tissues

Dielectric properties

ρ (Kg/m3) cp (J/K/Kg) k (W/K/m)ε
(F/m)

σ (S/m)

Skin 36 4 1085 3765 0.4
Fat 9 0.4 1069 2279 0.3
Glandular 11−15 0.4−0.5 1050 3600 0.5
Tumor 50 4 1050 3600 0.5

Fig. 16. The phantom splitting and the positions of
tumors.

Table 6: The reflection loss of the five cases
Tumor positions

No
tumor

P1 P2 P3 P4

S11
(dB)

25.5 34.5 25.4 34.7 25.4

S22
(dB)

28.3 28.1 66.4 28.1 61.9

S33
(dB)

28.3 63.6 28 68.5 28

S44
(dB)

25.5 25.4 34.5 25.4 34.3

of S11 and S33 change so that the value of S33 is greater
than the value of S11 and less than 65 dB. In the case of
a tumor in the second quadrant (P2), the values of S11
and S33 remain equal to the same values as it was in the
absence of a tumor but the values of S22 and S44 change
so that the value of S22 is greater than the value of S44
and greater than 65 dB. In the case of a tumor in the third
quadrant (P3), the values of S22 and S44 remain equal to
the same values as it was in the absence of a tumor but

Fig. 17. The reflection coefficients S11 for all cases.

the values of S11 and S33 change so that the value of S33
is greater than the value of S11 and greater than 65 dB. In
the case of a tumor in the fourth quadrant (P4), the values
of S11 and S33 remain equal to the same values as it was
in the absence of a tumor but the values of S22 and S44
change so that the value of S22 is greater than the value
of S44 and less than 65 dB.

The simulations were done at different distances be-
tween the antenna and the cavity at 5, 10, and 15 mm
but the best results were at 10 mm. Many parameters af-
fect that distance as antenna resonance frequency and the
tumor positions.

B. Specific Absorption Rate (SAR) analysis

Faraday’s law states that the magnetic field of the
coil transmits radio frequency energy and generates an
electric field within the tissues of the human body and
the absorbed radio frequency energy is recycled into heat
[19]. Therefore, tissue heating has health effects on pa-
tients as a result of their exposure to radio frequency, and
these effects can be measured and controlled by the so-
called Specific Absorption Rate (SAR) [20]. The Spe-
cific Absorption Rate (SAR) is a measure of the absorp-
tion rate of Radio Frequency (RF) power by biological
tissue while it is exposed to Radio Frequency (RF) en-
ergy. For calculating the SAR value, we need a volume,
its mass has 1 gram or 10 grams and this volume must be
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Fig. 18. The reflection coefficients S22 for all cases.

Fig. 19. The reflection coefficients S33 for all cases.

Fig. 20. The reflection coefficients S44 for all cases.

Fig. 21. The coupling coefficients S12, S13, and S14 for
the proposed detection system.

a cubic shape and contains the peak electric field by the
condition of the IEEE Standard 1528 [21].

The local SAR is the value of SAR at each point
inside the phantom tissues [W/Kg] and it is defined by
Eq.1 [20]:

SARlocal (r,ω) =
σ(r,ω) |E(r,ω)|2

2ρ(r)
. (1)

The average SAR is the integral of the local SAR at
each point on the cube and then divided by the mass of
the cube and it is defined by Eq.2:

SARaverage (r,ω) =
1
v

∫ σ(r,ω) |E(r,ω)|2
2ρ(r)

dr, (2)

where σ(r,ω) is the conductivity of the material of the
phantom [S/m], ρ(r) is the mass density of the tissue
[Kg/m3], E(r,ω) is the electric field [V/m],(r) is the po-
sition vector, and ω is the frequency.

The SAR analysis of the heterogeneous phantom us-
ing the proposed bending antenna system is carried out

Fig. 22. The maximum spatial average SAR value
using 1g.
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by the Biomedical environment of the CST. The spa-
tial average of SAR values of 1 g and 10 g volumet-
ric samples for heterogeneous phantoms are analyzed
at 9.34 GHz frequency. These results (Fig. 22) show
that the maximum spatial average SAR value using 1g
and 10g samples are 0.0563 [W/Kg] and 5.2 × 10−4
[W/Kg]] respectively at 0.5 W at the phantom. These val-
ues are significantly below the maximum limit assigned
by Federal Communications Commission (FCC) in the
United States, which is 1.6[W/Kg] averaged over 1 g vol-
ume, and the standard in Europe, is 2 [W/Kg] averaged
over 10 g volume.

V. CONCLUSION

A configuration and implementation of a UWB
wearable antenna were introduced to detect the
malignant tissues inside the human breast. The UWB
wearable antenna bandwidth extends from 4.90 GHz to
16 GHz. Good agreement was achieved between mea-
sured and simulated results. The proposed cavity-backed
antenna achieved high directivity, high gain, and reason-
able beamwidth. A heterogeneous breast phantom with
a 3mm tumor radius was tested at 9.34 GHz for tumor
detection and localization processes. SAR results were
investigated using 1g and 10g standards and had shown
the appropriateness of the proposed antennas for breast
cancer early detection and localization system.
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Abstract – A dual-band bandpass plasmonic filter based
on quarter-wavelength effective localized surface plas-
mon resonators (ELSPRs) is proposed in this work.
Compared with conventional microstrip resonators, EL-
SPRs have a larger unloaded quality factor and compact
size, which can be flexibly designed. Since the harmon-
ics of quarter-wavelength ELSPRs are located only at
odd times of their dominant mode frequency, we can not
only miniaturize the filter but achieve excellent out-of-
band rejection performance. For demonstration, we de-
sign and fabricate a dual-band bandpass plasmonic fil-
ter, whose size is only 0.0396 λ 2

0 , the center frequency
is 3.1 GHz and 3.6 GHz, and the relative bandwidth is
10.7% and 7.7% respectively. Measurement results show
excellent agreement with the simulations. Our results
provide a route for realizing ultra-compact and high-
performance functional devices for the fifth generation
(5G) applications.

Index Terms – dual-band bandpass filter, effective local-
ized surface plasmons, harmonic suppression.

I. INTRODUCTION

In recent years, dual-band and multi-band band-
pass filters are in high demand for module miniaturiza-
tion in modern mobile communication systems. Various
dual-band bandpass filter (DBPF) structures have been
proposed and implemented. For instance, a substrate-
integrated waveguide DBPF [1] with low insertion loss
and flattening features was proposed. However, its size
is still relatively large, and the return loss is not more
than 15 dB. A differential dielectric strip resonator
(DSR) filter with a dual-band bandpass was realized
by loading a pair of ground bars underneath the tra-
ditional half-wavelength DSR with high permittivity
[2]. Although the unloaded quality factor (Qu) of this

structure reaches 695, it is not flat and compact enough.
Although stepped-impedance resonators (SIRs) are com-
monly used in the DBPF design [3, 4], their application is
limited since the resonance frequencies of different SIRs
modes are interrelated. Although great effort has been
made for multimode resonators [5-11] in the DBPFs de-
sign, improvement in balancing various indicators such
as Qu, insertion loss (IL), and size is still limited.

Recently, a novel effective localized surface plas-
mon resonator (ELSPR) has been proposed in [12–16].
A simplified half-wavelength ( λg

2 , λg denotes the guide
wavelength of the resonator at the center frequency) pla-
nar ELSPR was put forward and used as a building block
in bandpass filter design. The ELSPR is much smaller
compared with the conventional microstrip resonator
thanks to the high dielectric constant ceramic used. Addi-
tionally, the ELSPR has a much higher quality factor than
the conventional microstrip resonator. For conventional
BPFs based on parallelly-placed microstrip resonators,
most energy is transmitted through the lossy substrate
between two adjacent microstrip resonators which would
lead to large IL. However, for the ELSPR-based BPF de-
sign, the medium between two adjacent ELSPRs is the
air, which can greatly decrease the insertion loss. So, in
this work, we go one step further and use the quarter-
wavelength ELSPRs in the BPF design to further de-
crease the filter size and suppress even harmonics.

In this paper, based on our recent work on single-
bandpass filter design using λg

2 ELSPRs, we propose a

DBPF based on quarter-wavelength ( λg
4 ) ELSPRs, which

is of compact size, high return loss (RL), low IL, and
large Qu.

II. QUARTER-WAVELENGTH ELSPR

As the number of metal wires decreases from 6
to 2 in Figs. 1 (a)-(c), we can observe that hexapolar
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Fig. 1. (a-c) Cross-sectional view and magnetic field distribution of the hexapolar ELSPR, dipolar ELSPR, and planar
dipolar ELSPR respectively. (d) A simplified ELSPR with open circuits at both ends. (e) A simplified ELSPR with
short circuits at both ends. (f) A λg

4 planar ELSPR with a short circuit at one end and an open circuit at the other end.
The ‘blue’ region denotes the dielectric substrate and the ‘grey’ part denotes the metal patch.

resonance could not be supported and only dipolar res-
onance survives. Also, the ELSPR with a rectangular
cross-section can be readily fabricated and integrated
with planar circuits. Two λg

2 ELSPRs with the same
length 2l and cross-section dimension are shown in
Figs. 1 (d) and (e). The only difference is that the λg

2 EL-
SPR in Fig. 1 (d) has two open ends and that in Fig. 1 (e)
has two shorted ends. However, they have nearly the
same resonance frequencies. For further miniaturization,
we proposed an λg

4 ELSPR in Fig. 1 (f), which is open
at one end and short at the other end. Based on image
theory, this λg

4 ELSPR is equivalent to a λg
2 ELSPR in

terms of its fundamental mode frequency. According to
[15], the fundamental mode frequency of the proposed
λg
4 ELSPR can be calculated as:

fa =
c
√

2
Re(εr+1)

4l
, (1)

where, c is the speed of light in a vacuum, εr is the rel-
ative permittivity of the medium, and l is the physical
length of the λg

4 planar resonator.
Figures 2 (a) and (b) show the electric field lines of

the λg
4 ELSPR at the open and shorted ends, and it can

be seen that the ELSPR mode is only located at the open
end. For comparison between the λg

2 and λg
4 ELSPRs, we

consider in Fig. 2 the evolution of the dipolar mode’s res-
onance frequency and quality factor with the variations
of the resonator’s dimensions. In Fig. 2 (c), we observe

that the resonance frequencies of both λg
2 and λg

4 ELSPRs
decrease with increasing length l when the metal width
wm = 0.5mm is kept constant and is insensitive to the
variations of the side length w. In Fig. 2 (d), for both EL-
SPRs, the Qu increases with the increase of wm when w
is fixed and the length l = 10mm is kept constant. We
also observe in Fig. 2 (e) that the Qu of both the two res-
onators decreases with the increase of the length l while
the side length w = 2mm and metal width wm = 2mm are
kept constant. In contrast, the λg

4 ELSPR has a lower Qu

than the λg
2 one due to the increasing metallic loss at the

shorted end. In Fig. 2 (f), we also compare the mode fre-
quency distributions for both λg

2 and λg
4 ELSPRs with the

same fundamental mode frequency at 3.3GHz. It is ob-
vious that the λg

4 ELSPR has resonances located only at
odd times of its fundamental mode frequency. For clear-
ance, the resonance frequencies and Qu of the first five
modes for the λg

2 ELSPR and the first three modes of the
λg
4 ELSPR are calculated and listed in Table 1. In the

next section, the λg
4 ELSPR is used as a basic unit in the

DBPF design.

III. DUAL-BAND BANDPASS FILTER BASED

ON PLANAR
λ g
4 ELSPR

A. Design of single-band
λg
4 bandpass filter

In general, to implement a DBPF, one should first
design two third-order single bandpass filters separately
and then combine them by using T-junctions. For the
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Fig. 2. (a) and (b) Electric field line distributions at the open and shorted end respectively. (c) Evolution of the reso-
nance frequencies of ELSPRs with different l and w. (d) Evolution of Qu with the variation wm. (e) Evolution of Qu

with the variation l. (f) Evolution of the resonance frequencies of the λg
4 and λg

2 planar ELSPRs with mode number.

Table 1: Comparison of the resonance modes and the corresponding Qu of the λg
2 and λg

4 planar ELSPRs

Mode 1 Mode 2 Mode 3 Mode 4 Mode 5

f0 Qu f0 Qu f0 Qu f0 Qu f0 Qu
λg
2 3.46 809 6.47 1152 9.20 1418 11.73 1650 14.85 1222

λg
4 3.26 797 9.09 1353 14.12 1771 / / / /

low 5G band or sub-6GHz (450MHz-6GHz) applica-
tion, two representative center frequencies of 3.1GHz
and 3.6 GHz are employed respectively for the design of
the proposed ELSPRs. For each ELSPRs-based bandpass
filter, the same design framework is shown in Fig. 3 (a),
in which three λg

4 ELSPRs are parallelly placed to real-
ize the band-pass filtering function through their mutual
coupling. Hereinafter, to better understand the overall de-
sign process of the ELSPRs-based filter, we take the cen-
tral operating frequency of 3.6 GHz as an example and
list the design steps of the single bandpass plasmonic fil-
ter as follows (we remark that the design in our work can
cope with various design requirements, and the operating
frequencies can be flexibly tuned by changing the EL-
SPRs’ geometry):

Step 1: Given design specifications as:

1. Center frequency: f0 = 3.6 GHz ;
2. Relative bandwidth: FBW=7.7% ;
3. RL > 20 dB ;

4. IL < 1 dB.

Step 2: Select a three-pole Chebyshev low-pass filter
prototype with a bandpass ripple of 0.1 dB. With the
normalized low-pass cutoff frequency Ωc = 1, the low-
pass prototype parameters are g0 = 1, g1 = 1.0316, g2 =
1.1474, g3 = 1.0316, and g4 = 1, respectively. Thus,
we can determine the coupling coefficients and external
quality factor (Qe) as [17]:

M12 = M23 =
FBW√

g2g3
= 0.071, (2)

Qe =
g0g1

FBW
= 13.4. (3)

Step 3: A Ceramic material with a relative permittivity
of 12.3 and loss tangent of 2.36×10−4 is selected as the
material of the resonator. Silver is deposited on the top
and bottom of the dielectric as well as on the short end.
The substrate is made of Rogers RT5880 with a thick-
ness of 0.508 mm. Thus, the ELSPR’s length is 9.5 mm
according to Eq. (1).
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Fig. 3. A Single BPF based on λg
4 planar ELSPR. (a) Schematic diagram of the BPF. (b) Coupling routes. (c) Coupling

coefficient between two adjacent ELSPRs. (d) The calculated Qe of the BPF. (e) and (f) S-parameters of filter I and II
with passband Band 1 and Band 2 respectively.

Table 2: Design parameters of single BPF based on λg
4 planar ELSPR

f0 l w ws d wp
3.1 9.5mm 2mm 2.2mm 7.9mm 1.54mm
3.6 8mm 2mm 2.1mm 7.3mm 1.54mm

Fig. 4. (a) Layout of the proposed DBPF based on λg
4 ELSPR. (b) Coupling routes. (c) and (d) Distributions of the

electric field z-component at the center frequency of 3.1GHz and 3.6GHz respectively. (e) ECM of the proposed DBPF.
(f) S-parameters comparison between the ECM simulation in Advanced Design System and CST simulations.
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Table 3: Design parameters DBPF based on λg
4 planar ELSPRs

l1 l2 w ws1 ws2 d1 d2 wp lm
9.5mm 8.0mm 2.0mm 2.1mm 1.8mm 8.0mm 6.5mm 1.54mm 5.0mm
lm1 lm2 lw1 lw2 ln1 ln2 le1 le2
8.3mm 8.5mm 9.1mm 9.1mm 6.0mm 7.0mm 3.5mm 4.7mm

Table 4: ECM elements for the miniaturized DBPF
Lr1 Lr2 Lr3 Lr4 Lr5 Lr6 L12 L45
0.204nH 0.174 nH 0.313 nH 0.215 nH 0.198 nH 0.217 nH 2.6 nH 3.443 nH
Cr1 Cr2 Cr3 Cr4 Cr5 Cr6 C23 C56
9.05pF 9.981 pF 6.8pF 11.71 pF 9.46 pF 8.031 pF 2.119 pF 1.138 pF
Rr C14 C25 C36 CSL Cp1 Cp2
0.01Ω 0.385 pF 1.495 pF 1.69 pF 0.025 pF 5.544 pF 11.6 pF

Step 4: Find the evolution curve in Fig. 3 (c) of the cou-
pling coefficient Mi j between Resonators i and j (i, j =
1, 2, 3; 4, 5, 6) with the variation of coupling distance s
by using the eigenmode solver in CST, in which Mi j can
be extracted from the following relationship [18]:

Mi j =
f 2
p2 − f 2

p1

f 2
p2 + f 2

p1
, (4)

where fp1 and fp2 indicates the two split resonance fre-
quencies of the two parallelly-coupled ELSPRs. Find the
evolution curve in Fig. 3 (d) of the Qe with the variation
of feeding position d by using the eigenmode solver in
CST, in which Qe can be extracted by [19]:

Qe =
ω0

Δω ±90◦
, (5)

where ω0 is the resonance angular frequency and
Δω ± 90◦ is determined by the absolute bandwidth cor-
responding to the actual phase variation of 90◦ at ω0.

Determine the initial value of s = 1.7mm by fitting
the value from Eq. (2) in Fig. 3 (c) and the initial value of
d = 1.7mm by fitting the value from Eq. (3) in Fig. 3 (d).

Step 5: Optimize the S-parameters of the filter by fine-
tuning s and d. Finally, the expected design specifications
are achieved and shown in Fig. 3 (e), in which the center
frequency is 3.1GHz, the relative bandwidth is 10.7%,
and the RL is greater than 23dB. Figure 3 (f) shows the
S-parameter of the other single pass-band filter with the
center frequency at 3.6 GHz and relative bandwidth of
7.7%. The corresponding optimized structural parame-
ters are listed in Table 2.

B. Design of DBPF based on
λg
4 ELSPR

We then designed a DBPF by introducing two T-
junctions at the input and output ports and combining
the above two third-order single-band bandpass filters.
The electrical length of the two microstrip lines connect-
ing the T-junction and the side resonator in one band-
pass filter is about λg

4 corresponding to the passband cen-

tral frequency of the other one. Thus, the coupling be-
tween these two filters can be minimized. Figures 4 (a)
and (b) show the layout of our proposed ELSPRs-based
DBPF and its corresponding coupling route, respectively.
Figures 4 (c) and (d) show the distributions of the z-
component of the electric fields at the two passband cen-
ter frequencies of 3.1 GHz and 3.6 GHz respectively. It
is seen that the two passbands have very high isolations.
After optimizations in CST, the final structural dimen-
sions in Fig. 4 (a) can be obtained and listed in Table 3.

C. Equivalent circuit model

To facilitate the understanding of the mechanism
of the ELSPs-based DBPF, we give the correspond-
ing model of the equivalent circuit model (ECM) in
Fig. 4 (e). A parallel RLC circuit consisting of equiv-
alent inductance Lri, capacitance Cri, and resistance Rr
can be used to represent the ELSPR. Li j and Ci j represent
the electrical coupling between two adjacent resonators.
Cp indicates port coupling. CSL indicates the electrical
cross-coupling between the load and source. The ECM
elements in Fig. 4 (e) are listed in Table 4 in Fig. 4 (f), the
corresponding S-parameters derived from the ECM in
Advanced Design System and the simulations in CST are
compared. Good consistency between these two curves
indicates that ECM can be reasonable to describe the
DBPF.

D. Fabrication and measurement

Figure 5 (a) shows a picture of the fabricated DBPF,
in which the circuit is encapsulated in a height of 5mm
aluminum shielding box. Two SMA coaxial connec-
tors are used for the signal input and output. The S-
parameters are measured by using the Agilent N5230C
vector network analyzer. Figure 5 (b) shows excel-
lent agreement between the simulated and measured S-
parameters. The two passbands center at 3.1 GHz and
3.6 GHz and the relative bandwidths are about 10.7%
and 7.7%. The insertion losses are less than 0.8 dB
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Table 5: Performance comparison between the proposed ELSPR-based DBPF and other DBPFs in previous works
Reference f0 (GHz) IL(dB) RL(dB) FBW Filter Size
[1] 3.5/5.24 1.52/1.65 15/15 2.86%/3.81% 1.5129λ0

2

[3] 2.45/5.8 1.8/3.0 10/10 12%/7% 0.0452λ0
2

[8] 2.4/5.2 0.6/1.4 12/12 13.7%/6.3% 0.1932λ0
2

[20] 2.4/5.2 3.6/3.1 15/23 5.8%/6.4% 0.0240λ0
2

[21] 4.32/5.52 2.79/2.92 27.8/25.6 5.76%/4.98% 0.0635λ0
2

This work 3.1/3.6 0.53/0.75 20/20 10.7%/7.7% 0.0396λ0
2

Fig. 5. (a) The fabricated DBPF. (b) Simulated and mea-
sured S-parameters.

and the return losses are higher than 20 dB in both
pass bands. The upper stopband rejection is greater than
20 dB over a wide frequency range from 4 to 6 GHz. The
electrical size of the DBPF is approximately 0.0396 λ 0

2.
Compared with published DBPFs in [1, 3, 8, 20, 21]
in Table 5 (λ0 denotes the free-space wavelength at the
center frequency). It is seen that the proposed ELSPRs-
based DBPF features an excellent balance among various
indices including IL, RL, size, and bandwidth.

IV. CONCLUSION

In this work, we explore the characteristics of λg
4

ELSPR and design a compact DBPF by using λg
4 pla-

nar ELSPR to suppress even-order harmonics. Simula-

tion and measurement results show that the DBPF can
achieve an ultra-compact size, easy integration, low in-
sertion loss, high selectivity, and wide out-of-band rejec-
tions. Our design provides a new route to design compact
DBPFs and has potential applications in 5G communica-
tion systems.
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Abstract – This article describes a new compact para-
sitic patch-loaded transparent patch antenna with a cop-
per ground plane for wireless-fidelity (Wi-Fi) and 5th

generation (5G) millimeter-wave (mm-wave) applica-
tions. The proposed antenna uses two rectangular para-
sitic patches with a rectangular main radiation patch. The
L-shaped strips are also added to the main radiation patch
and one of the rectangular parasitic patches to cover both
the sub-6 GHz and beyond 6 GHz mm-wave 5G fre-
quency spectrums. The same transparent patch antenna
with a solar ground plane is built, and its effect is para-
metrically studied alongside the integration of a poly-
crystalline silicon solar cell. The proposed antennas with
a dimension of 42×30×2 mm3 are fabricated and exper-
imentally validated for impedance and radiation char-
acteristics. In terms of impedance bandwidth, the pro-
posed copper ground plane antenna offers 36.89% (5.04-
7.32 GHz), 5.15% (14.35-15.11 GHz), 6.23% (27.08-
28.79 GHz), and 21.34% (31.64-39.81 GHz). The solar
cell serves as both a photovoltaic generator and the
ground plane of the transparent antenna. The same radi-
ating patch with a solar ground plane offers impedance
bandwidth of 36.03% (4.47-6.56 GHz), 14.4% (9.6-
11.12 GHz), 2.55% (22.14-22.71 GHz), and 27.9%
(28.79-39.05 GHz) for 5G applications.

Index Terms – 5G applications, integrated antennas,
mm–wave, patch antennas, solar cells.

I. INTRODUCTION

The intensive research into 5G technology is a
strong sign of the technological transformation required

to address the growing demand and needs for high-speed
connectivity and Internet of Things (IoT)-based applica-
tions. Researchers can refine their study objectives and
contribute to progress, thanks to the timely improvement
in 5G technology. Not only smartphones, but also various
IoT devices will use 5G technologies to provide various
services such as smart buildings, smart cities, and more,
which will necessitate a 5G antenna with low latency,
low path loss, and a steady radiation pattern [1]. With all
these services and features, the demand for a high data
rate will rise in the future.

To meet the demands of sufficient bandwidth and
higher data rates for next-generation wireless commu-
nications, mm-wave frequency bands are emerging to
overcome over-utilized spectra below 6 GHz and become
a good choice for next-generation wireless communica-
tions. As of now, 4G long-term evolution (LTE) tech-
nology has integrated a number of commercial services
that have high data rates, high-speed connectivity, and
high throughput into a single network. Nonetheless, this
large update poses certain bandwidth limitation difficul-
ties, which limit the demand for an advanced wireless
network. Therefore, mm-wave 5G technology is one of
the best ways to get faster data speeds because it uses
more carrier frequencies. In terms of wireless communi-
cation, microstrip antennas are one of the best options for
mm-wave applications because they have a small foot-
print and are cheap to make and use.

Several articles on the co-design of 4G and 5G have
been published [2–7]. Due to the limited space in smart-
phones, combining 4G LTE and 5G mm-wave antennas
is difficult. Several feeding strategies based on slotted
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arrays [8] and proximity-coupled feeding [9] have been
reported to improve the radiation characteristics of 5G
antennas. Antenna-in-Package (AiP) is a packaging tech-
nology that incorporates active chipsets and mm-wave
antennas into ordinary surface-mount devices to achieve
high integration [10, 11]. MIMO systems [12, 13] require
special consideration due to their simultaneous radiating
capabilities, which result in increased channel capacity.
The antenna array in a mobile device should produce two
orthogonal polarizations to avoid multipath fading and
allow MIMO to work at higher data rates [14, 15].

Numerous ways have been proposed by researchers
to improve the operational bandwidth, radiation gain,
and η (efficiency) of mm-wave patch antennas. Defected
ground structure (DGS) with different shapes and sizes is
one of the most extensively used approaches in antennas
[16, 17] for reducing component size, increasing opera-
tional bandwidth and gain, and suppressing higher-order
harmonics and undesirable cross-polarization. Metama-
terials are a potential technology for improving mm-
wave antenna performance, miniaturization, and ease
of manufacture [18, 19]. Vertically connected split
ring metaplates [20] and double-layer concentric ring
metaplates [21] are used to improve the gain per-
formance of a patch antenna that can be used in
mm-wave (5G).

It has been proposed to widen bandwidth by load-
ing stacked or coplanar parasitic patches around a
microstrip patch. Proposals include stacking parasitic
patches on top of an inset-fed patch [22], a radiation
element composed of a slim rectangular patch with a
surrounding U-shaped parasitic patch [23], by incorpo-
rating two semicircular-shaped parasitic patches [24],
and a microstrip patch fed by a coaxial probe is loaded
with coplanar parasitic patch arrays [25]. To suit cost-
effective needs, an FR4 printed circuit board has recently
been used as the substrate. Many low-cost mm-wave
antennas [26–32] have been reported, including planar
inverted-F antennas (PIFA) [28], U-shaped slot patch
antennas [29], ball grid array (BGA) packaged ring slot
antennas [30], BGA surface-mount bowtie antenna [31],
and double-curved metal in multilayer printed circuit
boards [32].

Advanced feeding design, elaborate parasitic struc-
tures, and improved beam scanning capability for 5G
mobile terminals support the dual-polarized feature with
multiband coverage [33, 34]. Many circularly polarized
mm-wave antennas have been reported, including a slot-
ted SIW cavity antenna [35] and a special-shaped ring-
slot structure on the ground layer with an Archimedean
spiral radiator [36]. For high-speed point-to-point mm-
wave data transfer, researchers have come up with a dual-
array antenna system with a compact feeding network
[37], a reflectarray resonant element based on a dielec-

tric resonator antenna (DRA) [38], and a dual-band array
antenna design with a beam-steerable property [39].

The growth of low-power embedded devices in
consumer and commercial applications has encouraged
alternative energy research. It includes wireless net-
works, power transfer, the IoT, and electric cars. IoT pro-
liferation requires more scalable and robust communi-
cation networks that can supply greater data rates while
using less energy per device. Many independent devices
use solar energy to power equipment due to the rapid
growth of solar cell technology and the necessity to work
on green connectivity with Earth- and space-based com-
munications systems. Solar cell manufacturing surfaces
are limited and must be shared with other components
and communication systems. One of the best ways to
share exposed surface area, lower device costs, and make
sure everything works together is to combine antennas
and solar cells. The integration of antennas with solar
cells is thus attractive, with many designs reported in the
literature [40–63]. The current state of the art in inte-
gration strategies can be divided into two categories:
sub-solar integrated type and super-solar integrated type.
The antennas of the sub-solar integrated type are placed
beneath the solar cells, while the antennas of the super-
solar integrated type are placed above the solar cells.

Sub-solar integrated type antennas [40] have been
created for 2.225 GHz micro and large spin satellites,
with solar cells positioned on or around the antenna.
The stepped slot sub-solar antenna [41], which covers
5.12-5.36 GHz and 7.32-8.02 GHz where the solar cell
works as an RF ground plane, is proposed for Wi-Max
and future mobile communications. Sub-solar techniques
[42–48] for autonomous communication systems use slot
antennas positioned beneath the solar panel so that the
emitting surface is not shaded. The antenna element
should be small and placed between the solar cells. As
a result, the super solar approach is gaining popularity.

Transparent meshed patch antennas for the super-
solar approach have properties similar to normal
microstrip patch antennas while using less metal and
being optically transparent for cube-sat and other small
satellites around 2.4 GHz applications [49–53], self-
powered UWB applications [54], and Ku-band ground-
to-space satellite communications [55]. A transparent
conformal slot antenna [56] has been reported for
X-band cube-sat applications. Transparent conductive
oxide (TCO) patch antennas have been described for
terrestrial applications [57], UWB wireless communica-
tions and RF energy harvesting [58], and X-band appli-
cations [59]. For X-band and cube-sat applications, an
optically transparent reflectarray antenna on solar cells
[60, 61] is described. The super-solar opaque antenna
[62] for remote sensing systems consists of a small slot
antenna that shadows the solar cells and patch antennas
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that are placed between the solar cells. To date, there
has been no in-depth discussion of the mm-wave patch
antenna in combination with a solar cell.

A tetra-band suspended parasitic patch loaded trans-
parent patch antenna with ground planes of both copper
and the solar cell is provided in this study, and it serves as
a 5G for sub-6 GHz and beyond 6 GHz mm-wave appli-
cations. Simulations of the design using Computer Sim-
ulation Technology’s (CST) Microwave Studio (MWS)
Software yield encouraging results.

II. ANTENNA DESIGN AND ANALYSIS

The proposed compact transparent antenna geom-
etry and its dimensions are illustrated in Fig. 1. The
antenna is made up of two rectangular parasitic patches
connected by the primary radiation patch. Furthermore,
two L-shaped strips are inserted on the primary radia-
tion patch and the right side of the rectangular parasitic
patch. The main rectangular patch, parasitic patches, L-
shaped strips, and infinite ground plane are all built from
0.025 mm thick copper foil.

The transparency of the antenna is achieved by
using a transparent substrate having dimensions of
42×30×2 mm3 in the form of Plexiglass, having a
loss tangent of 0.00037 and a dielectric constant of
3.4, which is calculated using the cavity perturbation
method [64, 65].

The resonance frequency of the cavity is described
as follows:

fmnp =
υ

2
√μrεr

√(m
a

)2
+

(n
b

)2
+

( p
d

)2
Hz, (1)

where f mnp is the resonant frequency, with mode num-
bers m, n, and p and corresponding dimensions a, b, and

Fig. 1. Geometry and dimensions of the proposed
antenna.

d; μr and εr are the relative permeability and permittiv-
ity of the cavity filling; and υ is the speed of light in
vacuum, respectively. In this case, by using microwave
cavity perturbation theory, the dielectric properties of the
sample are determined by means of the differential mea-
surement between the empty and a sample-filled cavity
resonator. The permittivity ε of the substrate sample is
described as follows:

ε =

(
Vc

Vs

)(
fc − fs

2 fs

)
, (2)

where Vc and Vs are the volumes of the empty cav-
ity and the sample inserted, f c and f s are the reso-
nant frequencies of the empty cavity and the sample
inserted, respectively. The conductive patch and ground
are glued to the plexiglass using adhesive so as to over-
come the air gap while sticking the copper foil. Further-
more, the same transparent patch antenna is integrated
with a poly-silicon solar cell ground plane with a thick-
ness of 0.2 mm and the same dimensions as the antenna
substrate. Figure 2 shows the fabricated prototype of the
antennas.

CST-MWS numerical simulation software based on
the Finite-Difference Time-Domain (FDTD) approach is
used to carry out and optimize the proposed antenna
designs and simulations. In addition, the feed point is
carefully selected and optimized for impedance match-
ing. Figure 3 depicts the evolution of the proposed 5G
mm-wave radiator. Figure 4 depicts the S11 properties
during the evolution steps. The antenna design starts with
a simple rectangular microstrip patch radiator, whose
length and width are determined by the basic rectangular
antenna equations [66].

The width W, the effective dielectric constant εe f f ,
effective length Le f f , length extension ΔL, and the actual
length L of the patch can be computed as follows:

W =
c

2 fr

√
2

εr +1
, (3)

εe f f =
εr +1

2
+

εr −1
2

1√
1+12 h

W

, (4)

Le f f =
c

2 fr
√εe f f

, (5)

ΔL = 0.412h

(
εe f f +0.3

)(W
h +0.264

)(
εe f f −0.258

)(W
h +0.8

) , (6)

and
L = Le f f −2ΔL, (7)

where f r is the resonance frequency, c is the speed of
light in free space, h is the substrate thickness, and εr
is the relative permittivity of the dielectric substrate,
respectively.

Figure 3 (a) shows a rectangular microstrip patch
with a coaxial-fed that can resonate at frequencies rang-
ing from 4.66 GHz to 5.42 GHz. Furthermore, as shown
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(a)                                         (b) 

Fig. 2. Photograph of the fabricated antenna: (a) Copper
ground plane; (b) Solar cell ground plane.

Fig. 3. Evolution of the proposed patch antenna: (a)
Primary rectangular patch radiator. (b) Two rectangular
parasitic patches incorporated in antenna 1. (c) First L-
shaped strip incorporated in antenna 2 on the right side
of the rectangular parasitic patch. (d) Second L-shaped
strip incorporated additionally in antenna 3 on the pri-
mary rectangular patch radiator.

in Fig. 3 (b), two rectangular parasitic patches are inte-
grated adjacent to the bottom of the microstrip line to
cover the 3.9-4.66 GHz, 18-20.2 GHz, and 25-28.8 GHz
frequency spectrums with an |S11|≤−10 dB. Further-
more, by attaching the first L-shaped strip to the right
side of the rectangular parasitic patch (see Fig. 3 (c)),
we obtain resonant modes with frequencies ranging from
4.28-5.04 GHz to 17-18.3 GHz, 24.8-26.3 GHz, and
33.2-38.7 GHz, respectively. Furthermore, by including
the second L-shaped strip on the main radiation patch
(see Fig. 3 (d)), three resonant modes covering the 4.85-
6.18 GHz Wi-Fi sub-6 GHz band, 14.16-15.49 GHz, and
29.89-39.81 GHz 5G mm-wave were excited. Due to its
super wide bandwidth, the simulation results show that
Antenna 4 (see Fig. 3 (d)) is more suitable for use in
future 5G mm-wave communications, and it is also sim-
ple in design with ease of manufacture.

The surface current distribution of the antenna can
be used to study the resonant properties of the pro-
posed plexiglass-based transparent patch antenna with
a copper ground plane. Figure 5 depicts the proposed
antenna’s simulated surface current distribution at fre-

Fig. 4. S11 characteristics during the evolution steps.

               
(a) 5.42 GHz                                                  (b) 15.3 GHz                                     (c) 29 GHz 

               
(d) 31.6 GHz                                            (e) 36.2 GHz                                      (f) 38 GHz 

Fig. 5. Snapshots of the simulated current distributions
of the proposed antenna at different frequencies.

quencies of 5.42, 15.3, 29, 31.6, 36.2, and 38 GHz, with
the high-pitched color representing the strongest surface
current distribution area. According to this, at 5.12 GHz,
the majority of the power is radiated across the sur-
face of the antenna’s rectangular parasitic patches and L-
shaped strips, whereas at 15.3 GHz, the primary radiator,
two L-shaped strips, and the right-side rectangle para-
sitic patch have the most power. The results demonstrate
that the two L-shaped strips have the greatest influence
on the formation of resonance modes in the lower and
upper bands, respectively. Similarly, at 29, 31.6, 36.2,
and 38 GHz, the most power is emitted on the surface
of the primary radiator and rectangular parasitic patches
placed near the microstrip feed, resulting in super wide-
band performance.

III. MEASUREMENTS AND RESULTS

The fabricated prototype, displayed in the inset of
Fig. 6, was characterized in the frequency range of 1-
44 GHz using a microwave vector network analyzer
(serial number: KEYSIGHT N9951A). In Fig. 7, the sim-
ulated and measured |S11| and VSWR responses of two
cases of the proposed transparent patch antenna with the
copper ground and solar cell ground are compared.

Table 1 shows the measured results of the proposed
antennas at the desired operating band of frequencies,
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Fig. 6. Snapshots of the KEYSIGHT N9951A Network
Analyzer for measuring S-parameters.

 
(a) 

(b) 

Fig. 7. (a) Measured and simulated return loss |S11| of the
proposed antenna. (b) Measured and simulated VSWR of
the proposed antenna.

allowing them to operate in the Wi-Fi and 5G operational
bands. There is a reasonable accord between the exper-
imental results and the simulated results for the pro-
posed transparent antenna. However, some minor devi-
ations are observed due to losses (transmitting antenna,
connector, and cable loss) in the measurement setup, fab-
rication tolerances, and the resulting imperfections in the
resulting dimensions.

The far-field radiation patterns are measured in an
anechoic room with a standard horn antenna. Figure 8
shows the antenna under test (AUT) in the anechoic

chamber. For pattern characteristics measurement, the
transmitting horn antenna and test antenna (TA) were
separated by a distance of 4 m. Now, the E-plane radi-
ation patterns of the proposed transparent antenna were
estimated by both simulation and experiment. They were
then plotted in Figs. 9 (a)-(d) for frequencies of 5.5,
28.79, 36.7, and 38.1 GHz, respectively. A good correla-
tion is achieved between simulated and measured omni-
directional radiation patterns. Table 2 shows the simu-
lated and measured peak gains of proposed antennas at
the desired operating band of frequencies.

A dedicated set of measurements to evaluate
the effects of the proposed patch integrated into the
photovoltaic generation of solar cells is also described.
The open-circuit voltage (VOC) and short-circuit current
(ISC) of solar cells are measured under the midday sun to
assess the shading effect on solar photovoltaic output, as
illustrated in Fig. 10.

From the measurement, the solar cell carries the
current ISC = 97.4 mA with the voltage VOC = 4.35 V
when there is no integrated antenna with the solar cell.
Nevertheless, the identical solar cell is integrated with
an antenna; the measured ISC current and VOC voltage
are 61.4 mA and 3.88 V, respectively. The open-circuit
voltage has a small difference, as expected because a rel-
atively stable open-circuit voltage is a feature of solar
cells in partially shaded scenarios. The small decrease
in short-circuit current mismatches the theoretical trans-
parency, which may be caused by non-strict conditions of
measurement. The voltage-current (VI) characteristic of

Fig. 8. Photograph of the measurement environment,
which includes the anechoic chamber, the standard horn
antenna, and the proposed antennas.

           
 

        (a) 5.5 GHz                            (b) 28.79 GHz                       (c) 36.7 GHz                       (d) 38.1 GHz 

Fig. 9. Gain radiation pattern of the proposed antenna for
(a) 5.5 GHz, (b) 28.79 GHz, (c) 36.7 GHz, (d) 38.1 GHz.
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Table 1: Measured results of the proposed antennas

Antenna Type

Operating band

of frequencies

(GHz)

Impedance

bandwidth (%)

S11 (dB) VSWR

Transparent antenna with a copper ground plane

5.04–7.32 36.89 −14.67 1.44
14.35–15.11 5.15 −13.04 1.57
27.08–28.79 6.23 −12.25 1.66
31.64–39.81 21.34 −37.09 1.04

Transparent antenna with a solar cell ground plane

4.47–6.56 36.03 −23.29 1.171
9.6–11.12 14.4 −13.20 1.58

22.14–22.71 2.55 −11.57 1.71
28.79–39.05 27.9 −14.60 1.57

Table 2: Simulated and measured peak gain of proposed antennas

Frequency

(GHz)

Simulated

Gain

(dBi)

Measured

Gain (dBi)

Measured

Gain (dBi)

Percentage error

between simulated and

measured results

Copper

ground

Copper

ground

Solar cell ground Copper ground Solar cell ground

5.5 8.58 6.74 11.6 21.44% 35.2%
28.79 8.14 5.93 4.94 27.15% 39.3%
36.7 10.3 8.09 5.67 21.45% 44.95%
38.1 9.99 12.5 6.38 25.13% 36.14%

 

Fig. 10. Measurement of VOC and ISC of the solar cell
with and without antenna integration.

solar cells integrated with and without antennas is shown
in Fig. 11. When sunlight strikes a solar cell, it emits
photons, which are tiny bundles of energy whose energy
is higher than the energy gap and which provide elec-
trons and holes in the depletion area with energy. They
function as a battery while the electrons are directed
towards the N-type and the holes towards the P-type.
This flow of electrons and holes creates a negative cur-
rent in a short circuit. The same maximum current and
voltage may be maintained beyond the short-circuit cur-
rent and open-circuit voltage by attaching an external
battery in reverse bias and forward bias circumstances,
respectively.

The maximum useful power is the area of the largest
rectangle that can be formed under the V-I curve. If

Fig. 11. The V-I characteristics of a solar cell with and
without an antenna.

Vm and Im are the values of voltage and current under
this condition, then the maximum power (Pmax) can be
computed as follows:

Pmax =V max×Imax mW. (8)
The observed maximum power (Pmax) of the solar

cell without and with the antenna is 423.69 mW and
238.24 mW, which is a slight decrease in maximum
output DC power of 185.456 mW and also commonly
acceptable.

A comparison of a list of reviewed 5G antennas and
solar-integrated antenna designs may be found in Table 3
and Table 4. A comparison of solar-integrated anten-
nas with and without a built-in solar panel is shown in
Table 5 below.
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Table 3: Comparison table for 5G antennas
Ref. No. Antenna type Frequency of

Operation

(GHz)

Antenna size

(mm)

Substrate Impedance

bandwidth

%

Realized

Gain (dBi)

[2] Handset 25-30 23 X 7 X 4 RO4350B NR 7
[3] MIMO 25-38 17.5 X 14 X 0.254 Rogers 5870 41 10.5
[4] MIMO 23–39 6 X 8 X 0.508 Polycarbonate 51.6 7.2 dB
[6] Slot array 23-29 35 X 2.5 X 0.381 Rogers 5880 23.07 12.5
[7] MIMO 3.5*, 4.3*&

24-38
14 X 10 PIFA FR4 11.4, 9.3 &

50.9
NR

[8] SIW slot 28.6* 35.72 X 12 X 2.16 Rogers 5880 5.6 7.27
[9] Proximity-coupled 26.04-28.78 42.5 X 36.4 X 7.2 Taconic TLY-5 9.8 21
[10] AiP phased 30.4* 6 X 6 Organic 2.6 4
[11] AiP phased 28.27-28.97 3 X 3.5 X 0.55 Stainless steel 2.4 14.09
[12] MIMO 24.25-27.5 31.2 X 31.2 X

1.57
Rogers 5880 15.6 8.732

[13] MIMO 25-30 18 X 12 X 0.2 Neltec NY9220 18 11.3
[14] End-fire 28* 20 X 20 X 20 Nelco NY9220 9 8-10
[15] End fire 28-33 20 X 3.5 X 0.254 Rogers 4350B NR 6
[16] MIMO-DGS 25.1-37.5 12 X 12 X 0.8 Rogers 5880 34.44 10.6
[17] Patch-DGS 28-38 50 X 50 X 0.508 Rogers 5880 32 18.65
[18] Metasurface 23.7-29.2

36.7-41.1
6.9 X 6.9 X 1.5 Rogers 5880 20.7

11.3
7.2
10.9

[19] Metasurface 23.9-31.4 12.84 X 12.84 X
0.46

RO4350B 27.1 13.6

[20] Metamaterial 26.58-29.31 18 X 22 X 0.81 RO4003C 9.77 11.94
[21] Metamaterial 27.1-29.56 18 X 22 X 0.81 RO4003 8.68 11.59
[22] Patch array 24.35-31.13 7 X 6.2 X 0.508 Rogers 5880 24.4 19.88
[23] Patch array 25.3-30.2 3.5 X 3 X 0.935 Taconic TLY-5 17.7 16.4
[24] Patch 24-40 12 X 4.6 X 0.8 Rogers 5880 68.06 19
[25] Patch array 27-31.35 11 X 11 X 0.257 HL972LF(LD) 15 9.26
[26] Patch array 25.8-29.8 2 X 2.2 X 1.3 RO4003C 14.28 5.5
[27] SIW Array 24.25-29.5 5.3 X 5.3 X 0.254 RO4350B, FR4 26.8 7.4±0.6
[28] PIFA 24.7-29.6 4.5 X 4.5 X 1.3 FR4 15.3 5.85
[29] Patch-BGA 30.8-35.7 5 X 5 X 1.3 FR4 15.21 3.2-4.2
[30] bowtie-BGA 29.75* 6 X 6 X 1.6 FR4, RO4350B 37.3 7.59
[31] BGA 26.6-35.7 5 X 5 X 1.3 FR4 29.2 5.2
[32] Aperture-coupled 27-30

27.4-34.2
15 X 15 X 0.67 ITEQ IT-88GMW 10.52

22.1
7.8
8

[33] Patch array 24.25-28.35
37-43.5

18.2 X 4.1 X 1.07 RO4350B
RO4450F

15.58
17.1

5.8
6.2

[35] SIW cavity 28* 20.9 X 20.9 X
0.508

Rogers 5880 4.6 16

[36] Archimedean
spiral patch

21.1-34.1 30 X 15 X 0.254 Rogers 5880 46.4 6.49

[37] Dual-Array 31.30-39 2.34 X 3.12 X 0.5 Rogers 5880 20.26 16.4
[38] DRA 24-28 8 X 2.4 X 2.2 DR 15.38 NR
[39] Phased Array 17.7-19.3

27.3-29.1
55 X 110 X 0.787 N9000 PTFE 8.89

6.42
13.5
15.5

Proposed 5G
antenna

Patch

5.04-7.32
14.35-15.11
27.08-28.79
31.64-39.81

42 X 30 X 2 Plexiglass

36.89
5.15
6.23
21.34

6.74
5.93
8.09
12.5

∗Resonant frequency NR-Not Reported SIW- Substrate-integrated waveguide
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Table 4: Comparison table for super-solar integrated antennas
Ref. No. Frequency of

Operation (GHz)

Antenna

Patch size (mm)

Substrate Impedance

bandwidth %

Realized

Gain (dBi)

[49] 2.61* 35.0 X 40.8 Cover glass NR 8.4
[50] 2.461-2.476 30.5 X 30.5 Cover glass 2 5.15
[51] 2.43* 25.15 X 25.15 Borosilicate glass 7.25 4.4
[52] 2.45* 26.8 X 24.1 Borosilicate glass NR 5
[54] 2.33-10.8 45 X 31 Acrylic NR 4.1
[55] 11.7 - 12.22

14.0 - 14.5
18 X 15 Plexiglas NR 6.05

7.61
[56] 10* 97 X 75 AF32 glass NR 4.1
[57] 3.4–3.8 85 X 55 Perspex & Glass 4.3 3.96
[58] 2.2 - 12.1 44.6 X 25.5 Glass NR 3 - 5
[59] 8.51 - 9.10 157 X 157 Glass > 35 20.14
[61] 25* 110 X 80 Soda lime glass NR 41.3
[62] 0.4435–0.455 80 X 40 Rogers Duroid 5880 2.55 2.5

Proposed
antenna with

solar cell

4.47-6.56
9.6-11.12

22.14-22.71
28.79-39.05

42 X 30 Plexiglass

36.03%
14.4%
2.55%
27.9%

11.6
4.94
5.67
6.38

NR-Not Reported ∗Resonant frequency

Table 5: Performance of the proposed antennas with and without integration
Ref. No. Antenna

parameter

Antenna

with solar cells

Antenna

without solar cells

Solar cell

parameter

Solar cell

with antenna

Solar cell

without

antenna

[51] Gain 4.4 dBi 4.9 dBi Pmax NR NR
[52] NR NR NR η ∼76 % ∼78 %
[54] NR NR NR Pmax

η
65.5 mW
13.1 %

NR

[55] Gain 6.79 dBi 8.05 dBi Pmax 10.23 μW 12.42 μW

[56] Gain 4.1 dB 6.4 dB η 17.4 % 18 %

[57] Gain 3.96 dBi NR Pmax NR 345.6 mW

[58] Return loss −29 dB −33 dB VO 74.4 mV 76.1 mV
[59] Efficiency 38.8 % NR VOC

ISC

0.571 V
1.80 A

0.576 V
1.84 A

[61] Efficiency 80% NR Pmax 1020 mW NR

Proposed
antenna

with
solar
cell

Gain

11.6 dBi
(4.47-6.56 GHz)

6.74 dBi
(5.04-7.32 GHz)

Pmax 238.24 mW 423.69 mW

4.94 dBi
(9.6-11.12 GHz)

5.93 dBi
(14.35-15.11 GHz)

5.67 dBi
(22.14-22.71 GHz)

8.09 dBi
(27.08-28.79 GHz)

6.38 dBi
(28.79-39.05 GHz)

12.5 dBi
(31.64-39.81 GHz)

NR-Not Reported VO- Output voltage
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IV. CONCLUSION

A compact parasitic patch loaded transparent patch
antenna with the ground plane of both copper conductor
and the solar cell was fabricated and tested, presenting
a commendable agreement between simulation and mea-
surement for 5G mm-wave applications. The proposed
super solar patch antenna operates at the measured fre-
quency bands of 4.47-6.56 GHz, 9.6-11.12 GHz, 22.14-
22.71 GHz, and 28.79-39.05 GHz, covering the required
sub-6 GHz and beyond 6 GHz mm-wave 5G frequency
bands. When the proposed antenna is compared to other
published results in the literature, the proposed antenna
provides remarkable enhancements in terms of gain,
bandwidth, and size reduction. Additionally, the per-
formance of the proposed antenna is assessed with the
embedding of a solar cell as a ground. It is found that
the antenna performance in terms of S11 and VSWR has
not been affected. The performance of the used solar
cell is measured in terms of V-I characteristics to show
no major effects on solar energy harvesting. The pro-
posed solar integrated antenna will aid in the future
engineering evolution of the low-profile microstrip patch
antenna to satisfy the demands of mm-wave green wire-
less applications.
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Abstract – A method of determining the physical in-
tegrity of Ethernet cables by obtaining their transmission
line parameters (resistance, inductance, capacitance, and
conductance) from their measured impedance profiles
are presented. The transmission line parameters were ex-
tracted across the cable lengths rather than frequencies
used in most research. The method can be used to ex-
amine the physical integrity of Ethernet cables before
their deployment. The study of the physical integrity of
Ethernet cables is very important because, in typical in-
stallations, cables can be manipulated in the form of re-
peated coiling and uncoiling. The installation handling
stress can adversely affect the signal integrity especially
if they are substandard Ethernet cables. In this paper, four
Ethernet cables were subjected to three coiling and un-
coiling tests to represent installation handling stress. The
impedance profiles of the four cables across their lengths
were measured for the three handling stress test con-
ducted. The computation of the transmission line param-
eters of the Ethernet cables using measured impedance
profiles was implemented with the aid of Matrix Labo-
ratory (MATLAB). The outcome of the research showed
that the method presented will be very useful to cable in-
stallers and contractors in making objective decisions in
the choice of cables for deployment.

Index Terms – Ethernet cables, impedance profile, phys-
ical integrity, transmission line parameters.

I. INTRODUCTION

Ethernet over twisted pair cables has over the years
provided a cost-effective solution for network connectiv-
ity as it offers low cost, ease of use, and scalability [1–3].
The use of Ethernet over twisted pair cables can now be
found in Internet of things (IoT), industrial and automo-
tive applications [4, 5]. The trend for future Ethernet over
twisted pair cables is now towards higher bandwidths on
shorter cable lengths [6, 7].

It has been observed that the way twisted pair
cables are packaged and handled during installation
could undermine their physical structure especially if
they are non-standard compliant and counterfeit [8, 9].
There are also the problems of non-compliant cables due
to poor quality control [10]. The availability of copper-
clad aluminum cables (CCA) in the market that have
been termed unfit for use as communication cables is an-
other problem of great concern to cable engineers and
installers [11, 12].

There is, therefore, the need for cable engineers to
examine the physical integrity of selected cables in the
market before their deployment to ensure that signal
degradation will be minimized after installation. Most
of the research in the literature is focused on comput-
ing the transmission line parameters across their frequen-
cies [13–15]. This paper provides a method of examin-
ing the physical integrity of the Ethernet cables by ob-
taining the resistance, inductance, capacitance, and con-
ductance (RLCG) across their lengths from measured
impedance profiles using MATLAB. The method pre-
sented also enables cable engineers to have a view of
where the length of the cable is adversely affected. Four
twisted pair cables including a CCA cable were sub-
jected to three times-coiling and stretching tests to study
their physical integrity.

II. MATERIALS AND METHODS
A. Cable materials

The cable materials used for the computation of
RLCG parameters from the measured impedance pro-
files are:

• Cable 1: insulating material is polyethylene, con-
ductor material is copper, the diameter of the con-
ductors is 0.57 mm, and the distance between the
centers of the conductors is 0.99 mm.

• CCA cable 2: insulating material is polyethylene,
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conductor material is copper, cladding material is
copper, diameter of the conductors is 0.57 mm, and
the distance between the centers of the conductors
is 1.03 mm.

• Cable 3: insulating material is polyethylene, con-
ductor material is copper, diameter of the conduc-
tors is 0.54 mm, and the distance between the cen-
ters of the conductors is 0.96 mm.

• Cable 4: insulating material is polyethylene, con-
ductor material is copper, diameter of the conduc-
tors is 0.57 mm, and the distance between the cen-
ters of the conductors is 1.01 mm.

B. Methodology

The RLCG parameters per unit-length for a single
pair of cables will be computed from their measured
impedance by using the mathematical expression for the
transmission line parameters.

The R, L, G, and C can be calculated as expressed
in [16] as follows:

The resistance (R) per meter is:

R =
2Rs

πd
.(Ω/m), (1)

where the surface resistivity Rs is:

Rs =

√
π f μc

σc
. (2)

The inductance per meter is:

L =
μ
π

In

⎡⎣(D
d

)
+

√(
D
d

)2

−1

⎤⎦(H/m). (3)

The conductance per meter is:

G =
πσ

In
[(D

d

)
+

√(D
d

)2 −1
] (S/m). (4)

The capacitance per meter is:

C =
πε

In
[(D

d

)
+

√(D
d

)2 −1
] (F/m), (5)

where D is the distance between the centers of the con-
ductors, d is the diameter of the conductor, μc is the per-
meability of the conductor, σc is the conductivity of the
conductor, σ is the conductivity of the insulating mate-
rial, ε is the effective permittivity of the insulating mate-
rial, μ is the permeability of the insulating material and f
is the frequency in Hz.

The attenuation constant (α), which is the real part
of the propagation constant (γ), is expressed in [17] as:

α =
1
2

(
R

√
C
L
+G

√
L
C

)
, (6)

Similarly, the phase constant (β ), which is the imaginary
part of the propagation constant (γ), is given in [17] as:

β = ω
√

LC. (7)

Therefore, the propagation constant (γ) from equations
(6) and (7) is:

γ =
1
2

(
R

√
C
L
+G

√
L
C

)
+ jω

√
LC, (8)

The RLCG parameters for a single pair of the cable
can now be computed from the cable impedance given in
[15, 18] as:

R = Re(γZo)(Ω/m), (9)

L = Im
(γZo)

ω
(H/m), (10)

C = Im

(
γ

Zo

)
ω

(F/m), (11)

G = Re
(

γ
Zo

)
(S/m), (12)

where Zo is the twisted pair cable impedance measure-
ments in ohms due to handling stress test.

C. Measurement procedure

Four category 6 unshielded twisted pair (UTP) ca-
bles were selected for the impedance profile measure-
ments. The cables selected are tagged Cable 1, Cable 2
(CCA), Cable 3, and Cable 4. The DSX-5000 cable an-
alyzer that can handle testing and certification of cate-
gory 6 cables was used for the impedance measurement
[19, 20]. The UTP cables were tested in accordance
with the International Standard ISO/IEC 11801 Class
E, which can measure up to 250 MHz. The cable an-
alyzer contains two main modes: “main” and the “re-
mote”, which have openings to connect them to standard
link adapters [20]. These main and remote modes are
connected through patch cord plugs to the cable under
examination [20]. The DSX-5000 analyzer has a High-
Definition Time Domain Reflectometry (HDTDR) em-
bedded in it to measure the impedance profiles across the
length of the cables. The schematic diagram of the cable
analyzer set up for measurement is shown in Fig. 1.

Fig. 1. The schematic diagram of the cable analyzer mea-
surement setup. Note: A1 is the main mode link interface
adapter with the patch cord plug, A2 is the remote link
interface adapter with the patch cord plug, andB is the
UTP cable under test.

Our research used the standard T568 pin connection
with the registered (RJ45) connector for the four pairs
of each cable to be measured. The four cables under the
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impedance profiles test consist of four twisted pairs each
of which was labeled as orange, blue, green, and brown.

The coiling of the cables had a diameter of 30 cm so
as to exceed the maximum bending allowed. The three
test measurements taken are as follows:

• Measurement 1: cable used to form coils and
stretched before test

• Measurement 2: cable in measurement 1 used to
form coils and stretched before test

• Measurement 3: cable in measurement 2 used to
form coils and stretched before test

III. MEASURED IMPEDANCE PROFILES

The measured impedance profiles across the lengths
of the four cables at 250 MHz using the third coiling and
uncoiling test results is shown in Figs. 2–4 for the or-
ange, green and blue pairs. A view of Figs. 2–4 show that
the CCA cable 2 is the most affected by the installation
handling test as it gave a distinct variation in impedance
profiles for all pairs.

Fig. 2. Impedance profile of the orange pair.

Fig. 3. Impedance profile of the green pair.

Fig. 4. Impedance profile of the blue pair.

IV. RESULT OF THE RLCG PARAMETERS
EXTRACTED FROM MEASUREMENT

The results of the RLCG parameters across the
lengths of the four cables at 250 MHz using the third
coiling and uncoiling measured impedance results are
shown from Figs. 5–16 for the orange, green, and blue

Fig. 5. Resistance comparison of the four cables using
the orange pair.

Fig. 6. Inductance comparison of the four cables using
the orange pair.
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Fig. 7. Capacitance comparison of the four cables using
the orange pair.

Fig. 8. Conductance comparison of the four cables using
the orange pair.

Fig. 9. Resistance comparison of the four cables using
the green pair.

pairs. Figures 5–16 show that CCA Cable 2 had a wide
margin for resistance and conductance in comparison to
the other three cables, indicating that it is the most af-
fected by the installation handling test.

Fig. 10. Inductance comparison of the four cables using
the green pair.

Fig. 11. Capacitance comparison of the four cables using
the green pair.

Fig. 12. Conductance comparison of the four cables us-
ing the green pair.

V. DISCUSSION OF THE RESILIENCE OF
THE CABLES

The graphical results in Figs. 5–16 show that the
CCA cable 2 gave a distinct wide margin in the resis-
tance and conductance across the length than the three
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Fig. 13. Resistance comparison of the four cables using
the blue pair.

Fig. 14. Inductance comparison of the four cables using
the blue pair.

Fig. 15. Capacitance comparison of the four cables using
the blue pair.

other cables for all pairs. This indicates that the CCA
cable 2 gave the worst resilience after the third handling
stress test than the three other cables. This confirms what
is stated in literature that it is a bad communication ca-
ble. On the other hand, a view of the plots in Figs. 5–16
show that cable 4 gave the least changes in the RLCG

Fig. 16. Conductance comparison of the four cables us-
ing the blue pair.

parameters in comparison to the other three cables. This
indicates that cable 4 gave the best resilience after the
third test. The results of the test show that cable 4 has
the best physical integrity as it is the least affected by the
coiling and uncoiling tests.

VI. CONCLUSIONS

This paper has provided a method that can be used
to determine the physical integrity of Ethernet cables
by obtaining the RLCG parameters from their measured
impedance profiles using MATLAB. The research was
the determination of the transmission line parameters
across their lengths to have a better view of the cable
behavior. Four Ethernet cables were examined including
a CCA cable termed unfit for use as a communication
cable. The results of the study indicate that the CCA ca-
ble provided the worst resilience to the handling stress
tests as it showed the highest changes in the RLCG pa-
rameters across the length. Cable 4 on the other hand,
gave the best resilience to the handling stress tests as it
showed the least changes in the RLGC parameters across
the length. The method provided will be of help to cable
engineers, installers, and contractors when selecting ca-
bles for deployment to minimize problems that may arise
after installation.
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Abstract – A new method is proposed to recover the
electric properties and water content of ground soil by
applying the Target Decomposition (TD) theory for Po-
larimetric Synthetic Aperture Radar (PolSAR) images.
The proposed method depends on the ε-σ characteris-
tic curves of the soil which are unique for each soil
type at a specific frequency. This method is examined
for the clayey type soil which is found in most natu-
rally vegetated land areas. Also, a novel method is de-
veloped for the realistic simulation of PolSAR images of
natural lands, including forest regions, grasslands, and
bare lands being prepared for gardens or crop cultiva-
tion. This method is based on the reverse of the PolSAR
TD theory. The numerical results presented in this pa-
per are concerned with the characterization of the most
common type of clayey soil. Also, some of the numeri-
cal results presented in the present paper aim to achieve
realistic PolSAR datasets using the inverse TD theory.
Finally, some numerical results are presented for quanti-
tative assessment of the method proposed to recover the
properties and water content of the clayey soil using the
datasets which are obtained through realistic simulations
of forested areas, gardens, grasslands, and bare lands be-
ing prepared for cultivated plants. It is found, through
the numerical investigations and quantitative assessment,
that the dielectric constant, electric conductivity and wa-
ter content of the investigated clayey types of soil are
accurately estimated.

Index Terms – PolSAR, soil properties, target decompo-
sition.

I. INTRODUCTION

The electric properties of the soil are of great impor-
tance in production agriculture. The dielectric constant
and soil electric conductivity are measures of the amount
of water content and salts in the soil. The soil’s elec-
tric properties are important indicators of soil fertility
and soil health. It affects crop yields, crop suitability,
plant nutrient availability, and the activity of soil mi-
croorganisms, which influence key soil processes includ-
ing the emission of greenhouse gases such as nitrogen
oxides, methane, and carbon dioxide. For certain non-
saline soils, determining the electric conductivity can be
a convenient and economical way to estimate the amount
of nitrogen available for plant growth [1].

In another field, many of the methods applied for
the detection of buried landmines and unexploded ordi-
nance make use of electromagnetic signals penetrating
the land soil. The Ground-Penetrating Radar (GPR) is
considered the most promising technology for this pur-
pose because of its ability to detect both metallic and
non-metallic anti-personnel landmines by non-invasive
subsurface sensing. However, the electric properties of
the soil medium are critical parameters for buried ob-
ject detection using the GPR because they control the
contrast between the buried object and the soil in which
it is buried. Additionally the electric properties of the
soil control propagation, attenuation, and reflection of
electromagnetic waves. Under some soil conditions, the
landmine signature is of high quality while under others
no signature can be detected at all [2].

Soil moisture is the quantity of water contained
in soil on a volumetric or gravimetric basis [3, 4].
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Soil moisture influences meteorological and climatic
processes, although surface soil moisture only consti-
tutes 0.0012% of all water available on the earth [5].
Soil moisture is important in modeling the ecosystem
dynamics and the biogeochemical cycles but it has not
had widespread application in modeling these processes
because it is a variable that is very difficult to measure
a spatially comprehensive basis [6]. The soil moisture
gives also important information for agriculture irriga-
tion. An accurate estimate of the spatiotemporal varia-
tions of soil moisture is critical for numerous large-scale
environmental studies [7]. The large spatial and tempo-
ral variability that soil water content exhibit in the natural
environment is the characteristic that makes it difficult to
measure and use in earth science applications.

The use of radar data to retrieve soil moisture is
of considerable importance in many domains, includ-
ing agriculture, hydrology, and meteorology [6]. Despite
many advantages that can be derived from the knowledge
of soil moisture distribution, the measurement of soil
moisture has a few limitations. However, the measure-
ment of soil moisture not only depends on target char-
acteristics such as surface roughness, vegetation cover,
dielectric constant, and topography but also depends on
various combinations of the radar sensor parameters in-
cluding frequency, polarization, and angle of incidence
(θ ) with respect to nadir [9]. The measurements de-
pend on the separation of the effects of water content
and other factors such as surface roughness or soil tex-
ture which affect the backscattered signal. Unfortunately,
most of the studies deal with the relationships obtained
between the backscattering coefficient and soil moisture
for a given set of radar configuration parameters. In [9],
the soil moisture is estimated approximately from the mi-
crowave backscattering coefficients for the case of bare
soil. In [10], soil surface parameters are retrieved from
fully polarimetric SAR data.

Polarimetric Target Decomposition (TD) enables the
physical interpretation of synthetic aperture radar (SAR)
images more easily by fitting physical models of electro-
magnetic scattering to the PolSAR observations [11].

The theory of TD formulates the total scattering
from a ground target as the sum of elementary scatter-
ing mechanisms to interpret the scattering from a land
target as the weighted contributions of multiple physical
mechanisms. This facilitates the identification, recogni-
tion, and classification of possible land targets with dis-
tinguishing polarization features.

In this paper, a novel method is applied to estimate
the electric properties and the water content of ground
soil using the TD theorem and the ε-σ characteristic
curves of the soil which are unique for each soil type at
a specific frequency. The proposed method is examined
for clayey soil found in most naturally vegetated land

areas. Also, a novel method is developed in the present
paper for realistic simulation of PolSAR images for nat-
ural lands including forest regions, grasslands, and bare
lands being prepared for gardens or crop cultivation. This
method is based on the reverse of the PolSAR TD theory.
The numerical results presented in this paper are con-
cerned with the characterization of the clayey soil found
in most of the natural lands, especially the vegetal re-
gions. Also, some numerical results are presented to get
datasets for a novel technique that is proposed for the re-
alistic simulation of PolSAR images. Finally, some nu-
merical results are presented for quantitative assessment
of the method proposed for the estimation of the elec-
tric properties and water content of the clayey soil found
in the forested areas, gardens, grasslands, and bare lands
being prepared for cultivated plants.

II. ELECTRIC PROPERTIES OF THE
GROUND SOIL OF CLAYEY TYPE

Clayey soil is the most common type of ground soils
found in vegetal natural lands such as the natural grass-
lands, forest regions, and the soils prepared for cultivated
crops. Clay is a type of fine-grained natural soil mate-
rial that contains hydrous aluminum phyllosilicates (clay
minerals) that develops plasticity when wet. Geologic
clay deposits are mostly composed of phyllosilicate min-
erals containing variable amounts of water trapped in the
mineral structure. Clays are plastic due to particle size
and geometry as well as water content and become hard,
brittle, and non–plastic upon drying or firing. Water does
not percolate quickly enough through clayey soil. The
water needs a relatively long time to soak into the earth.
If the clayey soil is watered too much all at once, wa-
ter just runs off and is wasted. Moreover, the clayey soil
types retain water well and, hence, should be watered
less frequently. The excess water should be gotten away
otherwise the plants’ roots are drowned.

The dielectric constant of the ground soil (εg) is
complex and can be given as follows:

εg = εrg − jεig. (1-a)
The imaginary part of the relative permittivity is ex-

pressed in terms of the soil conductivity, σg, as follows:

εig =
σg

2π f ε0
. (1-b)

The electric properties of the most common types
of ground soils are dispersive with the frequency. It
has its complex dielectric constant varying with the fre-
quency. The electric properties of the soil are, also,
strongly dependent on its volumetric water content and
the continuous change of the soil water content leads
to simultaneous continuous and monotonic variations of
real dielectric constant, εrg, and conductivity, σg [12].
At any microwave frequency, the two electric proper-
ties εrg and σg are strongly correlated, which allows
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a mathematical relation between them to be calculated.
This enables the expression of σg as a single-valued
function of εrg as follows:

σg = F(εrg). (2)
Given a microwave frequency, the ε-σ characteristic

curve expressed in (2) is unique for each type of soil and
provides important information that describes the rela-
tionship between the real dielectric constant, εrg, and the
electric conductivity, σg, at the frequency of operation.
These characteristic curves have great importance for the
recovery of the electric properties and water content of
the soil using the technique introduced in this work.

III. POLSAR TARGET DECOMPOSITION
FOR ESTIMATION OF SOIL PROPERTIES

AND WATER CONTENT

The covariance matrix of the PolSAR data is given
by (A.1) of the Appendix. This covariance matrix is nor-
malized, as given in (A.7) of the Appendix, and it has a
unity ratio of the backscattered power, i.e. the summation
of its main diagonal elements is equal to 1; hence:

σ̂2
P = σ̂2

hh +2σ̂2
hv + σ̂2

vv = 1. (3)
The PolSAR target decomposition theory with five-

component scattering model [13] can be applied to get
the following expansion of Σ̂:

Σ̂ = asĈs +adĈd +avĈv +awĈw +ahĈh, (4)
where Ĉs, Ĉd , Ĉv, Ĉw, and Ĉh are the normalized basis
covariance matrices used to decompose Σ̂ and represent
the basic scattering mechanisms due to single bounce
of the incident wave on the rough soil surface, double-
bounce on right-angle corners, volume scattering, wire
(edge) scattering, and helix scattering. The expressions
of these matrices are supplied in the appendix.

In the present analysis, due to the use of normalized
covariance matrices on both sides of (4), the power bal-
ance implies that the coefficients as, ad , av, aw, and ah
are real unknown coefficients and, also, requires:

as +ad +av + aw + ah = 1. (5)
The contributions of wire and helix scattering mech-

anisms to the PolSAR data result from the human made
structures which are usually found in urban areas. Such
constituents are not found in natural lands such as
forested regions grasslands, bare (unplanted) soil areas,
deserts, sea surfaces, etc. Under this consideration, one
can set ah = ae = 0 in (5). Thus, the decomposition of
the normalized covariance matrix of the PolSAR data
collected for the ground regions with natural land cov-
ers can be achieved using the following scattering model
that is based on the three natural scattering components:

Σ̂ = asĈs +adĈd +avĈv, (6-a)
with the following condition which is necessary for
power balance:

as +ad +av = 1. (6-b)

Using the expressions of the normalized basis
covariance matrices Ĉs, Ĉd , and Ĉv, supplied in the ap-
pendix, the application of (6) results in the following sys-
tem of equations:

σ̂2
hh =

|β |2
1+ |β |2 as +

|α|2
1+ |α|2 ad +

3
8

av, (7-a)

2σ̂2
hv =

1
4

av, (7-b)

σ̂2
vv =

1

1+ |β |2 as +
1

1+ |α|2 ad +
3
8

av, (7-c)

σ̂2
hh,vv =

β
1+ |β |2 as +

α
1+ |α|2 ad +

1
8

av, (7-d)

where the expression for α and β supplied in the ap-
pendix.Considering that α = αr + jαi and β = βr + jβi,
the nonlinear system of equations (7) can, generally, be
seen as composed of five real equations in seven real un-
knowns (as, ad , av, αr, αi, βr, and βi). Thus, the solution
of such a system may result in an infinite number of pos-
sible and acceptable solutions unless other constraints re-
lated to the ground soil properties are imposed to get the
correct solution for the seven unknowns.

IV. THE PROPOSED METHOD FOR
ESTIMATION OF SOIL PROPERTIES AND

WATER CONTENT

The most common three types of natural lands (see
Fig. 1) are investigated in the present work: the forest
regions, grasslands, and bare soils. The forest regions
need a three-component scattering model for the decom-
position of the covariance matrix as the contribution of
the single-bounce, double-bounce, and volume scattering
should all be considered in the PolSAR data. The grass-
lands need a two-component scattering model due to the
contributions of the single-bounce and volume scatter-
ing. The bare soils need a single-component scattering
model as only the single bounce of the incident wave
on the rough soil surface of the bare land constitutes the
SAR data.

Fig. 1. The most common types of natural ground: Bare
soils, grasslands, and forest regions.

Parameter β , appearing in (7), is related to the sin-
gle bounce of the incident wave on the rough surface of
the ground soil. As given in the appendix, for a given
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look angle (θi) of the SAR, this parameter is uniquely de-
termined by the complex relative permittivity of the soil
(εrg, σg). On the other hand, the parameter α , appear-
ing in (7), is related to the double-bounce of the incident
wave on the right-angle corners formed by the horizontal
surface of the ground soil and the vertical surface of the
tree trunks. As given in the appendix, for a given look
angle (θi), this parameter depends on the complex rela-
tive permittivity of the soil and that of the tree trunks.
The complex dielectric constant of a tree trunk measured
at the trunk surface is usually constant for a specific fre-
quency and is weakly dependent on the water content
of the tree [14]. Thus, for a specific tree type, the pa-
rameter α is strongly dependent on the complex relative
permittivity of the ground soil (εrg, σg). As the electric
parameters (εrg, σg) of a ground soil of a specific type
are determined by its water content, parameters α and β
can be uniquely determined by the water content of the
ground soil beneath the vegetation.

A. Estimation of electric properties and water content
of the ground soil of forest regions

Regarding the decomposition of Σ̂ given by (6) for
all types of natural land covers, it should be considered,
for the forest regions, that as �= 0 due to the significant
contribution of the single bounce of the incident wave
on the rough soil surface beneath the forest trees, ad �= 0
due to strong contribution of double-bounce on the right-
angle corners formed by the horizontal ground surface
and vertical tree trunks, and av �= 0 due to the volume
scattering from the huge tree canopy layer. Thus, the
three components of backscattering are all present in the
PolSAR data of the forest regions.

Considering av = 8 σ̂2
hv as given by (7-b), the sys-

tem of equations given by (7) can be reduced to take the
following form:

as + ad = 1−8σ̂2
hv, (8-a)

1−|β |2
1+ |β |2 as +

1−|α|2
1+ |α|2 ad = σ̂2

vv − σ̂2
hh, (8-b)

β
1+ |β |2 as +

α
1+ |α|2 ad = σ̂2

hh,vv − σ̂2
hv. (8-c)

In this case, the system (8) can be seen as composed
of four real equations and six real unknowns (as, ad , αr,
αi, βr, and βi). It seems that, unless other constraints are
imposed, the system given by (8) cannot have a unique
solution. Using (8-a) and (8-b), the coefficients as and ad
can be obtained in terms of the other complex unknowns
α and β as follows:

as = 1−8σ̂2
hv −

σ̂2
vv − σ̂2

hh − 1−|β |2
1+|β |2

(
1−8σ̂2

hv

)
1−|α|2
1+|α|2 −

1−|β |2
1+|β |2

, (9-a)

ad =
σ̂2

vv − σ̂2
hh − 1−|β |2

1+|β |2
(
1−8σ̂2

hv

)
1−|α|2
1+|α|2 −

1−|β |2
1+|β |2

. (9-b)

A third complex equation can be formulated as a
quantity δF being equal to the difference between the
left-hand and right-hand sides of (8-c), where:

δF =
β

1+ |β |2 as +
α

1+ |α|2 ad − (σ̂2
hh,vv − σ̂2

hv). (10)

The coefficients as and ad can be substituted from
(9) into (10) to get δF completely expressed in terms of
α and β which are uniquely determined by εrg and σg as
given by (A.9) and (A.10), respectively. In this way, the
problem is formulated as follows: Find the values of εrg
and σg to get δF = 0. Thus, a complex equation given by
(1) in two real unknowns (εrg and σg) is formulated. A
constraint on the relation between the two unknowns is
given by the ε-σ characteristic curve, expressed in (2),
that uniquely characterizes the soil beneath the vegeta-
tion. In this way, a unique solution for εrg and σg can be
obtained by minimizing δF given by (10), and, then, the
ε-σ characteristic curve can be used to uniquely deter-
mine the water content of the soil. Also, the parameters α
and β can be calculated using (A.9) and (A.10), respec-
tively, and substituted into (9) to get the unknown coef-
ficients as and ad . Thus, the contribution of each of the
three scattering mechanisms is determined by the triplet
(as,ad ,av) and, hence, the imaged land is classified.

B. Estimation of electric properties and water content
of the ground soil of grasslands

Regarding the expansion of Σ̂ given by (6) for nat-
ural land covers, it should be considered, for the grass-
lands, that as �= 0 due to the significant contribution of
the single bounce of the incident wave on the rough soil
surface beneath the grass leaves, ad = 0 due to absence of
double-bounce, and av �= 0 due to the volume scattering
from the dense leaves of the grass. Thus, for grasslands,
the normalized covariance matrix Σ̂ has only two com-
ponents of scattering and can be decomposed as follows:

Σ̂ = asĈs +avĈv. (11)
For grown grasslands, as �= 0 and av �= 0 and, hence,

the application of (11) results in the following system of
equations:

av = 8σ̂2
hv, (12-a)

as = 1−8σ̂2
hv , (12-b)

1−|β |2
1+ |β |2

(
1−8σ̂2

hv
)
= σ̂2

vv − σ̂2
hh, (12-c)

β
1+ |β |2

(
1−8σ̂2

hv
)
= σ̂2

hh,vv − σ̂2
hv. (12-d)

Equation (12-c) can be rearranged and written in the
following form:

1+ |β |2 = 2
(
1−8σ̂2

hv

)
1−8σ̂2

hv + σ̂2
vv − σ̂2

hh
. (13)
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The substitution from (13) into (12-d) gives the
following solution for β :

β =
2
(

σ̂2
hh,vv − σ̂2

hv

)
1−8σ̂2

hv + σ̂2
vv − σ̂2

hh
. (14)

A complex equation can be formulated as a quantity
δG being equal to the difference between the left-hand
and right-hand sides of (12-d), where,

δG =
β

1+ |β |2
(
1−8σ̂2

hv
)− (σ̂2

hh,vv − σ̂2
hv). (15)

The equation δG = 0 has a unique solution for εrg
and σg and the corresponding water content can, then,
be directly determined from the ε-σ characteristic curve
of the specified type of the grassland soil. On the other
hand, the contributions of the single-bounce and volume
scattering mechanisms to Σ̂ is determined by the doublet
(as,ad) and, hence, the imaged land is classified.

C. Estimation of electric properties and water content
of bare soil

Regarding the expansion of Σ̂ given by (6), it should
be considered that, for the bare soil regions, only as �= 0
due to the contribution of the single bounce of the in-
cident wave on the rough soil surface. For the other
two coefficients, one has ad = 0 and av = 0 due to
the absence of double-bounce and vegetation canopies,
respectively. Thus, for bare soil areas, the normalized
covariance matrix Σ̂ can be expressed as follows.

Σ̂ = asĈs. (16)
As the covariance matrices on both sides of (16)

are normalized, the following system of equations is ob-
tained:

as = 1 , (17-a)
|β |2

1+ |β |2 = σ̂2
hh, (17-b)

β
1+ |β |2 = σ̂2

hh,vv. (17-c)

Equation (17-b) can be rearranged and written in the
following form:

1+ |β |2 = 1
1− σ̂2

hh
. (18)

By substitution from (18) into (17-c) gives the fol-
lowing solution for β :

β =
σ̂2

hh,vv

1− σ̂2
hh
. (19)

A complex equation can be formulated as a quantity
δS being equal to the difference between the left-hand
and right-hand sides of (17-c), where:

δS =
β

1+ |β |2 − σ̂2
hh,vv. (20)

The equation δS = 0 has a unique solution for εrg
and σg; then the corresponding water content can di-
rectly be determined from the ε-σ characteristic curve
of the specified type of the bare soil.

V. SIMULATION OF POLSAR IMAGES OF
NATURAL LANDS

PolSAR datasets (test images) are required for test-
ing the efficiency of the technique proposed in the
present work for the classification of natural lands of
clayey soil and estimation of water content. The natural
lands investigated include forest regions, natural grass-
lands, and bare soils. Such datasets can be obtained by
simulation. It is proposed to apply the target decompo-
sition theory with the three-component scattering model
as described in Section III to construct a covariance ma-
trix that describes the statistical properties of the PolSAR
data collected upon imaging the desired area of the nat-
ural land. The detailed procedure to generate a realistic
PolSAR image can be described as follows.

• The texture (composition of ingredients) of the
ground soil should be specified.

• The curves describing the relations between the
electromagnetic properties of the ground soil type
(with the texture specified in the previous step) and
the water content should be known.

• The ε-σ characteristic curves of the soil at the Pol-
SAR operating frequency should be known.

• The volumetric water content wre f of the ground
soil and the corresponding electric properties εrg re f
and σg re f should be determined.

• The azimuth and range dimensions of the land area
to be imaged (by simulation), LA and LR, should be
given.

• The desired azimuth and range resolutions ρA and
ρR, of the simulated PolSAR image should be given.

• Parameters αre f and βre f are evaluated by (A.9)
and (A.10) as given in the appendix. For the for-
est regions, the electric properties of the tree trunks
should be known (or assumed) to calculate αre f .

• The normalized basis covariance matrices Ĉs, Ĉd ,
and Ĉv are evaluated using (A.8-a), (A.8-b), and
(A.8-c) as given in the appendix.

• The desired contributions of the three scattering
mechanisms as re f , ad re f , and av re f are determined
according to actual constituents of the imaged land.

• A normalized covariance matrix, Σ̂re f , is con-
structed by composition using the three-component
scattering model given by (6) for the type of natural
land.

• The desired level of the backscattered power to the
power illuminating the SAR target (imaged land
area), Pre f , should be determined.
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• The covariance matrix is calculated, Σre f =

Pre f Σ̂re f .

• The dimensions (size) of the simulated PolSAR im-
age in the azimuth and range directions are obtained
as M = LA/ρA and N = LR/ρR, respectively.

• Finally, the covariance matrix Σre f is used to gener-
ate a simulated three-channel image of M×N pixels
defined by Sm,n = {Shh,Shv,Svv}m,n.

VI. RESULTS AND DISCUSSIONS

This section presents the numerical results con-
cerned with, (i) Characterization of the clayey soil found
in most of the natural lands, especially the vegetal re-
gions. (ii) Application of the method proposed in Section
V that uses the theory of SAR target decomposition for
realistic simulation of PolSAR images. (iii) Application
of the method proposed in Section IV for estimation of
the electric properties and water content of the clayey
soil found in the forested areas, gardens, grasslands, and
bare lands being prepared to cultivate plants.

A. Texture of the clayey soil commonly found in nat-
ural lands

The clayey types of soil investigated in the present
work are characterized in [12] through experimental
measurements. The ingredients and volumetric density
of this type of soil are listed in Table 1. This is the most
common type of ground soil found in natural lands such
as natural grasslands, forest regions, and the bare soils
being prepared for cultivated crops.

Table 1: Composition of the clayey soil type used for
testing the method introduced in the present work to es-
timate the soil properties [12]

Soil Type
Soil Composition (%) Bulk Density

(gm/cm3)
Sand Slit Clay

Clayey 17.25 39.04 43.05 1.2

B. Dispersive electric properties and ε −σ character-
istic curves of the clayey soil

Clayey soil with the composite texture listed in
Table 1 and 30% water content has its complex dielec-
tric constant varying with the frequency as shown in
Fig. 2 (a) [12]. The electric properties of this soil are also
strongly dependent on its volumetric water content. The
PolSAR systems used for vegetation monitoring usually
operate at 1.27 GHz. For the clayey soil with the texture
listed in Table 1, the curves describing the dependence of
εrg and εig on the volumetric water content at 1.27 GHz
are deduced from those available in [12] at 900 MHz by

the aid of the frequency dispersion curves presented in
Fig. 2 (a). The curves describing the dependence of εrg
and σg on the water content at 900 MHz and 1.27 GHz
are presented in Fig. 2 (b). The continuous change of
the soil water content leads to simultaneous continuous
monotonic variations of its electric properties as shown
in Fig. 2 (b). At any microwave frequency, the electric
properties εrg, and σg are strongly correlated and, hence,
a curve can be fitted between them as previously men-
tioned in Section II.

C. Realistic simulation of PolSAR datasets for natural
lands

PolSAR datasets (test images) are required to test
the methods introduced in the present work for the clas-
sification of natural lands of clayey soil and estimation
of water content. The procedure described in Section V
is applied to generate three datasets for the three types of
natural lands investigated in this work.

For the simulated PolSAR images, it is considered
that the working frequency is 1.27 GHz and the ground
soil is clayey with the mixture of ingredients listed
in Table 1. The ground soil has the ε-σ characteristic
curves presented in Fig. 2 (c), the water content is 44%
and the corresponding electric properties are εrg re f =
25.16 and σg re f = 0.489 S/m. The electric properties
of the tree trunks are εrw = 4, and σw = 0.01 S/m.
The corresponding values of α and β , given by (A.9)
and (A.10), respectively, are αre f = 4.7091 − j0.2981,
and βre f = 0.4073 + j0.0132. Using these values, the
normalized basis covariance matrices for the single-
bounce, Ĉs, double-bounce, Ĉd , and volume scattering,
Ĉv, mechanisms can be calculated using (A.8-a), (A.8-b),
and (A.8-c).

C.1. Covariance matrix for PolSAR images of
forested areas

Consider a forested area with equal contributions
of the three basic constituents (single-bounce, double-
bounce, and volume scattering) to the backscatter data
collected by a PolSAR system, i.e., as = ad = av = 1/3.
Considering that this forested area has a clayey soil of
water content of 44%, the application of (6) with the ob-
tained normalized covariance matrices, Ĉs, Ĉd , and Ĉv,
the normalized covariance matrix, Σ̂Fre f , for the three-
channel PolSAR image data of this forest region can be
calculated.

C.2. Covariance matrix for PolSAR images of grass-
lands

Consider a grassland area for which the contribu-
tion of the double-bounce to the PolSAR data vanishes
whereas the volume scattering caused by the grass leaves
is twice that of the single-bounce scattering caused by the
soil rough surface, i.e., as = 1/3, ad = 0, and av = 2/3.
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Fig. 2. Dependence of the complex relative permittivity
of the clayey soil on the frequency and volumetric water
content. (a) Dispersive properties at 30% water content,
(b) Dependence of εrg and σg on the water content, (c)
ε-σ characteristic curves.

Considering that this grassland area has a clayey soil of
water content of 44%, the application of (6) with the ob-
tained normalized covariance matrices Ĉs, Ĉd , and Ĉv,
the normalized covariance matrix, Σ̂Fre f , for the three-
channel PolSAR image data of this grassland.

C.3. Covariance matrix for PolSAR images of bare
soil areas

An area of bare clayey soil with 44% water con-
tent has its backscattering attributed only to the single-
bounce mechanism and, hence, the normalized covari-
ance matrix for the three-channel PolSAR image data
can be given directly as Σ̂Sre f = Ĉs.

C.4. Simulated PolSAR Images

C.4.1. Ground truth images of natural lands with
clayey soil

To visualize the classified natural lands by monitor-
ing the water content of the ground soil, a color map may
be appropriate for this purpose. The RGB colors used for
indicating the three basic scattering mechanisms in the
natural land of the clayey soil described in Section VI-
A, single-bounce, double-bounce, and volume scattering
are, respectively, expressed as follows:

RGBSB = (0.6, 0.6, 0.4 ) , (21-a)
RGBDB = (0.8, 0.2, 0.0 ) , (21-b)
RGBV S = (0.2, 0.6, 0.2 ) . (21-c)

The RGB colors used to indicate the type of the nat-
ural land while monitoring the water content of the soil
can generally be composed as follows:
RGBNaturalLand =(as RGBSB +ad RGBDB +av RGBV S)

(1−w)0.7, (22)
where w is the volumetric water content.For example, the
RGB color codes for the pure land types (forest, grass-
lands, and bare lands) of clayey soils are, respectively
expressed as follows:

RGBForset =

(
1
3

RGBSB +
1
3

RGBDB +
1
3

RGBV S

)
(1−w)0.7, (23-a)

RGBGrassLand =

(
1
3

RGBSB +
2
3

RGBV S

)
(1−w)0.7,

(23-b)
RGBBareLand = RGBSB(1−w)0.7. (23-c)

The color map shown in Fig. 3 is appropriate for
simultaneous monitoring of the natural land type and the
water content of the ground soil beneath the vegetation.

Fig. 3. Color map for classification of the natural lands
with indication of the soil water content.
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The RGB colors shown in this figure are generated using
(23). For all the types of natural lands, the darkness of
the corresponding color indicates the water content of
the ground soil.

C.4.2. Simulated PolSAR Images for Natural Lands

An optical satellite image obtained from Google
Maps for a region of cultivated land near Luxor Luxury
Villa, in Luxor city, Egypt, is presented in Fig. 4 (a). A
corresponding image is presented in Fig. 4 (b) to clas-
sify the different types of natural lands with the color
code listed Table 2. The total dimensions of the land re-
gion to be imaged in the azimuth and range directions are
LA = 365 m and LR = 400 m, respectively.

The procedure described in Section V is applied to
get the three-channel PolSAR images, where the cor-
responding resolutions are set as ρA = 0.65 m and
ρR = 0.71 m, respectively. Thus, the size of the simu-
lated PolSAR image is 560× 565 pixels in the azimuth
and range directions, respectively. A ground-truth image
is presented in Fig. 5 (a) to indicate the land type by
monitoring the soil water content according to the color
map shown in Fig. 3. The generated three-channel Pol-
SAR images are presented in Figs. 5 (b), (c), and (d).
The image of the cross-polarization HV-channel, |Shv|,
Fig. 5 (c), shows a high level of the cross-polarized
backscatter from the vegetal areas (forests and grass-
lands) whereas the water surface and bare lands have al-
most zero cross-polarization. Also, for the regions char-
acterized by single-bounce scattering like water surface
and bare land, the backscatter of the co-polarization VV-
channel, |Svv|, is significantly larger than |Shh|, of the
HH-channel.

Table 2: Color code for classification of natural land
types included in the imaged region presented in Fig. 4

D. Estimation of electric properties of clayey soil in
natural lands

The proposed method is used to estimate the electric
properties of different soil types.

(a)

(b)

Fig. 4. Region of cultivated land near Luxor Luxury
Villa, in Luxor city, Egypt, (a) satellite image obtained
from Google Maps, (b) Color-coded classification image
according to the type of land; Table 2 for legend.

D.1. Estimation of electric properties of clayey soil in
forest regions

The method described in Section IV-A is used to es-
timate the properties of the ground soil of the forested
area named “Forest 3”, see Fig. 4, from the correspond-
ing PolSAR data presented in Figs. 5 (b), (c), (d) with the
ground truth shown in Fig. 5 (a).

The quantity δF , expressed in (10), is plotted as a
function of εrg and σg in a three-dimensional plot as
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Fig. 5. Simulation of three-channel PolSAR image for
the land region in Luxor city, (a) Ground-truth image
showing the land type with indication of the soil water
content, (b) |Shh|, (c) |Shv|, (d) |Svv|, channels.

shown in Fig. 6. The ε-σ characteristic curve of the soil
is also plotted in the (εrg-σg) plane of Fig. 6. It is shown
that δF has a sharp minimum of 8× 10−5 at the point
εrg = 25.2 and σg = 0.519 S/m, which almost lies on the
ε-σ characteristic curve of the clayey soil as shown in
Fig. 6, where the corresponding water content of the soil
is 44.57%. The estimated values of the electric proper-
ties, εrg and σg, and the water content are listed in Table 3
with the resulting estimation errors. It is found that the
percentage estimation errors are very small which re-
flects the efficiency of the proposed method to estimate
the electric properties and water content of the soil using.

Table 3: The ground soil parameters used for generating
the SAR data for the forested area named “Forest 3”; see
Table 2. The estimated values of these parameters using
the proposed method and the resulting estimation errors
are listed in the last two rows of the table

Soil
Parameter

Dielectric
Constant

εrg

Conductivity
(S/m)

σg

Water
Content

w
Ground Truth 25.16 0.498 44.00 %

Estimated 25.20 0.519 44.57 %
Percentage

Error
0.16 % 4.1 % 1.3 %

Fig. 6. Estimation of soil parameters for the forest region
named “Forest 3”. Plots of the quantity δF given by (10)
versus the real dielectric constant εrg and conductivity σg
of a clayeysoil; (a) 3D, (b) 2D, plot.

D.2. Estimation of electric properties of clayey soil in
grasslands

The method described in Section IV-B is used to
recover the electric properties of the ground soil of the
grassland area named “Grass 1”, see Fig. 4, from the cor-
responding PolSAR data presented in Figs. 5 (b), (c), (d)
with the ground truth shown in Fig. 5 (a).

The quantity δG, expressed in (15), is plotted as a
function of εrg and σg in a three-dimensional plot as
shown in Fig. 7. The ε-σ characteristic curve of the soil
is also plotted in the (εrg-σg) plane of Fig. 7. It is shown
that δG has a sharp minimum of 9×10−4 at the point
εrg = 11.6 and σg = 0.181 S/m, which almost lies on the
ε-σ characteristic curve of the clayey soil as shown in
Fig. 7, where the corresponding water content of the soil
is 24.1%. The recovered values of the electric properties,
εrg and σg, and the water content are listed in Table 4
with the resulting estimation errors. It is found that these
errors are very small, which reflects the efficiency of the
proposed method to estimate the soil parameters.

Fig. 7. Estimation of soil parameters for the grassland re-
gion named “Grass1”. Plots of the function δG given by
(15) versus the real dielectric constant εrg and conductiv-
ity σg of a clayey soil; (a) 3D, (b) 2D, plot.
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Table 4: The ground soil parameters used for generating
the SAR data for the forested area named “Grassland 1”;
see Table 2. The recovered values of these parameters
using the proposed method and the resulting percentage
estimation errors are listed in the last two rows of the
table

Soil
Parameter

Dielectric
Constant

εrg

Conductivity
(S/m)

σg

Water
Content

w
Ground Truth 12.10 0.186 25.0 %

Estimated 11.60 0.181 24.1 %
Percentage

Error
4.1 % 2.7 % 3.6 %

D.3. Estimation of electric properties of clayey bare
soil

The method described in Section IV-C is used to re-
cover the electric properties of the ground soil of the area
named “Bare Land 2”, see Fig. 4, from the correspond-
ing PolSAR data presented in Figs. 5 (b), (c), (d) with the
ground truth shown in Fig. 5 (a).

The quantity δS, expressed in (20), is plotted as a
function of εrg and σg in a three-dimensional plot as
shown in Fig. 8. The ε-σ characteristic curve of the soil
is also plotted in the (εrg-σg) plane of Fig. 8. It is shown
that δS has a sharp minimum of 9×10−4 at the point
εrg = 35.4 and σg = 0.757 S/m, which almost lies on the
ε-σ characteristic curve of the clayey soil as shown in
Fig. 8, where the corresponding water content of the soil
is 56.0%. The recovered values of the electric properties,
εrg and σg, and the water content are listed in Table 5
with the resulting estimation errors of the retrieved val-
ues. It is shown that the percentage errors are very small,
which indicates the accuracy of the proposed method.

Fig. 8. Estimation of soil parameters for the bare land
region named “Bare Land 2”. Plots of the function δS
given by (20) versus the real dielectric constant εrg and
conductivity σg of a clayey soil; (a) 3D, (b) 2D, plot.

VII. CONCLUSIONS

A new method is proposed to estimate the electric
properties and water content of ground soil by apply-

Table 5: The ground soil parameters used for generating
the SAR data for the forested area named “Bare Land 2”;
see Table 2. The recovered values of these parameters
using the proposed method and the resulting percentage
error of the estimated values are listed in the last two
rows of the table

Soil
Parameter

Dielectric
Constant

εrg

Conductivity
(S/m)

σg

Water
Content

w
Ground Truth 35.40 0.759 56.0 %

Estimated 35.40 0.757 56.0 %
Percentage Error 0.0 % 0.26 % 0.0 %

ing the Target Decomposition (TD) theory for PolSAR
images with the help of the ε-σ characteristic curves of
the soil which are unique for each soil type at a specific
frequency. This method is examined for the clayey type
soil which is found in most naturally vegetated land ar-
eas. Also, a new method is developed based on the re-
verse of PolSAR TD theory, for realistic PolSAR images
simulation of natural lands. Numerical results are pre-
sented for realistic PolSAR datasets using the proposed
inverse TD theory method for Luxor city in Egypt. Also,
numerical results are presented for quantitative assess-
ment of the method proposed for the retrieval of the elec-
tric properties and water content of the clayey soil using
the generated datasets. It is found, through the numer-
ical investigations and quantitative assessment, that the
dielectric constant, electric conductivity, and water con-
tent of the investigated clayey types of soil are accurately
estimated.

APPENDIX
A.1. Covariance matrix for polarimetric SAR data

The reciprocity of backscattering of the radar pulse
implies that Shv = Svh. Hence, the 3× 3-element covari-
ance matrix of the data collected by the four-channel Pol-
SAR system can be expressed as three-channel data as
follows.
Σ = [c11 c12 c13 c21 c22 c23 c31 c32 c33 ]

=
[
σ2

hh

√
2σ2

hh,hv σ2
hh,vv

√
2σ2

hv,hh 2σ2
hv

√
2σ2

hv,vv σ2
vv,hh

√
2σ2

vv,hv σ2
vv

]
. (A.1)

The elements of the covariance matrix are the
ensemble averages of the autocorrelation and cross-
correlation of the scattering coefficients of the three
channels [13]:

Σ =
[
¡|Shh|2¿

√
2¡ShhS∗hv¿

¡ShhS∗vv¿
√

2¡ShvS∗hh¿ 2¡|Shv|2¿
√

2¡ShvS∗vv¿ ¡SvvS∗hh¿
√

2¡SvvS∗hv¿ ¡|Svv|2¿
]
. (A.2)
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The backscattered power for each of the three chan-
nels (HH, HV, VV) is given by main diagonal elements
c11, c22, and c33:

c11 = σ2
hh, c22 = 2σ2

hv, c33 = σ2
vv. (A.3)

The total ratio of the backscattered power to the
power illuminating the SAR target can be formulated as
the sum of the main diagonal elements of Σ:

σ2
P = c11 + c22 + c33 = σ2

hh +2σ2
hv +σ2

vv. (A.4)
The correlation between the co-polarized and cross-

polarized channels (HH, HV) and (HV, VV) is described
by the elements c23 and c32:

c12 = c∗21 =
√

2σ2
hh,hv, c23 = c∗32 =

√
2σ2

hv,vv. (A.5)
The correlation between the co-polarized channels

(HH, VV) is given by the elements c13 and c31:
c13 = c∗31 = σ2

hh,vv. (A.6)

A normalized covariance matrix Σ̂ of the PolSAR
data have unity ratio of the backscattered power. It can be
obtained by dividing the elements of Σ by σ2

P expressed
in (A.4):

Σ̂ =
1

σ2
P

Σ

=
[
σ̂2

hh

√
2σ̂2

hh,hv σ̂2
hh,vv

√
2σ̂2

hv,hh 2σ̂2
hv

√
2σ̂2

hv,vv σ̂2
vv,hh

√
2σ̂2

vv,hv σ̂2
vv

]
(A.7)

A.2. Elementary covariance matrices

The theory of PolSAR target decomposition using
the MCSM can be applied to expand the covariance
matrix of the PolSAR data collected during microwave
imaging of land covers involving both natural and man-
made constituents [15–17].

A.2.1. Covariance matrices of the PolSAR backscat-
ter data for elementary types of natural ground cov-
ers

The matrices Ĉs, Ĉd , and Ĉv are the normal-
ized elementary covariance matrices characterizing the
backscattering due to single bounce, double bounce, and
volume (vegetation), respectively, which may constitute
the natural ground covers and can be evaluated using the
following approximate analytic expressions:

Ĉs =
1
Ps

[
|β |2 0 β 0 0 0 β ∗ 0 1

]
, Ps = 1+ |β |2.

(A.8-a)

Ĉd =
1
Pd

[
|α|2 0 α 0 0 0 α∗ 0 1

]
, Pd = 1+ |α|2.

(A.8-b)

Ĉv =
1
Pv

[1 0 1/3 0 2/3 0 1/3 0 1 ] , Pv =
8
3
, (A.8-c)

where α and β are defined as follows [17]:

α = e j2 (γh−γv)
Γgh Γgv
Γwh Γwv

, (A.9)

where Γgh and Γgv are the horizontal and vertical Fres-
nel reflection coefficients of the ground surface. Simi-
larly, Γwh and Γwv are Fresnel reflection coefficients of
the horizontal and vertical wall surface. The symbols γh
and γv denote the phase attenuation of the horizontal and
vertical electromagnetic waves, respectively.

β is the ratio of the HH backscatter to the VV
backscatter of the single-bounce scattering model:

β =
Shh

Svv
. (A.10-a)

In the first-order Bragg surface case β is defined as:

β =
Γh

Γv
, (A.10-b)

where,

Γh =
coscos θi −

√
εr −θi

coscos θi +
√

εr −θi
, (A.11-a)

Γv =
(εr −1) [θi − εr (1+θi ) ][
εrcoscos θi +

√
εr −θi

]2 , (A.11-b)

where θi and εr are the incidence angle and the dielectric
constant of the surface, respectively.

A.2.2. Covariance matrices of the backscatter from
Man-made structures

The matrices Ĉh and Ĉw are the elementary covari-
ance matrices characterizing the helix (rotating) scatter-
ing mechanism and wire (edge) scattering mechanism,
respectively, which are found in the man-made structures
and can be evaluated using the following approximate
analytic expressions [17]:

Ĉh =
1
4

[
1 ju

√
2 −1 − ju

√
2 2 ju

√
2 −1 ,− ju

√
2 1

]
,

u = {1, f or right helix −1, f or le f t helix .
(A.12-a)

Ĉw =
1

1+ |γ|2 +2|ρ|2
[
|γ|2

√
2γρ∗ γ

√
2γ∗ρ 2|ρ|2

√
2ρ γ∗

√
2ρ∗ 1

]
,γ =

Shh

Svv
, ρ =

Shv

Svv
. (A.12-b)
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Abstract – To overcome the drawback of complex struc-
ture and high cost attributed from the utilization of phase
shifters to generate OAM in the conventional schemes,
this paper proposes a new method for generating OAM
based on a fixed delay line. By deriving the proposed
system with fixed delay line theoretically, the relation-
ship between the frequency of the input signal on the
delay line and the topological charge of the OAM is
obtained, and the topological charge of the generated
OAM can be controlled by controlling the frequency.
Furthermore, this paper proposes a vortex beam pointing
control method based on phased array scanning, so as
to realize the beam steering of OAM. It is then verified
by using electromagnetic simulation, and the simulation
results show that the proposed method is feasible. The
proposed method not only has the advantages of sim-
ple structure and low cost, but also can generate OAM
with continuously adjustable topological charge by con-
trolling the frequency, which has the functions of topo-
logical charge reconstruction and dynamic adjustment.

Index Terms – beam steering, continuous topological
charge, delay line, vortex electromagnetic waves.

I. INTRODUCTION

In recent years, to increase the channel capacity
and spectrum utilization, and to make the communica-
tion network more reliable and secure, the Orbital Angu-
lar Momentum technology [1, 2] has been introduced.
The electromagnetic wave-carrying OAM is called vor-
tex electromagnetic wave, and its wavefront phase is dif-
ferent from the plane structure of traditional plane wave
due to carrying orbital angular momentum [3]. This fea-
ture provides a new direction for increasing informa-
tion transmission capacity and improving spectral effi-
ciency [4]. It is mentioned in [5] that vortex electromag-
netic waves carry information about geometric shapes

and material properties. Additionally, the orbital angu-
lar momentum multiplexing technology of vortex elec-
tromagnetic waves has extremely efficient frequency uti-
lization and anti-interference ability [6], and has good
application prospects. The research of vortex electro-
magnetic waves in optics has been relatively mature.
Compared with the great role played by vortex electro-
magnetic waves in the field of optics, it cannot fully play
the role of vortex electromagnetic waves in the field of
wireless communication [7].

According to the existing literature, it can be deter-
mined that the main methods of generating orbital angu-
lar momentum are: helical reflector structure [8], trans-
mission helical structure [9], transmission grating struc-
ture [10], and array antenna [11, 12]. At present, the
method of using array antennas to excite vortex electro-
magnetic waves has been widely studied [13], but due
to the high cost of phase-shifting devices in the array,
it is not conducive to mass production and manufactur-
ing. To reduce the cost of phased arrays that generate
vortex electromagnetic waves, international researchers
have adopted a variety of methods to reduce the cost of
phased arrays, mainly in the following aspects: improv-
ing phase-shifting devices [14], reducing the cost of
phase-shifters number [15], and make a reasonable array
[16], so the related theory of vortex electromagnetic
wave is still worthy of in-depth study.

II. GENERATION OF VORTEX
ELECTROMAGNETIC WAVES BASED ON A

FIXED DELAY LINE

The schematic diagram of the vortex electromag-
netic wave generated by the uniform circular array is
shown in Fig. 1 [17]. Based on the method of fixed
delay line, the phase offset between each array element
is controlled, so as to generate continuous topological
charge OAM by changing the frequency. However, this
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Fig. 1. Schematic diagram of vortex electromagnetic
wave generated by uniform circular array.

approach causes the beam’s transmit frequency to vary
with its topological charge. Since most communication
systems require a constant transmit frequency, a hetero-
dyne mixer can be added to each antenna element so
that the radio frequency (RF) transmit signal appearing
at each antenna element is the result of mixing an inter-
mediate frequency (IF) signal and a local oscillator (LO)
signal.

Based on the basic principle of the above-mentioned
uniform circular array to excite vortex electromagnetic
waves, this paper proposes a phase shifter-free vortex
electromagnetic wave generation system, which includes
a LO signal source and an IF signal source. The out-
put end of the LO signal source is connected to the
delay line, which is respectively connected to the input
end of the heterodyne mixer. The other input termi-
nal of each heterodyne mixer is connected to the IF
signal source. The output terminals of each heterodyne
mixer are connected to an one antenna unit and the
antenna units are arranged in a circle at equal inter-
vals. The specific schematic diagram is shown in Fig.
2. From Fig. 2, the specific method of exciting the vor-
tex electromagnetic wave is based on the determined
antenna element number and the initial vortex electro-
magnetic wave modulus. The phase shift of the LO sig-
nal entering each heterodyne mixer is determined, so as
to obtain the length of each delay line. The heterodyne
mixer is connected with the LO signal source through
the delay line; the LO signal and the IF signal entering
into it are mixed through the heterodyne mixer, then each
mixed frequency signal is mixed through the antenna
unit. The signal is transmitted to complete the gener-
ation of the vortex electromagnetic wave. Finally, the
vortex electromagnetic wave with continuous topologi-
cal charge can be obtained by changing the frequency
of the LO signal. Accordingly, the relationship between
the frequency of the LO signal and the topological
charge of the generated vortex electromagnetic wave can
be derived.

Fig. 2. Phase-shifting network structure based on delay
line.

Set the IF signal and the LO signal:
SIF = Acos(ω1 +ψ1), (1)
SLO = Acos(ω2 +ψ2), (2)

It is known after mixing the two signals that if the
frequency of the LO signal increases by δω , to ensure
that the frequency of the output RF signal does not
change after mixing, the frequency of the IF signal needs
to be reduced by δω . Assuming the length of the delay
line is l

′
, according to the phase shift constant of the

delay line, the phase shift δψ it can produce is:
δψ = l

′
ω
√

εμ, (3)
It can be seen from Fig. 2 that if the delay line acts

on the LO signal source, the LO will add a phase shift
generated by the delay line and combined with Equation
(3), namely:

SLO = Acos((ω2+δω)t+ψ2+ l
′
(ω2+δω)

√
εμ), (4)

The initial phase of the signal source ψ1,ψ2 can be
set to 0. Assuming that the number of antenna elements is
M, to obtain a vortex electromagnetic wave with a topo-
logical charge of l, the phase offset required by the mth
antenna element δψm is:

δψm =
2lmπ

M
, (5)

Then according to Equations (3) and (5), the length
of the delay line corresponding to the mth antenna unit
can be calculated as:

l
′
m =

2lmπ
Mωm

√εmμm
, (6)

where ωm is the angular frequency of the LO signal
entering the m th delay line, εm is the dielectric constant
of the m th delay line, and μm is the permeability of the
m th delay line.

The above derivation process and conclusion are
under the premise that the number of array elments of
the antenna array is large enough, but the number of
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array elements of the antenna array is an important fac-
tor affecting the topological charge of the vortex electro-
magnetic wave. Although the topological charge num-
ber of vortex electromagnetic waves can take any inte-
ger value in theory, the maximum number of topologi-
cal charges that can be generated is determined by the
number of array elements of the antenna array that gen-
erates vortex electromagnetic waves compared with con-
ventional arrays. The range of topological charges that
can be generated by a circular phased array is:

− M
2

< l <
M
2
, (7)

where M represents the number of elements of the
antenna array.When the topological charge l is greater
than or equal to M, there will be no pure helical phase
wavefront beam generation, which means that no perfect
vortex electromagnetic wave can be obtained.

It can be seen from the above derivation that when
the length of delay line is fixed, the number of OAM
topological charge increases by 1 for every doubling of
the signal frequency applied on the delay line. Within
the range of OAM topological charges allowed by the
number of array elements, the structure can produce
OAM with tunable continuous topological charges only
by adjusting the frequency.

Based on the uniform circular array with radius A,
the number of array elements M is selected as 8, working
frequencies of 10 GHz and 4 GHz were selected to con-
duct electromagnetic simulation. The simulation results
are shown in Table 1.

It can be seen from Table 1 that the phase diagrams
of electromagnetic waves generated by this method all
present the shape of helical phase wavefront, which is
a typical feature of vortex electromagnetic waves.The
electromagnetic simulation results show that with the
increase of the topological charge number, the gener-
ated side-lobe of the OAM pattern increases and the
zero-depth region increases, indicating that the energy
is gradually dispersed with the increase of the topologi-
cal charge number. Additionally, according to the degree
of color alternation, the phase change values of the vor-
tex electromagnetic wave can be obtained respectively as
2π,4π, and 6π , corresponding to the topological charges
of OAM being 1, 2 and 3. It further proves the feasibil-
ity of the OAM generation method without phase shifter
proposed in this paper, and that the method is suitable for
different working frequencies.

The above simulation results show that this method
can generate relatively ideal vortex electromagnetic
waves. Next, the topological charge of the generated vor-
tex electromagnetic waves is fixed at 1, and the array
radius and operating frequency parameters are modified.
Phase diagrams of vortex electromagnetic waves cor-
responding to different operating frequencies. Table 2

Table 1: At different frequencies, OAM with l being 1, 2,
and 3 corresponds to 3-D Pattern, Amplitude, and Phase
diagrams

3-D Pattern Amplitude Phase

10 GHz

l = 1

l = 2

l = 3

4 GHz

l = 1

l = 2

l = 3

Table 2: Phase distribution of radiation field under differ-
ent array radius and frequency when M is 8

Radius
Frequency

λ0/4 2λ0 3λ0

4 GHz

6 GHz

8 GHz

10 GHz

shows the phase diagram results based on the 8-element
uniform circular array. Where, λ0 is the corresponding
wavelength when the operating frequency is 10GHz. As
can be seen from the table, the array radius and operating
frequency will have a certain impact on the OAM. For a
fixed frequency, as the array radius increases, the phase
image of the OAM begins to appear phase aliasing; for
a fixed radius, as the operating frequency increases, the
phase image of the OAM begins to appear phase alias-
ing. This is because the side lobes of the radiation pat-
tern of the uniform circular array increase, and the vor-
tex electromagnetic wave radiation field is in the state
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of superposition of the main lobe radiation and the side
lobe radiation. When phase aliasing occurs, the vortex
electromagnetic wave has not only one OAM mode, but
also a superposition of different OAM modes in the main
lobe and side lobes. [18] presents an algorithm for vortex
beam optimization design that might be needed to opti-
mize the sidelobe level of the vortex beam.

III. GENERATION OF VORTEX
ELECTROMAGNETIC WAVES WITH

ARBITRARY ORIENTATION BASED ON
PHASED ARRAY

To generate a vortex electromagnetic wave with a
topological charge number l , the excitation phase of the
array element needs an additional phase βn , which can
be expressed as:

βn = jlψ, (8)
Therefore, if we want to generate a vortex electromag-
netic wave with a topological charge of l and a beam
direction of (θ0,ψ0), the radiation function of the array
is:

G(θ ,ψ) =
N

∑
n=1

eilψne jka(sinθ cos(ψ−ψn)−sinθ0 cos(ψ0−ψn)),

(9)
Setting u = sinθ cosψ − sinθ0 cosψ0,v =

sinθ sinψ − sinθ0 sinψ0ρ =
√

u2 + v2, cosξ =
u√

u2 + v2
, Equation (9) can be simplified as follows:

G(θ ,ψ) =
N

∑
n=1

eilψne jkaρ cos(ξ−ψn), (10)

Assuming N is infinite, Equation (9) can be rewritten for
derivation, and then compared with the Bessel function
of order l , the following formula can be obtained:

G(θ ,ψ) = Neilξ e jl π
2 jkaρ , (11)

According to Equation (11), OAM can still be gen-
erated by uniform circular array after phased control.
Set simulation parameters for electromagnetic simula-
tion verification. The uniform circular arrays with 8 ele-
ments are simulated respectively. The array radius is set
to , and the transmit frequency is set to 10 GHz. The 8-
element uniform circular array is simulated to analyze
whether the vortex beam generated by the antenna array
has a specific direction when the topological charge of
the vortex electromagnetic wave is different.

The corresponding vortex electromagnetic wave
amplitude and purity simulation diagrams are given in
Fig. 3. It can be seen from Fig. 3 that for different
pitch angles and different horizontal azimuth angles,
the amplitude map can have a given orientation. Addi-
tionally, for a uniform circular array with an array ele-
ment number of 8, when the topological charge of the
vortex electromagnetic wave is 1, 2 and 3, the beams

(a) (b)
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Fig. 3. M is 8, (a), (c), (e) is the amplitude map when L is
1, 2, and 3 respectively and (b), (d), (f) is the amplitude
map when L is 1, 2, and 3 respectively.

all have directions, so the beam direction of the vortex
electromagnetic wave is not affected by the topological
charge of the vortex electromagnetic wave. Therefore,
the proposed method for designing vortex electromag-
netic waves with arbitrary radiation patterns is feasible.

It can be seen from the purity maps of different
topological charge numbers represented by Figs. 3 (d),
(e), and (f) that OAM waves with different topological
charges still dominate after beam steering, but with the
increase of topological charges, the dominant dominance
gradually decreases. While the OAM purity decreases, it
can be seen that the zero-depth region of the magnitude
map relatively increases. This is because the phases of
the phased array and the OAM are superimposed on the
array antenna at the same time. Although the purity is
not as good as before phase control, the main mode still
dominates.

IV. CONCLUSION

Due to the high cost and single topological charge of
using array antenna for exciting vortex electromagnetic
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waves, this work developed a novel method to gener-
ate vortex electromagnetic waves by using fixed delay
line instead of phase shifters. Based on the fundamen-
tal theory analyses, it has been concluded that as when
the length of the delay line is fixed, the frequency of the
delay line is proportional to the topological charge of the
vortex electromagnetic wave. Furthermore, the effects
of different array radius and different radio frequency
on the phase of vortex electromagnetic waves are dis-
cussed. For a fixed frequency, with the increase of the
array radius, the phase image of OAM begins to appear
phase aliasing; for a fixed radius, as the operating fre-
quency increases, the phase image of OAM begins to
appear phase aliasing. The propagation direction of the
vortex electromagnetic wave generated by the proposed
method is generally the axial direction of the vortex elec-
tromagnetic wave. However, to make the vortex electro-
magnetic wave have a specified beam direction, a vor-
tex beam pointing control method based on phased array
scanning is proposed. To make the vortex electromag-
netic wave generated by the uniform circular array have a
specified direction, it is necessary to add a phase varying
on the basis of the phase originally required for exciting
the vortex electromagnetic wave, so that the phase differ-
ence between the two adjacent array elements is related
to the direction. Thereby the angles have a specific rela-
tionship so that the vortex beam is directed at a speci-
fied angle by adjusting the phase difference. Using the
delay lines has greatly reduced the critical issue of high
cost and complexity of the phase shifter when the vor-
tex electromagnetic wave is generated by conventional
uniform circular phased array. An OAM with continuous
topological charge can be generated only by adjusting
the frequency, which makes the potential application of
vortex electromagnetic wave more practical and mean-
ingful.
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Abstract – Finite Element Analysis (FEA) is used to
determine the sensitivity of feed placement on a Luneb-
urg lens (LL) having large scale cubic discretization of
its permittivity distribution. This is of practical impor-
tance for lenses fabricated using additive manufacturing,
allowing accurate prediction of performance, and poten-
tially reducing overall print time. It is shown that the far-
field relative side lobe level (RSLL) is most sensitive to
this form of discretization, and the impact to multi-feed
and single-feed applications is considered. It is shown
that for single-feed applications, large cubic macro cells
are beneficial and provide a RSLL above that achieved
with the continuous and non-uniform shelled counter-
parts.

Index Terms – 3D printing, finite element analysis,
Luneburg lens, unit cells.

I. INTRODUCTION

While spatially graded dielectrics, also known as
graded-index (GRIN) structures, are popular devices in
optics and photonics, they have historically been used
less frequently at radio frequencies (RF). However, there
has been a recent surge of interest in using RF GRIN
antennas as low-cost alternatives to phased arrays. One
of the most popular RF GRIN structures is the well-
known LL [1-4]. The LL is a spherical device in which
every point on the surface is the focal point of a plane
wave incident from the opposing surface. This unique
property is leveraged to realize passive beam steering
antennas capable of directing a single or multiple beams
over wide scan angles.

While the LL concept has been known for nearly 80
years [1], our ability to reliably manufacture them has
been aided by recent advancements in additive manufac-
turing (AM) technologies and materials. Prior to AM,
fabricating a structure with spatially graded dielectric

properties was an expensive and challenging manufac-
turing problem.

Over the last eight years, a host of papers have been
published on the use of AM to fabricate the LL and
other GRIN devices [5-11]. While these previous studies
have demonstrated AM’s ability to fabricate functional
RF GRIN lenses, what has not been well characterized
is the impact of non-spherical discretization larger than a
small fraction of a wavelength.

In this paper, a full wave computational study is
presented that quantifies the effect of introducing a dis-
cretization beyond that of the unit cell scale, in other
words, at the macro cell scale. As illustrated in Fig. 1,
it considers a cubic macro cell that is comprised of an

Fig. 1. A macro cell being composed of an integral num-
ber of identical unit cells such as depicted in Fig. 2.

integral number of identical unit cells such as that shown
in Fig. 2. On the surface of the lens, the cells are allowed
to conform to the spherical surface, but otherwise the
lens is comprised of identically sized macro cells, each
with a permittivity equal to that of the underlying unit
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Fig. 2. A typical Unit cell. The effective permittivity
of the cell is controlled by manipulating the volume of
printed material ≈ a3, to the total volume of the cell Λ3.

cells. Visualizations resulting from this discretization are
shown in Fig. 3.

The ability to additively manufacture the sub-
wavelength unit cell lattice depicted in Fig. 1 has been
successfully demonstrated by the researchers in [7]
using the polymer jetting approach. In that research, the
authors designed and built a 60 mm radius LL for opera-
tion at 10 GHz.

The material used in [7] is a UV-curable acrylic
polymer of εr = 2.7 with a loss tangent of 0.02. For any
given polymer, the authors in [11] determine the maxi-
mum useful radius of an additively manufactured LL by
applying the constraint that the main beam of the radi-
ation pattern contain at least 50% of accepted power.
According to their results, a LL constructed with the
polymer used in [7] may only have a maximum use-
ful radius of ≈ 2.5λ . To take advantage of the RSLL
improvement that the macro cell quantization affords as
shown in Table 1, the AM technique known as Fused
Deposition Modeling (FDM) is required, due to the much
lower loss of engineering thermoplastics. According to
[11], FDM using Polycarbonate can produce a LL with a
maximum useful radius of 11λ . The structure in Fig. 1
does require a dual nozzle FDM printer to dispense
a support thermoplastic along with the Polycarbonate.
Once the heated thermoplastic cools and hardens, the
support plastic is flushed from the structure with water.

II. MODELING AND ANALYSIS
A. Simulation and model parameters

The 3D FEA of this research is performed using the
COMSOL Multiphysics software [17] equipped with the
RF Module. A sketch identifying the components of the
physical model, is provided in Fig. 4. Depending upon
the stage of analysis, the lens may have a permittivity

Q = 0.25λ Q = 0.5λ

Q = 0.75λ Q = 1λ

Fig. 3. Visualizations of macro cell LL as the cell edge
length Q, is varied from 0.25λ to 1λ . Radius of lens is
held constant at 3λ . Below each 3D model is a 2D slice
through the center of the lens and colorized to reveal the
relative permittivity distribution.

distribution that is either continuous or discretized into
spherical layers or macro-cell cubes.

The waveguide feed is modeled as a circular port
that matches the EIA WC59 designation with an internal
diameter Dp of 0.594 inch. The port height Hp is fixed at
0.25 mm. The lowest order mode for a circular waveg-
uide is TE11 followed by TM01 [18]. To ensure operation
in the TE11 mode, the operating frequency fo is set as
follows:

f0 =

√
( fc)

T E
11 · ( fc)

T M
01 , (1)

where ( fc)
T E
11 ≈ 11.6 GHz and ( fc)

T M
01 ≈ 15.2 GHz. The

simulation uses f0 = 13.3 GHz yielding a free-space
wavelength λ of ≈ 22.5 mm.

A behavioral model is used to implement Left Hand
Circular (LHC) polarization for the waveguide feed. This
is accomplished by defining two linearly polarized ports
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Fig. 4. Sketch of model used for this research consist-
ing of a spherical LL, a circular waveguide feed, and a
spherical Perfectly Matched Layer (PML).

on a single circular boundary, each with a polarization
axis that is orthogonal to the other. An appropriate 90◦
phase difference is then applied to ensure counterclock-
wise field rotation when viewed along the direction of
wave travel. The resulting polarization vector is written
as:

ELHC =
1

Em

[
Eθ

Eφ

]
=

1√
2

[
1
j

]
, (2)

and k̂ = θ̂ × φ̂ , where k̂ is the unit propagation vector.
A spherical coordinate system as depicted in Fig. 5

is used throughout. Note that when describing far-field
patterns, the radial distance r is irrelevant, and not pro-
vided.

B. Quantization of lens permittivity

The LL studied in this paper has a quantized per-
mittivity distribution using what is referred to herein as
macro cells. Other than conforming to the spherical lens
surface, macro cells are modeled as equal sized dielectric
cubes that are homogeneous, isotropic, and lossless. The
permittivity throughout a given macro cell is, therefore,

Fig. 5. Spherical coordinate system used throughout.

constant and is specified knowing the center point of the
representative cube.

As a matter of convenience, the quantized permit-
tivity distribution throughout the lens is generated indi-
rectly by first mapping the set of Finite Element mesh
vertices within the lens to the much smaller set of macro
cell center points. Allowing u to represent the x, y, and
z coordinates of a given mesh vertex, ū to represent
the corresponding coordinates associated with the cen-
ter point of the enclosing macro cell, and Q to represent
the macro cell edge length, then:

ū = Q · round(u/Q) , (3)
where round(·) is to be understood as the standard
“round to nearest integer” function. Once (3) is used
to perform the mapping from mesh vertices to macro
cell center points, i.e., (x,y,z) 
−→ (x̄, ȳ, z̄), the rela-
tive permittivity is computed using the standard Luneb-
urg equation. We first define the distance between the
lens center to any macro cell center point as being
r̄ =

√
x̄2 + ȳ2 + z̄2. Then, for a lens of radius rl that is

centered at the origin of the mesh coordinate system:

εr =

{
2− (r̄/rl)

2 if: r̄ ≤ rl ,

1.0 otherwise.
(4)

The sequential application of (3) then (4) achieve the
desired mapping (x,y,z) 
−→ εr. The if statement in (4)
is necessary since there are always macro cells that pro-
trude through the lens surface and have their center point
outside of the lens surface. For these cases, the otherwise
clause avoids inadvertently modeling an εr less than 1.0.

In Fig. 6, the relative permittivity distribution of
a continuous LL is presented along with that of the
discretized version. For the lens shown, rl = 3λ and
Q = 0.5λ , where λ is a specified free space wavelength.
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Fig. 6. LL relative permittivity distributions: (a) the con-
tinuous version, and in (b) the discrete counterpart.

The effective radius of discrete version along the coordi-
nate axes is shorter than may be expected, and in fact, is
equal to rl −Q/2. This is a result of groupings of macro
cells having an εr equal to that of free space. These can
be thought of as virtual cells; thus, time nor material need
be expended to produce them. For the lens shown, there
are 30 out of 925 total cells that are virtual, i.e., have
an εr = 1. With reference to the separation between the
lens and the feed port in the detail of Fig. 4, Hp is always
measured relative to the virtual surface of the LL residing
at rl .

To relate the concept of the macro cell to a fabrica-
ble device, we discussed the use of a much smaller sub-
wavelength lattice structure as illustrated in Fig. 1 and
Fig. 2. There the dimensions of the lattice are depicted
by Λ, where Λ is much smaller than the wavelength, i.e.,
Λ � λ . A 3D array of these smaller structures represents
a single macro cell (see Fig. 1) with an effective homoge-
nous permittivity. This is a common approach when fab-
ricating a LL using additive manufacturing methods.

The relationship between the effective permittiv-
ity εr of the macro cell and the smaller array of
sub-wavelength geometries have been described in sev-

eral of the references including [7] and are determined
using effective media theory. Our full wave FEA model
and analysis is at the macro cell scale. By doing so
reduces the peak memory requirement by a factor of
≈ (λ/Λ)3 and enables meaningful 3D FEA on practical
engineering workstations. In fact, the largest LL studied
requires a peak memory requirement of ≈90 GB using
the COMSOL RF module.

C. Far-field parameters

The ideal feed for a continuous LL is a point source
placed on the surface of the lens. Furthermore, the radi-
ation pattern of the point source is required to have a
cosine shape with its peak oriented towards the center of
the lens [16]. When this is the case, the system is said to
have an aperture efficiency ηa equal to 1. In this context,
ηa is interpreted as:

ηa =
Ae

Al
, (5)

where Ae represents the effective or achieved aperture,
and Al is the physical area of the lens aperture, being
π r2

l [3]. In other words, for the ideal system:
Ae = Al = π r2

l . (6)
The system gain g is defined as the ratio of Ae to the
aperture of an isotropic reference Aiso, where:

Aiso =
λ 2

4π
. (7)

Thus [3]:

g =
Ae

Aiso
=

4π
λ 2 Ae. (8)

Combining (6) and (8), the boresight gain for a continu-
ous LL with an ideal point source feed is therefore:

g =
4π2r2

l
λ 2 . (9)

In the analysis conducted herein, however, the lens
feed is modeled as a circular waveguide. Under this feed
condition, the aperture efficiency is less than unity and is
dependent upon the effective aperture of the waveguide
[16]. We therefore use (5) to write:

Ae = ηaAl = ηaπ r2
l , (10)

and upon combining (8) and (10), we have:

g = ηa · 4π2r2
l

λ 2 . (11)

A range of spherical Luneburg lenses with a con-
tinuous permittivity distribution having radii from 1.5λ
to 5λ in 0.5λ increments are evaluated. With each
near-field solution, the COMSOL RF module generates
the corresponding 3D far-field radiation pattern. After-
wards, the pattern is analyzed in MATLAB where gain is
extracted, and the Relative Side Lobe Level (RSLL) and
Half Power Beam Width (HPBW) are computed. In this
research, the RSLL is taken as the difference in decibels
between the gain of the main lobe and the highest side
lobe [2].
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The gain and aperture efficiency, ηa, are plotted ver-
sus lens radius in Fig. 7 (a), and the RSLL and HPBW
are plotted in Fig. 7 (b). Additionally, the respective gain,
RSLL, and HPBW for the ideal point source fed contin-
uous lens is provided in each case. For this purpose, (12)
provides the analytical expression of the far-field gain
[16], and MATLAB post-processing computes the corre-
sponding RSLL and HPBW. For these calculations, the
lens radius is sampled every 0.01λ to ensure the result-
ing curves are smooth. Moreover, when compared to the
ideal point source fed lens, the FEA results show lower
gain, a slightly wider beam width and a better RSLL.
Note that in (12), J1 (·) represents the Bessel function of
the first kind of order one, and k is the free-space phase
constant being equal to 2π/λ . With the feed point source
located at θ = 0◦, the boresight gain evaluated with (12)
is g(180◦,φ) = 4π2r2

l /λ 2, and this value is identical to
that provided earlier in (9).

g(θ ,φ) =
4π2r2

l
λ 2

[
2 J1 (krlsin(θ))

krlsin(θ)

]2

. (12)

Examination of Fig. 7 (b) reveals that the RSLL
derived from (12) appears to be constant and is therefore
independent of the lens radius rl . Although this result
may not be deduced easily from (12), it is explicitly

Fig. 7. Continuous LL performance vs lens radius. Solid
traces are FEA results and dashed traces are derived
from (12).

demonstrated for two values of rl in Fig. 8. The ratio
between the lens radius used in Fig. 8 (b) and Fig. 8 (a) is
10 : 1. From (9), we therefore expect a 20 dB difference
in boresight gains between the two, and this is indeed
observed in Fig. 8. However, the RSLL is seen to remain
constant at approximately 17.6 dB. Using inductive rea-
soning, we conclude that the RSLL of (12) is indepen-
dent of rl .

Fig. 8. RSLL measurement of radiation pattern specified
by (12). In (a) rl = 1λ and in (b) rl = 10λ .

D. Non-uniform shell

The prevalent method of fabricating the LL is to
use a layered approach as depicted in Fig. 9. Using this
construction method, a spherical dielectric core is sur-
rounded by a series of spherical dielectric shells. The
core and surrounding shells are homogeneous, with their
respective permittivity and radius chosen to mimic a con-
tinuously graded LL. The optimum selection of these
parameters proceeds once the number of layers is chosen
and includes both closed form expressions [12] and itera-
tive methods [13-15]. The equations of [12] are repeated
here as a point of reference. They are simple and yet opti-
mally approximate the continuous LL distribution for a
given number of layers.

We begin with the continuous LL permittivity dis-
tribution. Using r to represent the radial distance from
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Fig. 9. Example of a multiple layer spherical LL with
wedge cut out to expose interior construction. The cen-
tral core has radius R1, and the five surrounding shells
have outer radii of R2 through R6.

the lens center to any point within the lens, and rl to rep-
resent the LL radius, the relative permittivity εLL at that
point is given by:

εLL = 2−
(

r
rl

)2

. (13)

We now number the individual layers from 1 to N, where
n = 1 corresponds to the core, and n = N corresponds to
the outer most layer. From [12], the relative permittivity
εn of layer n is given by:

εn = 2(2N−2n+1)/(2N), (14)
and the outer radius rn of layer n is given by:

rn = rl ·
√

2−√
εn · εn+1, (15)

= rl ·
√

2−2(N−n)/N .

The effectiveness of (14) and (15) in approximat-
ing (13) is demonstrated in Fig. 10 (a) for N = 6 and
in Fig. 10 (b) for N = 30. From these two plots, it is
observed that as the magnitude of slope of (13) increases,
the layers become thinner and the permittivity contrast
between layers decreases.

From Fig. 10, it is obvious that as the number of lay-
ers increases, the discrete permittivity profile becomes
a better approximation to the continuous LL. However,
large N is accompanied by stringent requirements in
terms of precision for both layer permittivity εn and cur-
vature. It is therefore necessary to select the minimum N
at which design goals are still met. As demonstrated by
the FEA results shown in Fig. 11, the radiation pattern
of a lossless six-layer LL accurately approximates that
of the continuous counterpart. In fact, the difference in

Fig. 10. Optimum layer relative permittivity εn versus
normalized radius r/rl for N = 6 in (a) and for N = 30
in (b). The layer radii R1 to R6 in (a) correspond to sim-
ilarly marked layers in Fig. 9.

gain, RSLL, and HPBW between the two are:

G6 −GLL =−0.13 dB, (16)
RSLL6 −RSLLLL =−0.66 dB,

HPBW6 −HPBWLL = 0◦,
where G6, RSLL6, and HPBW6 refer to the metrics of the
six-layer lens, and GLL, RSLLLL, and HPBWLL to that of
the continuous version. It is not surprising that the per-
formance of N = 6 lens is slightly less than the contin-
uous prototype, and given reasonable manufacturing tol-
erances, increasing the layer count may not be beneficial.
Fig. 12 provides insight into why N = 6 is a good choice
for a layered LL that is designed using (14) and (15).
By substituting x for r/rl in (13) and integrating with
respect to x, we derive the area under the continuous LL
curve:

ALL =
∫ 1

0

(
2− x2) ·dx, (17)

= 2−1/3,
≈ 1.6667.
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Fig. 11. FEA results providing gain comparison between
a 6 layer LL and a continuous LL. Both lenses are mod-
eled with lossless dielectrics and have a lens radius of
rl = 5λ .

Conversely, the area under the discrete approxima-
tion for a given number of layers N, is obtained using:

AN =
1
rl

N

∑
n=1

εn · (rn − rn−1). (18)

A useful relative error metric between the continuous
version of (13) and the discrete N level approximation,
can then be defined [12] as:

ErrorN = 100%× (ALL −AN)

ALL
. (19)

In Fig. 12, both AN and ErrorN are plotted for
N = 2 . . .40 layers. The constant ALL is plotted as a
dashed red horizontal asymptote, and AN is a solid
orange trace that approaches ALL for large N. Referring
to the vertical marker at N = 6 layers, it is seen that the
error increases rapidly to the left and slowly to the right.
Depending upon tooling capabilities and material avail-
ability, the engineer would probably select a design hav-
ing N = 6 or 7 layers.

The results presented in Fig. 12 for discrete spheri-
cal shells agree with previously reported results given in
[12-15]. This analysis provides a good baseline to com-
pare results from the cubical macro-cell discretization
described in the subsequent sections.

E. Port location sweep

In multibeam applications, antenna feeds are dis-
tributed across the lens surface, and it is therefore neces-
sary to ascertain how feed location impacts the far-field
radiation pattern. For the case of the spherical shell dis-
cretization, presented in the previous section, the radi-
ation patterns are independent of feed location due to
symmetry. However, this is not true for the case of the
cubical macro-cells shown in Fig. 3.

Fig. 12. Area under discrete LL permittivity distribution
and the relative error versus the number of layers N.

Assuming feeds are facing the lens and radially
directed, feed location is given by the spherical coor-
dinate (rl +Hp,θa,φa), where the subscript a is used
to avoid confusion with far-field coordinates. The port
height Hp is fixed at 0.25 mm. The permittivity distri-
bution of a LL with a non-zero macro cell edge length
Q, does not contain a strict spherical symmetry. Thus,
performance should be expected to depend upon θa and
φa. To establish this dependence, FEA is performed on
lenses over a range of Q and rl , while the (θa,φa) of
a single waveguide feed is swept. Given the symmetry
of the lens, the sweep need only cover 0 ≤ θa ≤ 90◦
and 0 ≤ φa ≤ 45◦. An angular resolution of 11.25◦ is
selected, and therefore 9 × 5 = 45 separate FEA runs
are required to complete a single (Q,rl) combination.
With each run, far-field data is saved to a unique file.
The files are post-processed in MATLAB, where bore-
sight gain and Axial Ratio (AR) are extracted, and the
RSLL, HPBW, and Polarization Loss Factor (PLF) are
computed.

An example RSLL computation over a (θa,φa)
sweep for the (Q = 1λ ,rl = 5λ ) lens is shown in Fig. 13.
Because of the relatively large value of Q, there is an
appreciable spread of values. It is also interesting to note
that for θa = 0◦, (θa = 90◦,φa = 0◦) and several other
feed locations, the lens outperforms the continuous coun-
terpart, i.e., the lens (Q = 0,rl = 5λ ). Using the value
read from the plot in Fig. 7 (b), this difference is as great
as 20.30−19.49 = 0.81 dB.

Lens radius rl varies from 1.5λ to 5λ in 0.5λ steps,
and cell size Q varies from 0.25λ to 1.0λ in 0.25λ steps.
In Fig. 14, the lens (Q = 1λ ,rl = 5λ ) is shown along
with an overlay of the port grid and the circular port
boundary; both drawn to scale. The feed location in this
example (78.75◦,22.5◦) yields the worst case RSLL for
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Fig. 13. RSLL matrix for the (θa,φa) sweep of lens
(Q = 1λ ,rl = 5λ ). The spread in RSLL is 3.36 dB, how-
ever, there are multiple values that are better than that of
the continuous reference.

this lens. The radiation pattern for the given port location
is also shown.

Fig. 14. Port placement is swept over a sector grid sus-
pended above the lens surface.

Considerable axial asymmetry exists in the far-field
radiation patterns for lenses with large Q. The RSLL
calculation requires that the peak side lobe be identi-
fied, and the method employed slices the 3D pattern
into a sequence of 2D cuts. In turn, each cut is ana-
lyzed in MATLAB using the standard findpeaks() func-
tion, with additional code to handle the circular nature
of g(θ ,φcut). The cut with the largest peak side lobe is
recorded and used for determination of the RSLL of the
pattern overall. A similar procedure is also used to deter-
mine the HPBW. An example pattern is shown in Fig. 15.

III. RESULTS

Results are presented as a series of contour plots that
describe how the edge length Q of a macro cell impacts
the far-field parameters, as the lens radius rl is varied.

Fig. 15. The RSLL is determined by examining individ-
ual 2D cuts through the full 3D radiation pattern. Cuts
are taken every 5◦ and are sampled with a θ resolution
of 0.25◦. This pattern is for the lens (Q = 1λ ,rl = 5λ )
with feed location of (θa = 78.75◦,φ = 22.5◦).

Best- and worst-case results are provided, representing
data taken only at the feed location (θa,φa) that produces
the respective extremum. Results are shown for the far-
field parameters of gain in Fig. 16, RSLL in Fig. 17, AR
in Fig. 18, and HPBW in Fig. 19.

For gain and RSLL, the impact of Q > 0 is
represented as a loss. The worst-case loss is equal to the

Fig. 16. Loss in gain due to quantization: (a) best case,
and in (b) worst case.
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Fig. 17. Loss in RSLL due to quantization: (a) best case,
and in (b) worst case. Best case includes areas where loss
is negative. This means that the best case RSLL in these
areas is better than the continuous counterpart lens.

Fig. 18. Worst case increase in AR due to quantization.
Best case increase in AR is ≈ 0 for all (Q,rl) modeled
and is not plotted.

gain or RSLL of the counterpart continuous lens, minus
the minimum value of the respective (θa,φa) matrix for
a given (Q,rl). The best-case loss is equal to the gain or
RSLL of the counterpart continuous lens, minus the max-

Fig. 19. Increase in HPBW due to quantization: (a) best
case, and in (b) worst case. Best case includes an area
where increase is slightly negative. This means that the
best case HPBW in this area is narrower than the contin-
uous counterpart lens.

imum value of the respective (θa,φa) matrix for a given
(Q,rl). The gain vs. rl for the continuous counterpart is
shown in Fig. 7 (a) and it’s RSLL in Fig. 7 (b).

For HPBW, the impact of Q > 0 is represented as an
increase in beam width. The worst-case increase is equal
to the maximum value of the HPBW (θa,φa) matrix for
a given (Q,rl), minus the HPBW of the counterpart con-
tinuous lens. The HPBW vs. rl for the continuous coun-
terpart is plotted in Fig. 7 (b). In the case if AR, the
impact is just a larger value of AR. It is equal to the
maximum value of the AR (θa,φa) matrix for a given
(Q,rl) less unity, since the AR of the continuous coun-
terpart is exactly 1 for LHC polarization. The best-case
increase in beam width is equal to the minimum value of
the HPBW (θa,φa) matrix for a given (Q,rl), minus the
HPBW of the counterpart continuous lens. The best-case
impact to AR is equal to the minimum value of the AR
(θa,φa) matrix for a given (Q,rl) less unity. However,
for the range of Q and rl modeled, the best-case impact
to AR ≈ 0, and is therefore not plotted in Fig. 18.

The contour plots in Figs. 16–19 appear to represent
the data as continuous values. However, the underlying
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(Q,rl) data is an m× n array, where m is the number of
Q values that have been modeled, and n is the number of
rl values modeled. For the results presented here, m = 5
and n = 8. To produce the intervening data, the MAT-
LAB curve fitting toolbox is used to smoothly fit a sur-
face to the m×n available data points. Out of numerous
possibilities, the thin-plate spline surface fitter is chosen
for this purpose, since it produces a smooth surface and
has favorable extrapolation properties [19]. The results
shown here do not include extrapolated data.

Moreover, the contour plots are relative to the FEA
results for a LL with Q = 0. Being relative to the contin-
uous counterpart, these results directly show the impact
due to quantization.

IV. DISCUSSION

The results presented in Section III are in terms of
best- and worst-case impacts. Both cases are necessary,
since the radiation pattern is dependent upon feed posi-
tion for a LL with Q > 0. For multi-feed designs, the
results provide the maximum spread in performance met-
rics over the set of feeds. If a feed pattern is sparse, it may
be possible to optimize performance by avoiding certain
feed locations. For single-feed designs, the worst-case
impacts are ignored, and the feed should be located at
an optimum position. In many instances, optimizing the
dynamic range is paramount, which implies that the feed
placement should optimize the RSLL. As you can see in
Fig. 17 (a), this can result in a dynamic range improve-
ment of over 1 dB for a 4.5λ radius lens with Q = 1λ ,
relative to the continuous LL.

The best-case feed position (θa,φa), varies with cell
size Q and lens radius rl . A histogram that simply counts
the number of times a particular grid position (θa,φa) is
the best location modeled is provided in Fig. 20. This his-
togram only considers the 32 lenses that have a non-zero
cell size. Placement at θa = 0◦ includes 18 occurrences,

Fig. 20. Histogram of best feed placements.

and thus accounts for approximately 56% the lenses
modeled.

Table 1 summarizes the quantization impact for a
LL having a radius of 5λ . For further context, it includes
the 6-layer optimal shell design of Section II.D. Also,

Table 1: Summary of discretization impact for a LL with
a radius of 5λ . All values are relative to FEA results for a
continuous LL. Negative loss or growth indicates that the
impact is beneficial. For each edge length Q, the impacts
are shown in two rows: top row is best case, bottom row
is worst case

Lens
Gain RSLL HPBW AR

Loss (dB) Loss (dB) Growth Growth

6 Layer
0.13 0.66 0.03◦ 0

Shell

Q = 0.25λ
0 0.01 0◦ 0

0.01 0.05 0.01◦ 0

Q = 0.5λ
0.04 -0.12 0◦ 0
0.11 0.34 0.02◦ 0.02

Q = 0.75λ
0.05 -0.10 0.02◦ 0
0.38 1.83 0.13◦ 0.03

Q = 1λ
0.40 -0.81 −0.03◦ 0
0.91 2.55 0.40◦ 0.06

6 Layer Shell

Q = 0.25λ Q = 0.5λ

Q = 0.75λ Q = 1λ

Fig. 21. Discrete versions of LL: non-uniform layered
shell and cubic macro cell. Radius of lenses shown is
5λ . Performance of this set of five lenses is summarized
in Table 1.
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Fig. 22. Comparison of radiation patterns between best
case Q = 1λ and 6-layer shell LLs. Both lenses have a
radius of 5λ . The difference in the RSLL between the
two is 1.47 dB.

the five lenses included in this summary are shown in
Fig. 21. From Table 1, it is seen that the shell design
has similar performance to that of the worst-case Q =
0.5λ lens. Thus, for multi-feed applications, the macro
cell lens would at worse perform the same as the 6-layer
design. For single feed applications, however, the Q =
1λ lens provides 1.47 dB increased dynamic range over
the 6-layer design. This is demonstrated in Fig. 22, where
the radiation pattern of each is juxtaposed.

V. CONCLUSION

The far-field parameters of gain, RSLL, HPBW, and
AR are not equally sensitive to the cubic macro cell
quantization of the LL permittivity distribution. Observ-
ing the worst-case results in Figs. 16–19, a reasonable
conclusion is that the ordering from least to greatest sen-
sitivity is: AR, HPBW, gain, then RSLL.

RSLL sensitivity to feed location increases as the
macro cell edge length Q is increased. Over the range of
rl investigated, this may limit Q ≤ 0.5λ for multi-feed
applications. In this regard, it is shown that a lens with
rl = 5λ and Q = 0.5λ has a worst case RSLL that is
0.32 dB better than a similarly sized 6-layer non-uniform
shell design. For single-feed use, and depending upon the
lens radius, larger macro cells are beneficial and increase
RSLL further. It is found that a lens with rl = 5λ and Q=
1λ has an RSLL that is 0.81 dB better than a continuous
LL and 1.47 dB better than the 6-layer non-uniform shell
design.

Moreover, the results presented in Figs. 16–19 con-
dense the effect of feed location on far-field parame-
ter sensitivity into best- and worst-case contour plots.
Over the range of Q and rl investigated, the plots allow
for determination as to the severity of performance

impact and, therefore, inform decisions regarding the
maximum macro cell size that can be tolerated for a
given rl .
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Abstract – A highly compact sext-band bandpass filter
(BPF) is investigated in this paper, which adopts quad-
section stepped impedance resonators (SIRs) along with
a series of multiple open stubs. This quad-section SIRs
are constructed by tri-section SIR loaded L-shaped res-
onator. To achieve compact size, the filter utilizes tri-
section SIR and is embedded in the double L-shaped res-
onators. A series of multiple open stubs are introduced
to improve fractional bandwidth and the return loss. A
sext-band BPF centering at 1.12, 2.12, 2.78, 5.59, 6.59
and 8.97 GHz has been designed and fabricated. This
highly compact sext-band with wide bandwidth and sim-
ple structure is constructed on Rogers 4350 with a di-
electric constant of 3.66 and a height of 0.508 mm. The
overall size of the fabricated filter is 0.15λg × 0.16λg.
Good agreements are observed between the simulated
and measured results.

Index Terms – bandpass filter, open stubs, quad-section
stepped impedance resonator(SIR), sext-band.

I. INTRODUCTION

Modern communication systems operate in multi-
ple frequency bands to accommodate different applica-
tions, such as global positioning system (GPS), wireless
local area network (WLAN), global system for mobile
communication (GSM), long term evolution (LTE) chan-
nels, C-band satellite communication services (CSCS)
and X-band satellite communication services (XSCS)
[1]. Multiband bandpass filter (BPF), an indispensable
component, is increasingly attracting the attention of de-
sign engineers and has been extensively studied in recent
years. For designing multiband BPFs, multiple sets of
resonators are employed [2, 3]. In [4], a multi-band BPF
was designed, which combined a low-pass filter (LPF)
with two open stub-loaded shorted stubs. Another tri-
band BPF employed two pairs of the open-loop uniform
impedance resonators (OLUIRs) with simple structure
[5], the circuit size is 0.54λg×0.77λg, it occupied a con-
siderable large circuit size. Furthermore, more and more

designers pay attention to designing multi-band BPF
with more passbands. In [6], a high-selectivity quint-
band BPF was constructed based on five tri-mode stub-
load stepped-impedance resonators (SIR). Resonators
of non-ideal sizes, numbering six or more, have been
used for designing sext-band BPF [7] and a sept-band
[8] BPFs. To reduce the number of resonators, multi-
mode resonators (MMRs) [9]–[11] are frequently em-
ployed. The commonly used structures for multi-mode
resonators are stub-loaded resonators [12, 13], stepped-
impedance resonators [9, 12, 14] and ring resonator
[15]. In [14], a quint-wideband BPF was presented, it
adopted spiral and open-loop coupled structures with
mixed electric and magnetic coupling (MEMC) to re-
duce design complexity, but the circuit size was rela-
tively large. Sext-band BPFs utilizing cascading stages
of SIRs and SIR-loaded tapered lines were reported in
[16] and [17]. Although the number of resonators was
reduced, the size was relatively large, and the return
loss was poor. To realize multiple passbands, multiple
modes and transmission zeros (TZs) are used. A single
MMR with sept-band characteristics was presented in
[18]. In [19], a wideband octa-band BPF was poposed,
it utlilized a lowpass filter (LPF) loaded shotted stubs.
However these sept-/octa-band BPF adopts one or more
via holes. These above reported filters are either com-
plex in structure (multiple via holes or multilayer), large
in size or narrow in bandwidth. Therefore, the design
of multi-band BPF with simple structure, compact size,
and wide fractional bandwidth is a great challenge. In
this paper, a highly compact sext-band BPF with com-
pact size, wide bandwidth, and simple structure is pre-
sented. This filter adopts quad-section SIRs and multiple
open stubs. Owing to the reduction of coupling section, a
sext-band BPF design procedure is simple. The designed
filter is analyzed by the full-wave electromagnetic (EM)
simulation software HFSS. It is fabricated and measured
using E5071C to verify the simulated results. The rest of
this paper is organized as follow. In section II, the design
of sext band filter is detailed and highlighted, which is
composed three parts, including analysis of quad-section
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SIRs, optimization of the quad-section SIRs and filter
configuration. The simulated and measured results are
prsented in section III The conclusion of this paper is
drawn in section IV. The proposed filter has a simple
structure, a miniature size and a wide bandwidth simulta-
neously. The passbands generated by the proposed BPF
are suitable for GPS, WLAN, and XCSC communica-
tions and so on.

(a)

(b)

Fig. 1. Schematic of quad-section SIRs and equiva-
lent circuit of quad-section SIRs. (a) quad-section SIRs.
(b) Equivalent transmission line model of quad-section
SIRs.

II. DESIGN OF SEXT-BAND FILTER
A. Analysis of quad-section SIRs

Figure 1 (a) shows the geometry of the quad-section
SIRs, which utilize two tri-section SIRs along with L-
shaped resonator, so it is defined quad-section SIRs.
Among which, resonator I and resonator II are coupled
through the coupling gap. The width of the coupling gap
is denoted by d. According to Fig. 1 (a), since the struc-
ture has a high degree of symmetry and can be seen as
four identical parts, we only analyzed the transmission
line model for one quarter of the structure (along the di-
rection of the green arrow in Fig. 1 (a), i.e., the trian-
gular AOB). The equivalent transmission line model is
given in Fig. 1 (b). The characteristic admittances are Y1,
Y2, Y3, and Y4, respectively, where Y4 is the folded part
consisting of (L1, W1) and (L5, W5). The correspond-
ing electrical lengths are θ1, θ2, θ3, and θ4, respectively.
The admittance ratios for the four different admittance

�
��

�

�
�

�
�

Fig. 2. Basic odd- and even-mode equivalent circuit of
quad-section SIRs.

are related through K1, K2 and K3, where K1 = Y1/Y2,
K2 = Y2/Y3, K3 = Y3/Y4. Since the quad-section SIRs
are symmetrical in structure, the odd- even-mode method
is applied for its analysis and the relevant equivalent cir-
cuit is shown in Fig. 2 [20]. The input admittance of the
odd-mode and even-mode excitation can be derived as
follows.
Odd-mode:

Yin,odd = jY4
YL2,odd + jY4tanθ4

Y3 + jYL2,oddtanθ4
, (1)

where

YL2,odd = jY3
YL1,odd + jY3tanθ3

Y3 + jYL1,oddtanθ3
, (2)

YL1,odd = jY2
Y2tanθ2tanθ1 −Y1

Y2tanθ1 +Y1tanθ2
, (3)

Even-mode:

Yin,even = jY4
YL2,even + jY4tanθ4

Y3 + jYL2,eventanθ4
, (4)

where
YL2,even = jY3

YL1,even + jY3tanθ3

Y3 + jYL1,eventanθ3
, (5)

YL1,even =− jY2
Y1tanθ1 +Y2tanθ2

Y1tanθ1tanθ2 −Y2
, (6)

for simplicity, assuming θ = θ1 = θ2 = θ3 = θ4. By impos-
ing the resonance conditions, the resonance conditions
Yin,odd = 0 and Yin,even = 0, the resonance frequencies of
the odd-mode and the even-mode are determined by the
respective equation:

K2
2tan4θ − (K1K2 +K2

1K2 +K1K2
2 +K1K3

+K2
1K3 +K2K3)tan2θ +K1K2K3 = 0,

(7)

K1K2K3 +K1K2 +K1K3 +K2K3

−(K1K2
2 +K2

2K2 +K2
1K3 +K2

2)tan2θ = 0,
(8)

from Equation (7) and (8), the center frequency for each
passband is simply chosen by adjusting the impedance
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ratio K1, K2, and K3. The variation of the frequency ra-
tios as a function of the admittance ratios K1, K2, and K3
is shown in Fig. 3. It is pre-selected that the width of the
line section (W1) having the characteristic admittance Y4
to be 1 mm (which corresponds to 52.3 Ω). In Fig. 3 (a),
when K2 and K3 are fixed, f1/f6, f2/f6 and f4/f6 remain
almost unchanged. The f3/f6 slightly reduces and f5/f6
greatly increases. When K1 and K3 have been fixed, f1/f6,
f2/f6 are almost unchanged, the f3/f6 decreases, the f4/f6
and f5/f6 dramatically decreases (see Fig. 3 (b)). f1/f6,
f2/f6 and f3/f6 are almost unchanged while f4/f6 and f5/f6
gradually increase in Fig. 3 (c). Therefore, by appropri-
ately adjusting the quad-section SIRs, a basic multiple
bands could be obtained at desired frequencies. Finally,
the admittance ratios are calculated as K1 = 1.4, K2 =
0.7 and K3= 1.2. Choosing characteristic impedance Z1
= 63.7 Ω, Z2 = 52.3 Ω, Z3 = 75.0 Ω and Z4 = 52.3 Ω.

(a) (b)

(c)

Fig. 3. Frequency characteristics of the proposed quad-
section SIRs with varied admittance ratios.

B. Optimization of the quad-section SIRs

Based on the analysis above, the quad-section SIRs
can generate the desired frequency bands. The dimen-
sions of the quad-section SIRs (see Fig. 1 a)) are chosen
as (all in mm): L1 = 3.5, L2 = 5.7, L3 = 13.1, L4 = 22, L5
= 4.1, W1 = 0.7, W2 = 1, W3 = 0.5, W4 = 1, W5 = 0.7.
As shown in Fig. 4, when multiple open stubs are not
loaded, the center frequencies of the quad-section SIRs
are at 1.08, 2.12, 2.99, 3.87, 5.77, 6.53, and 7.9 GHz.
It should be noted that the forth band is a false band
with narrow bandwidth (see Fig. 4 black line). Since the
length of the open stub can affect the resonant frequency,
when the stub length is longer, the resonant frequency is
lower [21]. To merge the false band with other frequency,
multiple open stubs are introduced. A series of multiple
open stubs are symmetrically loaded on L-shaped. From
Fig. 4, with multiple open stubs, the center frequencies

S
1
1
 (

d
B

)

13.75

31.01

15.49

11.76

Fig. 4. The simulated S11 of the quad-section SIRs and
loaded multiple stubs.

are at 0.98, 1.92, 2.79, 5.13, 6.42, and 7.74 GHz. Fur-
thermore, loading open stubs can increase the bandwidth
and improve the return loss. Their 3-dB fractional band-
width are 19.4, 26.4, 26, 3.6, 18, 8.4, and 11.9% without
open stubs, but the fractional bandwidth are 17.3, 27.1,
28.3, 21.6, 15.3, and 13% with open stubs, respectively.
In addition, the first passband characteristic is better than
the quad-section SIRs. The return loss of fifth and sixth
bands are also clearly superior to the former.The return
loss up to 31.01 dB after loading multiple open stubs in
fifth passband compares to 13.75 dB before loading. The
return loss in sixth passband are 15.49 dB and 11.76 dB,
respectively.

Figure 5 shows the S-parameter varies from cou-
pling gap. The first three center frequencies are constant,
the sixth band slightly change and the forth and fifth
bands obviously change. It can be obtained from Fig. 5
(a) that with the coupling gap from 0.075 to 0.125 mm,
the forth and fifth bands from 5.03 to 5.49 GHz, from
6.08 to 6.4 GHz, respectively. When d from 0.075 to
0.125 mm, the return loss of the fifith passband can reach
-30 dB. Furthermore, the minimal variation in insertion
loss between fifth and sixth passband is shown in Fig. 5
(b). Finally, the proposed sext-band BPF is constructed
by the quad-section SIRs and multiple open stubs, which
is easy to build. Consequently, a sext-band with simple
structure and wide fractional bandwidth is obtained. Ad-
ditionally, the designed BPF has only two resonators and
one coupling gap.

C. Filter Configuration

To verify the practicability of the proposed quad-
section SIRs, a sext-band BPF, adopting quad-section
SIRs along with a series of multiple open stubs is de-
signed. The geometric configuration is shown in Fig. 6.
In quad-section SIRs, double L-shaped resonators are
symmetrically distributed on the outside and coupled
into as quare structure, while the tri-section SIRs are
embedded inside and loaded in the double L-shaped
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d=0.1

d=0.075

d=0.125

a)

b) d=0.1

d=0.075

d=0.125

Fig. 5. The simulated S-parameters (S11 and S21) of cou-
pling gap.

Fig. 6. Layout of designed sext-band BPF.

resonator. The quad-section SIRs can generate the de-
sired passbands. In addition, a series of multiple open
stubs are loaded on the L-shape resonators. These multi-
ple open stubs are introduced to improve the bandwidth
and return loss. In a multi-band BPF, the coupling is a
significant factor that can increase the insertion loss and
the return loss. Compared with other multi-band BPFs,
the proposed BPF has only two resonators (Resnoator I
and Resonator II) and no via hole that can greatly reduces
its complexity and fabricated cost [14].

Fig. 7. Photograph of the proposed sext-band BPF.

III. SIMULATED AND MEASURED
RESULTS

The proposed sext-band BPF is fabricated on a 0.508
mm thick Rogers RO4350 substrate with a dielectric con-
stant of 3.66 and a loss tangent of 0.004. Figure 7 shows
the photograph of fabricatred filter. The dimensions of
the design optimized utilizing the Ansoft HFSS 15.0 are
(millimeters): L01 = 2, L1 = 3.5, L2 = 5.7, L3 = 13.1, L4
= 22, L5 = 4.1, L6 = 1.6, L7 = 6.5, L8 = 6.5, L9 = 7,
L10 = 7, L11 = 2, W00 = 1.5, W01 = 2.6, W1 = 0.7, W2
= 1, W3 = 0.5, W4 = 1, W5 = 0.7, W6 = 2.2, W11 = 1,
d = 0.1. Simulated and measured results of the designed
filter are shown in Fig. 8. The measured centre frequen-
cies are located at 1.12, 2.12, 2.78, 5.59, 6.59, and 7.97
GHz. Their 3-dB fractional bandwidths are 12.5, 26.4,
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Fig. 8. Simulated and measured results.

27.0, 15.4, 10.5, and 9.8 %, respectively. The filter re-
turn losses are 11.5, 35.8, 19.5, 30.4, 36.1, and 13.5 dB.
The filter size is 24.4 mm×25.2 mm, which amounts to
0.15λg × 0.16λg, where λg is the guided wavelength on
the substrate at the center of the first passband. The mi-
nor difference between the simulated and the measured
results is due to production deficiency, connector losses
and imperfection of the substrate.

The performance of the proposed sext-band is com-
pared with other works, and a summary is given in Table
1. From Table 1, as in the literature [7, 16, 17], the fil-
ter proposed in this paper also generates 6 passbands,
but has a wider fractional bandwidth. For example, all
bandwidths in this paper are more than 10% higher than
the corresponding bandwidths in the literature [7]. The
fractional bandwidth also reaches 26.4%, which is much
higher than the bandwidth of the second band in the other
two literature. Moreover, the size of the proposed filters
were reduced by 16.7% and 29.4%, respectively, com-
pared to the literature [16, 17]. Compared to the litera-
ture [18], the presented work has a wider bandwidth even
though their circuit sizes are approximately the same.
Table 2 summarizes the comparison between the pro-
posed filter and the recently proposed couterparts de-
signed structure. The filter design proposed in this paper
is simple, has low manufacturing cost, but is still able
to produce more passbands while using fewer resonators
and no via holes.

IV. CONCLUSION

This letter proposed a sext-band BPF aimed at large
fractional bandwidth, highly compact size, and simple
structure. The designed BPF adopts quad-section SIRs
along with multiple open stubs, The quad-section SIRs
utilize two tri-section stepped impedance resonators
loaded double L-shaped resonators to achieve enough
multi-band, and a series of multiple open stubs loaded
double L-shaped resonators are added to improve the

Table 1: Comparisons with the other multi-band BPFs

Ref εr
CFs(GHz)/
FBW(%)

Size
(λg ×λg)

[7] 3.55

0.9/1.5
1.2/1.3
1.4/1.4
1.7/1.3
2/1.5

2.4/1.4

0.26×0.15

[16] 3.66

1.56/17.9
3.17/13.2
4.68/29

6.02/7.14
8.21/8.04
9.06/7.28

0.18×0.16

[17] 3.5

1.7/19.4
3.48/9.2
5.08/30
6.5/6.7

8.66/10.2
10.18/13

0.2×0.17

[18] 2.2

1/13
1.6/10.2
2.3/15.9
2.8/6.8
3.5/9.4
4.2/3
5/4.6

0.21×0.1

This work 3.66

1.12/12.5
2.12/26.4
2.78/27

5.59/15.4
6.59/10.5
7.97/9.8

0.15×0.16

Table 2: Comparisons with the other multi-band BPFs
Ref NR NB Structure Via Hole
[7] 6 6 SIRs 6 via hole
[8] 8 7 SL-SIR 4 via hole
[10] 2 5 MMR+open stubs none
[18] 1 7 a single MMR 5 via hole
[19] NA 8 short stubs+LPF 1 via hole

This work 2 6
quad-section SIRs+

open stubs none

NA = not available; NR = number of resonators
NB = number of passbands

fractional bandwidth and return loss. The fabricated sext-
band BPF’s center frequencies are at 1.12, 2.12, 2.78,
5.59, 6.59, and 7.97 GHz. This makes it suitable for GPS,
WLAN, CSCS and XSCS applications. Owing to these
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merits, it becomes a good choice for achieving sext-band
bandpass characteristics.
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Abstract – The working principle of the motor can
cause unbalanced magnetic pull (UMP) between stator
and rotor unavoidably. Previous research about nonlin-
ear vibration excited by UMP was focused on the ro-
tor supported by traditional mechanical bearings or gas
bearings. However, the magnetic levitation rotor is par-
ticular due to the low rigidity provided by the active
magnetic bearing (AMB). UMP amplifies rotor vibration
in the resonant zone and further excites the nonlinear
electromagnetic force, thus producing different vibra-
tion phenomena. The paper calculates rotor orbit, spectra
analysis, and time-history plot with numerical methods
and studies the influence of the rotation speed, eccentric-
ity, key control parameters, and UMP on rotor dynamics
in detail. Results illustrate displacement response spectra
of the magnetic levitation rotor are quite different from
previous research results. The appearing frequency com-
ponents are inducted by universal formulas in this paper.
Furthermore, research shows a slight adjustment of the
control parameters affect significantly harmonic compo-
nents and vibration characteristics. The research results
have practical reference significance for fault diagnosis,
feature recognition, and controller optimization of the
AMB-rotor system.

Index Terms – frequency response, magnetic levitation
rotor, resonance, rotor orbit, unbalanced magnetic pull,
vibration.

I. INTRODUCTION

Active magnetic bearings (AMBs) have the advan-
tages of no wear, high rotation speed, and long life,
and they can adjust rotor dynamics by active control-

ling [1]. Thus, AMBs show incredibly high usage poten-
tial in rotating machinery [2, 3]. However, AMBs have
the supporting characteristics of ’negative stiffness’,
and their electromagnetic forces are nonlinear. Stabil-
ity and nonlinearity have been continuously researched
hotpots.

Magnetic levitation rotating machinery is generally
driven by a motor. The air gap between the motor’s sta-
tor and its rotor is unavoidably uniform and asymmet-
ric, resulting in the unbalanced magnetic pull (UMP) [4].
UMP leads to unwanted vibrations, causes stability prob-
lems, and even produces rubbing between the rotor and
the stator [5].

UMP has attracted widespread attention from re-
searchers. Establishing the linear relationship between
UMP and eccentricity is convenient for calculating rotor
dynamics [6, 7], but the relationship is reliable only when
the eccentricity is small enough. Belmans et al. proposed
the air gap permeability method to calculate the magnetic
flux density for UMP’s analytical formula [8]. Later on,
many researchers applied Belmans’s results to determine
the nonlinear UMP.

Guo Dan et al. [9] established the UMP’s analyti-
cal formula and summarized the vibration characteris-
tics of the ordinary rotor considering UMP. Xu Xueping
et al. investigated how the static eccentricity UMP and
gravity affect the rotor’s vibration excited by only dy-
namic eccentricity UMP [10, 11]. Results concluded that
the rotor system’s static load has the same influence on
rotor dynamics as the static eccentric UMP. Xu also
derived the UMP force of a tilting rotor and studied
the rotor’s motion behavior in the case [12]. Hui Lui
et al. [13] employed a multi-scale perturbation method
to obtain the natural frequency and frequency response
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characteristics of the rub-impact rotor-bearing system
considering UMP. Li Hao et al. [14] analyzed the UMP’s
influence on the rotor system supported by gas bearings.
In [15], the UMP’s nonlinear effects on a colliding rotor
for hydro-generator units were investigated by numeral
calculations.

Rotor dynamics excited by UMP have been exten-
sively investigated in the above literature, but most of
them focus on traditional mechanical bearings or gas
bearings. Relatively few studies pay attention to the cou-
pling interaction between the AMB force and UMP.
Du Tingshen et al. determined the UMP by the an-
alytical method, and they applied numerical calcula-
tion software to verify [16]. Ji Li et al. studied the ef-
fects of various eccentricities and different loads on the
UMP amplitude and phase [17]. Di Chong compared
the UMPs with different eccentricities and proposed the
structure optimization scheme of AMB to compensate
for UMP [18]. The studies mentioned above did in-
volve the UMP exerting on the magnetic levitation ro-
tor; however, they didn’t thoroughly discuss how UMP
affects the dynamic characteristics, especially the mo-
tion behavior when the rotor is passing through critical
speeds.

The stiffness of the AMB-rotor system is relatively
small. The rotor generally needs to cross rigid body
mode frequency before reaching the rated speed, which
is different from the rotor system supported by mechan-
ical bearings and gas bearings. The rotor vibrates in-
tensely when near critical speeds. On this occasion, it
tends to vibrate more wildly and more complicated if the
UMP is increasing to a certain extent, inevitably caus-
ing the AMB to work in a nonlinear region. Addition-
ally, unlike mechanical bearings and gas bearings, the
supporting properties of the AMBs depend more on the
control algorithms and control parameters rather than
their physical structure [19]. Regardless offault detec-
tion, state maintenance, or AMB controller design, in-
vestigating the rotor’s dynamic behavior under UMP is
essential.

Therefore, this paper established the rotor sys-
tem’s motion differential equation incorporating nonlin-
ear AMB force, nonlinear UMP, and unbalanced mass
excitation force. The rotor system’s dynamic behavior
with different speeds, mass eccentricity, control param-
eters, and UMP are discussed in detail with numerical
methods.

II. MODEL
A. Nonlinear AMB force

Figure 1 is the schematic diagram of the AMB-rotor
system. The radial AMB has eight magnetic poles in all.
The AMB force generated by the two pairs of magnets

in one single degree of freedom (DOF) can be expressed
as follows [1]:

fa = μ0N2Acosα

[
(i0 + i(t))2

(s0 − s(t))2 − (i0 − i(t))2

(s0 + s(t))2

]
, (1)

where vacuum permeability μ0 =4π∗10−7 N/A2 denotes
the number of coil turns, A denotes the area of magnetic
poles, α denotes the angle between two adjacent mag-
netic poles, t denotes the time variable, s0 denotes the
static equilibrium position, s denotes the displacement of
the offset equilibrium position, i0 denotes the bias cur-
rent, i denotes the control current controlling the rotor
back to the equilibrium position (i0 + i(t)), and (i0 – i(t))
represent the total current of the two pairs of magnetic
poles with the same DOF.

Fig. 1. Schematic diagram of AMB system.

Equation (1) is generally linearized to facilitate
mathematical processing and controller design. How-
ever, this paper considers the nonlinear effects of AMB
by computing the first three terms of the Taylor series.
The AMB force expression in the x-direction could be
obtained as follows:

Fax = μ0N2Acosα
4i0

2 i(t)︸ ︷︷ ︸
Ki

+μ0N2Acosα
4i02

s03 x(t)︸ ︷︷ ︸
Ks

+μ0N2Acosα
8i02

s05 x3(t), (2)

where ki and ks are the current stiffness and displace-
ment stiffness of AMB. As shown in Fig. 1, in addition
to the mechanical structure, the AMB system includes
an electronic control system. The controller collects the
rotor displacement signal from the displacement sensor
and outputs the control current calculated by control al-
gorithms. The control current is converted by the power
amplifier to excite each stator winding, thereby generat-
ing the AMB attraction.

This research applies a general PID control algo-
rithm. The sensor and power amplifier are modeled with
gain Gs and Ga respectively. Thus, the mathematical
model of the electronic control system can be expressed
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as follows:

Gc(s) = KM

{
GsGa

(
Kp +

Ki

Tis+1
+

Kds
Tds+1

)}
,

where s is the complex variable, K p is the propor-
tional coefficient, Ki is the integral coefficient, Kd is the
differential coefficient, Ti is the integral time constant,
and Td is the differential time constant. To avoid satu-
ration of the power amplifier, a dead zone is pre-set by
assigning KM− suitable parameters.

The most critical parameters of the PID controller
are the proportional gain and differential gain, which de-
termine the stable levitation and vibration attenuation ca-
pabilities. We can build a relationship between these two
parameters and displacement stiffness and current stiff-
ness [18]. Thus, the range of proportional gain and dif-
ferential gain could be determined preliminarily by esti-
mating the system’s stiffness and damping. The assigned
proportional gain and differential gain ensure that the
system stiffness is equal to 2-3 times the ’nature stiff-
ness’, i.e., the absolute value of ks. They also ensure the
system damping ratio lies in the range of 20%-70%. In
this way, the system can remain stable unless the power
amplifier is saturated.

B. The nonlinear UMP

The sources of air gap eccentricity leading to UMP
include dynamic eccentricity and static eccentricity. Dy-
namic eccentricity is caused by the rotor deviating
from the equilibrium position during rotation. Incontrast,
static eccentricity is caused by the not coinciding be-
tween the rotor’s static equilibrium position and the mo-
tor stator’s center. The mixed air gap eccentricity dia-
gram is shown in Fig. 2. The outer circle is the motor
stator’s inner surface, with the center labeled C, while
the internal circle is the outer of the motor rotor, the cen-
ter marked O. O’ is the transient position of the rotor.
The offset r between O’ and C can be written as:

r(t) =CO′ =
√
(r0 cosγ0 + x)2 +(r0 sinγ0 + y)2, (3)

where r0 is the initial eccentricity, and γ0 is the initial
phase angle.

The mixed eccentricity phase angle γ is expressed as
follows:

tanγ(t) =
r0 sinγ0 + y
r0 cosγ0 + x

. (4)

When considering static and dynamic eccentric-
ity simultaneously, the approximate expression of the
air gap length at any spatial angle β is derived as
follows [9]:

δ (β , t)≈ δ0 − r(t)cos[β − γ(t)], (5)
where δ 0 is the average air gap length without the eccen-
tricity. According to the principle of the motor [20], for
the three-phase synchronous motor with only one pole
pair, the MMF in the air gap is derived as follows:

Fp(α, t) = Fj cos(Ωt −β ), (6)

Fig. 2. Schematic diagram of motor’s air gap with mixed
eccentricity.

where F j denotes the amplitude of MMF and Ω is the
power supply frequency. Therefore, the flux density dis-
tribution in the air gap can be estimated as follows:

B(α, t) =
μ0Fp(β , t)

δ (β , t)
. (7)

According to [9], the above air gap permeability can
be expanded using a Fourier series. Ignoring the tan-
gential component of the magnetic density, assuming
that the iron core permeability is infinite, and integrat-
ing Maxwell stress on the rotor surface, the UMP can be
derived as follows:{

Fpx = f1 cosγ + f2 cos(2Ωt − γ)+ f3 cos(2Ωt −3γ)
Fpy = f1 sinγ + f2 sin(2Ωt − γ)− f3 cos(2Ωt −3γ).

(8)
Among them,

f1 =
RLπ
4μ0

F2
j (2Λ0Λ1 +Λ1Λ2 +Λ2Λ3) ,

f2 =
RLπ
4μ0

F2
j

(
Λ0Λ1 +

1
2

Λ1Λ2 +
1
2

Λ2Λ3

)
,

f3 =
RLπ
8μ0

F2
j

(
Λ0Λ1 +

1
2

Λ1Λ2

)
,

where R denotes the rotor radius, L denotes the air gap’s
axial length, and Λn denotes the air gap permeability:

Λn =

⎧⎪⎨⎪⎩
μ0
δ0

1√
1−(r/δ0)

2 (n = 0)

2μ0
δ0

1√
1−(r/δ0)

2

(
1−
√

1−(r/δ0)
2

r/δ0

)n

(n > 0).

Equation (8) shows that the UMP amplitude is
mainly determined by the MMF and rotor’s position for
the structure-determined motor system.
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C. The rotor model

The rotor adopts the Jeffcott model. The unbalanced
mass force (UMF) can be expressed as follows:{

Fux = meω2 cos(2πωt +ϕ0)
Fuy = meω2 sin(2πωt +ϕ0) ,

(9)

where m is the equivalent concentrated mass of the rotor
at the disc, e is the mass eccentricity, and ω is the ro-
tor’s rotation frequency. ϕ0 is the initial phase angle of
unbalanced mass.

Combining Equations (2), (8), and (9), the differen-
tial equation for the lateral vibration can be obtained as
follows: {

m̈x = Fax +Fpx +Fux
m̈y = Fay +Fpy +Fuy.

(10)

Based on MATLAB/Simulink, we use the fourth-
order Runge-Kutta method to calculate Equation (10).
The parameters used in the simulation are listed in
Table 1, related to AMB, and Table 2, related to UMP
and UMF. The parameters used in this paper are consis-
tent with the data in the two tables unless they are explic-
itly discussed.

D. Model verification

It can be seen from Equation (9) that the mass unbal-
ance force of the rotor is small at low speed. Under the
same UMP force, the smaller the mass unbalance force
is, the smaller the distance r between the rotor center ‘O’
and the stator center ‘C’. Additionally, according to the
definition in Section 2.2, as the rotor approaches the sta-
tor center, the UMP force generated by the dynamic ec-
centricity gradually decreases. Therefore, the rotor is rel-
atively less disturbed by the unbalanced mass force and
UMP force at low speed, and thus the vibration displace-

Table 1: Parameters of the AMB System
Name Value

Air gap of the AMB, s0(m) 3.5e-4
Air gap of the auxiliary bearing, (m) 3e-4
Coil turns, N 94
Bias current, i0(A) 1.5
Magnetic pole area, A(m2) 2.21e-4
Current stiffness, ki(N/A) 108
Displacement stiffness, ks(N/m) 4.76e-5
Sensor gain, Gs(V/m) 20000
Power amplifier gain, GA(A/V) 5
Saturation limit of amplifier, KM(A) (-1.5, 2.5)
Proportional gain, K p 0.1
Integral gain, Ki 0.6
Differential gain, Kd 5.5e-5
Integration time constant, Ti 3/2π
Differential time constant, Td 1/1600π

Table 2: Parameters of UMP and unbalance mass
Name Value

Motor rotor radius, R(m) 60e-3
Motor stator length, L(m) 52e-3
Air gap, δ 0(m) 5e-3
Amplitude of the resultant MMF, F j
(A)

2000

Initial phase of motor eccentricity,
γ (◦)

225

Rotor equivalent concentrated mass,
m(kg)

4.85

Mass eccentricity, e(m) 1e-10
Initial phase angle of mass eccen-
tricity, ϕ0 (◦)

45

ment is small. This can also be confirmed by the subse-
quent simulation results.

Thus, the relationship between the AMB’s support
force and rotor displacement is nearly linear, and the
AMB can be regarded as a conventional bearing [21].
Hence, it is feasible to verify the accuracy of the model
and calculation method proposed in this paper by com-
paring the rotor orbit at low speed with that in the com-
monly accepted literature [10, 12].

When the rotation frequency is 5, 10, 15, and 20 Hz,
the rotor orbits are shown in Fig. 3. Their displacements
lie in the range of 0.3 μm to 30 μm, not exceeding 2% of
the AMB air gap. For the ordinary bearing rotor system
considering UMP and UMF, the rotor orbits at the cor-
responding frequency are presented in [10] (Figs. 2 (a),
(c), and (e)), as well as [12] (Fig. 6 (c)). These document
results and our results are in good agreement. Thus the
correctness of the program is verified.

(a) ω =5 Hz (b) ω =10 Hz

(c) ω =15 Hz (d) ω =20 Hz

Fig. 3. Rotor orbit for different rotation speeds.
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The following calculation includes two parts: (1) the
time domain and frequency domain response character-
istics with or without UMP are analyzed and compared,
and (2) the effects of different factors on the vibration
spectra, rotor orbits and control signals near the reso-
nance zone are investigated.

It should be noted that since the initial phase angle of
mass eccentricity and initial phase angle of motor eccen-
tricity (see Table 2) are 45 and 225 degrees, respectively,
the waveforms of the unbalanced force, the UMP force,
and the current overtime in the x-direction and the y-
direction are theoretically the same, with a fixed phase
difference. Unless explicitly discussed, the unbalanced
force, UMP force, and properties mentioned below refer
to the x-direction.

III. DYNAMIC PROPERTIES WITH OR
WITHOUT UMP

A. Time-domain properties during the run-up

While gradually increasing the rotation speed, we
calculated the transient response of displacement and
current every 0.5 Hz, and recorded the maximum and
minimum values when in a stable state.

The displacement and total current response results
from 0 to 100 Hz are shown in Fig. 4. The maximum
and minimum envelopes of rotor displacement are sym-
metrical, so only the maximum is plotted in Fig. 4 (a)
while Fig. 4 (b) presents not only the maximum value
of the coil current but also the envelope of the minimum
value. The envelope of the maximum value and the min-
imum value of the coil current is not symmetrical. This
is because the minimum value of the coil current is the-
oretically negative when the vibration is severe, while
in practice it appears to be zero due to saturation lim-
itations. We use continuous and dashed lines to repre-
sent the cases with and without UMP, respectively. Fur-
thermore, we also divided the run-up process into a low-
speed zone, a resonance zone, and a high-speed zone to
describe clearly. The figures indicate the vibration not
only in the low-speed zone but also in the high-speed
zone is relatively slight, and the required control signal
is small whether the system is excited by UMP or not.

In contrast, UMP has a larger effect in the resonant
zone. The figure presents that the system without UMP
has only one resonant peak at 56 Hz. The vibration peak
is about 104 μm. The total current fluctuates in the range
of 0.44 A to 2.56 A. UMP’s existence changes the vi-
bration curve’s shape and strengthens vibration intensity
significantly in the resonance zone. UMP splits the reso-
nant peak from one into two at 46 Hz and 54 Hz. These
two peaks have symmetry about the power supply fre-
quency of 50 Hz. The displacement in the resonant zone
reaches 185 μm, exceeding half of the air gap. The cur-
rent fluctuates from 0 to 3.28 A, coming to its lowest

Fig. 4. Amplitude response during run-up with or with-
out UMP.

limit. It can be deduced that a little increment of distur-
bance may cause control failure and eventually produce
a rub.

B. Rotor orbit and displacement spectra

The rotor orbit without considering the UMP at
56 Hz and its spectral analysis are shown in Figs. 5 (a)
and (b). The orbit is a full circle, and its spectrum peaks
appear at one, three, and five times the rotation speed. On
this occasion, rotor motion behavior has no obvious non-
linear characteristics. It can be inferred that AMB mainly
works in the linear range.

Fig. 5. Rotor orbit and displacement spectrum at 56 Hz
without UMP.

For the case with UMP, we calculate and display the
rotor orbit and displacement response spectrum at the
specific frequencies (35 Hz, 43 Hz, 49 Hz, 50 Hz, 55 Hz,
57 Hz, and 77 Hz) in the resonant zone and high-speed
zone, as shown in Fig. 6.

The rotor’s rotation motions and vibration charac-
teristics are enriched by UMP, compared with Fig. 5. It
shows that every displacement spectrum has two notice-
able main harmonic components at ω0 and ω0 + 2(50-
ω0), consistent with the two main resonant frequencies
in Fig. 4. Moreover, the peak at ω0 is always more promi-
nent than that at ω0 + 2(50-ω0). It can be attributed to
the fact that UMP amplitude depends highly on the dy-
namic eccentricity caused by the UMF. When the rota-
tion speed approaches the two main resonance speeds
from the lower or higher speed, the harmonic amplitude
at ω0 + 2(50-ω0) excited by UMP’s introduction is grad-
ually close to that at ω0, which is reflected in the more
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Fig. 6. Rotor orbit and displacement spectra with UMP
for different rotation speeds.

significant fluctuation of rotor orbit ultimately. When the
rotation speed is 50 Hz, UMP and UMF collectively fo-
cus on the same spectrum, and thus the rotor orbit is a
circle.

The other sub-harmonics in Fig. 6 all occur at
the frequency – the linear combination of rotation fre-
quency and power supply frequency. Only Fig. 6 (c)
is an exception, whose behavior is close to chaos due
to excessive vibration. These sub-harmonic frequency
components occupy an increasingly important posi-
tion with the rotation speed close to two main reso-
nant speeds, reflecting the nonlinearity in the resonant
zone.

Furthermore, the frequency waterfall chart of dy-
namic response for different rotation speeds is displayed
in Fig. 7.

Frequency components radiate to the outer periph-
ery with 50 Hz, 150 Hz, and 250 Hz as the symmetric
center point, on the whole. These frequencies can be uni-
formly described as ω0 ± 2n1 (50 - ω0) + 2n2∗50, (n1
and n2 are natural numbers), and their amplitudes gradu-
ally decrease as n1 and n2 increase.

Fig. 7. Frequency waterfall chart of displacement re-
sponse with the UMP.

The displacement spectra exhibit much difference
from that in [9–12]. It can be concluded that their linear
combinations between the rotation frequency and supply
frequencies are different, i.e., there exist differences in
the coupling effects of the magnetic field and the struc-
ture field between the AMB-rotor system and the ordi-
nary bearing-rotor system. If the figure is investigated
further, it is noticed that the upper half of the symmetry
axis with a rotation frequency of 50 Hz in Fig. 7 is simi-
lar to that of the ordinary bearing-rotor system, although
the direction where frequency components are enhanced
is opposite.

IV. EFFECTS OF DIFFERENT FACTORS
A. Effects of mass eccentricity

The UMF is the fundamental reason that causes
the rotating rotor to deviate from its static equilibrium



ZHANG, CHEN, LV, YAN, WU, ZHOU: DYNAMIC CHARACTERISTICS ANALYSIS OF MAGNETIC LEVITATION ROTOR 1102

position, resulting in the dynamic eccentric UMP. It is of
great significance to investigate the vibration characteris-
tics under different e. Figure 8 is the rotor’s displacement
response in the run-up process when e is 0.1e-4, 0.4e-4,
0.8e-4, and 1.2e-4.

Fig. 8. Displacement response during the run-up for dif-
ferent e.

It can be seen that e amplifies displacement vibra-
tion of the whole run-up process and enlarges the ef-
fect of UMP as a result. The two resonant peaks split by
UMP are away from each other, and the peaks become
more and more outstanding with e increasing. Overall,
the figure demonstrates that e plays a crucial role in the
vibration behavior, which means with small UMF, the ro-
tor can keep slight vibration even if UMP is quite large.

e e

e e

Fig. 9. Rotor orbit at 80 Hz for different e.

Specifically, an example of dynamic characteristics
at a particular frequency for different e is described

below. Figures 9-11 are the rotor orbit, displacement
spectrum, and control current’s time history at 80 Hz,
respectively.

Fig. 10. Displacement response spectra at 80 Hz for dif-
ferent e.

Figure 9 show that increasing e has a negligible ef-
fect on the periodic numbers and the orbit shape, al-
though it expands both the interior boundary and exter-
nal boundary of rotor orbit. It is also can be observed that
the frequency components of displacement response be-
come more and more evident with e increasing as shown
in Fig. 10.

Figure 11 depicts the fluctuation range of the con-
trol current being enlarged by e. As e increases, the
control current waveform changed gradually from the
single-period sine waveform similar to UMF to that with
multiple periods, approaching the UMP. The reason for
the phenomenon is that UMP increases rapidly with the
displacement vibration increasing and progressively ac-
counts for a higher proportion of the exciting force ex-
erted on the rotor.

Fig. 11. Time history of the control current at 80 Hz for
different e.

B. Effects of main control parameters

Unlike traditional mechanical bearings, the support
characteristics of the AMBs are not fixed but are af-
fected by the control parameters even when the mechani-
cal structure and working conditions are determined. The
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influence of the main control parameters is investigated
as follows.

(1) Proportional gain

Figure 12 is the displacement response in the run-up
process when the proportional gain is at 0.08, 0.1, 0.12,
and 0.14. It should be noted that to increase the applica-
ble range of K p, the mass eccentricity and the differential
gain are reduced and increased to e = 0.8e-4 and Kd = 6,
respectively. The other parameters remain the same as
those in Tables 1 and 2.

Fig. 12. Displacement response during the run-up for dif-
ferent K p.

Results show that the increase of K p moves progres-
sively the entire resonance zone to the right in the co-
ordinate system, which can be attributed to the fact that
K p has a positive correlation with the system stiffness.
With a small K p, two resonant peaks stand outstandingly
on both sides of 50 Hz, far apart. In this case, the res-
onance zone has the characteristics of a wide span and
low amplitude. When K p is increasing, the two promi-
nent resonant peaks are approaching each other, and
the amplitude is gradually rising. Then, the two peaks
merge into one, with the peak value dropping as K p
increases.

At 51 Hz, rotor orbit, displacement spectrum, and
control current time history plot are analyzed in Figs. 13-
15, respectively.

Figure 13 shows that as K p varies, the circular or-
bit’s inner boundary does not change as much as the ex-
ternal edge. It can also be concluded that the vibration at
51 Hz in the resonant zone shows a trend of first increas-
ing and decreasing as K p increases. The control current
increases at the same pace as the displacement, as illus-
trated in Fig. 15. This is because the rise in K p moves the
left resonant peak in the coordinate system from the left
of 51 Hz to the right side, which finally results in severe
vibration at 51 Hz when K p is assigned an intermedi-
ate value of 12000. Figures 13 (c) and 14 demonstrate
that the motion state at K p = 12000 is close to chaos. On

 K K

K K

Fig. 13. Rotor orbit at 51 Hz for different K p.

Fig. 14. Displacement response spectra at 51 Hz for dif-
ferent K p.

Fig. 15. Time history of the control current at 51 Hz for
different K p.

this occasion, the control current has been saturated, as
shown in Fig. 15.
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In summary, a critical conclusion we got is that a
slightly larger K p is more appropriate when controlling
a rotor with a larger UMP. The rotor with a small K p has
a long span for the resonant zone. Simultaneously, the
medium value of K p concentrates the resonant peaks and
enlarges the vibration, and too large K p also has certain
disadvantages, such as a smaller relative damping and
larger control current.

(2) Differential gain

When the differential coefficient Kd is 5e-5, 6e-
5, 9e-5, and 1.6e-4, while the other parameters are the
same as those in Table 1 and Table 2, the displacement
response during run-up is shown in Fig. 16. It can be
found Kd has little effect on the resonance frequency
but dramatically affects the resonance zone’s amplitude,
which is attributed to the fact that Kd mainly determines
the system damping. Therefore, it is a very effective
means to suppress the rotor vibration by improving the
differential gain.

Figures 17 and 18 show the rotor orbit and displace-
ment response spectra at 46 Hz for different Kd . When
Kd is the smallest value of 5, continuous and abundant
frequency components come into view in the displace-
ment spectra of Fig. 18. From Fig. 17 (a), it also can be
observed that the rotor is rotating irregularly, accompa-
nied by large fluctuations. With the increase of Kd , the
rotor orbit boundary’s outer diameter is dropping much
while the inner edges are reduced in a relatively gentle
way. For further explanation in Fig. 18, the two promi-
nent frequency components are reduced, and the others
are suppressed and even eliminated. The time history
of the control current in Fig. 19 shows that the current
gradually changes from multi-period vibration to single-
period vibration with differential gain increasing.

C. Effects of the UMP

The UMP exerted on the rotor in a static levitation
state is called the static eccentricity UMP. The UMP

Fig. 16. Displacement response during the run-up for dif-
ferent Kd .

K K

K K

Fig. 17. Rotor orbit at 46 Hz for different Kd .

Fig. 18. Displacement response spectra at 46 Hz for dif-
ferent Kd .

Fig. 19. Time history of the control current at 46 Hz for
different Kd .

generated by leaving the stationary equilibrium posi-
tion due to rotational movement is called the dynamic
eccentricity UMP. We use the MMF F j and the static
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eccentricity r0 to measure the dynamic and static eccen-
tric UMP, respectively.

(1) MMF

When F j is smaller, though the vibration amplitude in
Fig. 20 is more extensive, its vibration trend is similar
to that without the UMP, as shown in Fig. 4. It is ob-
served that the growth of UMP moves the resonance
zone slightly to the left, expands its span, and increases
the resonant peaks. Larger F j splits the single resonant
peak into two symmetrical peaks and drives the two away
from each other. However, F j plays a minor role in low-
speed and high-speed regions.

Assigning F j values of 500, 1100, 1700, and 2300,
the rotor displacement response during the run-up is de-
picted in Fig. 20.

Figure 21 shows the rotor orbits with different F j
at 80 Hz of the high-speed range. It can be noticed that
the interior boundary of the orbit zone gradually moves
closer to the center as F j increases, while the external
edge seems like remaining constant. Consequently, F j
changes the orbit’s shape by affecting the interior bound-
ary’s size instead of the number of periods.

The displacement response spectra are depicted in
Fig. 22. It indicates that increasing F j slightly attenuates
the frequency components at rotation speed but strength-
ens and enriches the other spectra greatly. The time his-
tory of the control current is illustrated in Fig. 23. It re-
veals that the waveform of the control current changes
from an apparent single-cycle motion to a multi-cycle
motion composed of 80 Hz and 20 Hz. However, the
current peak remains unchanged, about 0.5 A with F j
increasing.

(2) Static eccentricity

All of the above orbit plots are centrosymmetric, which
is due to such a small value of the static eccentricity (r0

Fig. 20. Displacement response during the run-up for dif-
ferent F j.

F F

F F

Fig. 21. Rotor orbit at 80 Hz for different F j.

F
F
F
F

Fig. 22. Displacement response spectra for different F j.

F
F
F
F

Fig. 23. Time history of the control current at 80 Hz for
different F j.

=1e-10) adopted that it can be ignored. The aim is to re-
move the influence of r0 and focus on the effects of other
factors. However, r0 is inevitable in reality and affects
the rotor dynamic characteristics significantly.
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Figures 24 and 25 are the displacement response and
the mixed eccentric phase angle γ (see Fig. 2) response
with different r0 during the run-up. Figure 24 shows that
increasing r0 narrows the resonance zone and moves it
to the right in the coordinate’s right. It also can be found
that as r0 reaches a certain threshold, the resonant peak
decreases sharply. Similarly, according to Fig. 25, the ro-
tor makes small rotations in the specific direction of the
coordinate origin O (see Fig. 2) rather than making a rev-
olution motion about O, as r0 reaches the threshold. It is
because in this case, the centrifugal effects generated by
UMF are challenging to break free from the shackles of
static eccentric UMP.

Figure 26 is the response of the maximum and min-
imum current during the run-up. It indicates that chang-
ing r0 shifts the symmetry axis of the control current up
and down. The control current’s balanced position is up-
ward with increasing according to the time history plot
in Fig. 27.

Figure 28 shows the rotor orbit at 46 Hz. It demon-
strates that the orbit shape affected by r0 is axisymmetric
rather than central symmetry. The displacement response

Fig. 24. Displacement response during run-up for differ-
ent r0.

Fig. 25. Mixed eccentric phase angle response for differ-
ent r0.

Fig. 26. Control current response for different r0.

r
r
r
r

Fig. 27. Time history of the control current at 46 Hz for
different r0.

Fig. 28. Rotor orbit at 46 Hz for different r0.
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r
r
r
r

Fig. 29. Displacement response spectra at 46 Hz for dif-
ferent r0.

Fig. 30. Waterfall diagram of rotor displacement vibra-
tion with the static displacement r0 =1e−4.

spectra at 46 Hz in Fig. 29 shows that static eccentric-
ity greatly enriches response frequencies compared with
Fig. 7 at the same rotation frequency. It enhances the ro-
tor nonlinear motion characteristics by causing new fre-
quency components at 100 Hz and 200 Hz. These new
spectra can be described with the uniform expression of
2k1 *50 ± 2k2(50 - ω0) (k1 and k2 are natural numbers)
and their amplitude has a negative relationship with k1
and k2, as shown in Fig. 30.

V. CONCLUSION

The rotor model suffering nonlinear UMP and non-
linear UMP AMB force is established. The effect of
control parameters and UMP on the dynamic character-
istics when the rotor crosses critical speeds is investi-
gated in detail. The typical conclusions are summarized
as follows:

(1) Displacement spectrum of the magnetic levitation
rotor system with UMP is quite different from the
previous research results with ordinary bearings.
UMP splits the original single resonant peak into
two symmetrical resonant peaks about the power
supply frequency. UMP widens the frequency span
of the resonant zone and amplifies the vibration
during resonance. With the combined action of the
UMP and AMB, the displacement spectrum appears

abundant frequency components. Without consider-
ing the static eccentricity, these spectral frequencies
can be described by ω0 ± 2n1 (50 - ω0) + 2n2∗50
(n1 and n2 are natural numbers).

(2) The effect of static eccentric UMP is similar to
the force with constant direction and amplitude. To
offset the static eccentric UMP, the controller ac-
tively generates the bias current as part of the con-
trol current. The static eccentric UMP excites the
rotor’s nonlinear dynamic characteristics, resulting
in appearing new frequency components in the dis-
placement response spectrum, coexisting with the
previous frequency components. These new spectra
can be summarized with the formula of 2k1∗50 ±
2k2(50 - ω0) (k1 and k2 are natural numbers).

(3) Though the AMB-rotor system without UMP works
in a linear working state, UMP’s existence may sat-
urate the control current and thus strengthen the
nonlinear characteristics of AMB force, which can
easily produce control failure and rotor drop.

(4) A slight increment in control parameters causes a
significant effect on the dynamic responses. In par-
ticular, K p affects the amplitude and span of the res-
onance zone. Kd has an important impact on the vi-
bration peak. Applying slightly larger K p and Kd
is recommended to narrow the resonance zone and
suppress the resonant vibration of the AMB-rotor
system with large UMP.
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