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Abstract ─  As an alternative to the finite-
difference time-domain (FDTD), the finite-
element method (FEM), and the method of 
moments (MoM) based on the surface integral 
equation (SIE), a volume-integral equation (VIE) 
approach using the method of moments and 
conjugate-gradient methods is presented to address 
a wide variety of complex problems in 
computational electromagnetics. A formulation of 
the volume integral method is presented to 
efficiently address inhomogeneous regions in 
multi-layered media. Since volume element 
discretization is limited to local inhomogeneous 
regions, numerical solutions for many complex 
problems can be achieved more efficiently than 
FDTD, FEM, and MoM/SIE. This is the first of a 
series of papers dealing with volume-integral 
equations; in subsequent papers of this series we 
will apply volume-integrals to problems in the 
field on nondestructive evaluation. 
  
Index Terms ─ Aircraft structures, computational 
electromagnetics, electromagnetic nondestructive 
evaluation, volume-integral equations. 
 

I. INTRODUCTION 
The authors of a recent paper [1] claim that a 

surface integral equation formulation that utilizes 
method of moments (MoM) with higher-order 

basis functions may be the ‘best weapon’ for 
solving complex problems in electromagnetics. 
Following [2], only methods based upon finite-
elements (FEM), finite-difference time-domain 
(FDTD), or MoM seem to have been considered as 
candidate techniques. Furthermore, certain 
conclusions are drawn in [2] that suggest that 
MoM is suited only for problems with 
homogeneous materials, or that finite methods are 
better suited to handle arbitrary bodies. By MoM, 
it is clear that both papers’ authors have in mind 
surface-integral equations. In this paper, we apply 
computational electromagnetics in the arena of 
quantitative nondestructive evaluation (NDE), and 
show errors with the conclusions in [1] and [2] 
when volume-integral equations are considered. 

Even though earlier work in formulating 
scattering problems by integral equations [3] 
existed, the emergence of integral equations into 
the arena of contemporary computational 
electromagnetic was through the notion of 
‘moment methods’ in 1968 [4]. Since that time, 
volume-integral equations (in which the unknowns 
are currents distributed throughout a finite volume 
of space) have been applied to scattering problems 
in free-space [5, 6], and even to biomedical studies 
[7]. One reason for the success of volume-integral 
equations in solving these scattering problems is 
that the very large linear systems that are obtained 
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by discretization of these equations can be solved 
with very modest computer resources using 
conjugate-gradient search methods, coupled with 
fast-Fourier transforms (FFT). 

In applying volume-integral equations to 
electromagnetic (eddy-current) nondestructive 
evaluation, we are once again faced with a 
scattering problem, but now the scatterer is 
generally buried within a conducting host, which 
may have a number of layers of different electrical 
properties. Furthermore, the host may be 
anisotropic and magnetic. Even for isotropic 
layered media, the Green’s functions that appear in 
the kernels of the functionals (the integral 
operators) will be considerably more complex than 
those in free-space. Furthermore, there will be 
terms in the volume-integral equation that do not 
appear in free-space. These will be discussed 
briefly in Section II; but for details, the reader is 
invited to study [8] and [9]. By extending the ideas 
of previous researchers to include new kernels and 
functionals for layered media, we have developed 
VIC-3D© [10], a volume-integral code for eddy-
current nondestructive evaluation (NDE), and have 
obtained very good results for a wide range of 
problems using it [8-22]. Validation of the model 
and code against benchmark experiments is 
described in [19-22]. 
 

II. BACKGROUND 
 
A. Volume-integral equations for ferro-
magnetic workpieces [8-9] 

We start with Maxwell’s equations: 

 
.)(ej

j
JDH

BE
+−=×∇

−=×∇

ω
ω  (1)

Now, H = B/μ(r) = B/μh + B/μ(r) − B/μh = B/μh − 
Ma, where μh is the host permeability, and Ma is 
the anomalous magnetization vector. Thus, the 
second of Maxwell’s equations may be written 
 ,)(

a
e

h j MJDB ×∇++−=×∇ ωμ  (2)

which makes clear that the Amperian current, ∇× 
Ma, is an equivalent anomalous electric current 
that arises because of the departures of the 
magnetic permeability of the workpiece from the 
host permeability, μh. J(e), on the other hand, is an 
electric current that includes the anomalous 
current that arises due to differences in electrical 
conductivity; J(e) = σhE + (σ(r) − σh)E = σhE + Ja. 

Because the host conductivity and permeability are 
constant within each plane-parallel layer, they can 
be accounted for by means of Green functions. 
This leaves us with only the anomalous electric 
and magnetic sources to be determined. Even 
though the Amperian current is electrical (because 
it appears as a source term in the second Maxwell 
equation (Ampere’s law)), we will refer to it as 
J(m), to remind us that it is of magnetic origin, and 
to distinguish it from J(e) (which now stands for 
the anomalous electric current, Ja). The important 
point, however, is that because the Amperian 
current behaves as an electrical current, we need 
only use electric-electric Green functions in the 
formulation of the problem. 

In establishing the volume-integral equations, 
we simply make use of the fact that the total 
electric field and magnetic flux density at a point 
is the sum of the fields due to the probe coil, 
which we call the incident fields, and those due to 
the anomalous currents, J(e) and J(m). 

Hence, we write 
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(3)

In arriving at the second equation, we have used 
the fact that B = −(1/jω)∇ × E, and Ma = ((μ(r) − 
μh)/μ(r)μh)B.  

The first part of the first equation in (3) is the 
electric-electric (ee) interaction, and the second 
part is the electric-magnetic (em) interaction. The 
two parts of the second equation are, respectively, 
the magnetic-electric (me) and the magnetic-
magnetic (mm) interactions. We decompose the 
various interactions into the ‘infinite-space’ part, 
designated by the superscript, (0), and the 
‘layered-space’ part, designated by the superscript, 
(s). This is done for convenience in coding and 
problem solving. 
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The electric-electric interaction terms are 
given by: 
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In the Bessel transform, r = [(x – x')2 + (y – y')2]1/2. 
Integral expressions for the various layered-space 
Green functions are given in [8]. Note that the 
terms with the superscript (a) are convolutional 
(Töplitz) in all three spatial variables; whereas, 
those with (b) are convolutional in (x – x') and (y – 
y'), but are correlational (Hankel) in (z – z'), where 
z is normal to the layers of the workpiece (see 
Figure 1). This decomposition is of great 
importance when solving large systems of 
equations, as we shall see later.  

The Töplitz structure, as shown in the top of 
Fig. 1, arises when the path between the source 
point, z', and field point, z, includes reflections 
from both boundaries. The total z−directed path 
length between z' and z is z − z' + 2T for path A, 
and z' − z + 2T for path B. In each case, the length 
includes the difference between the z-coordinate 
of the source and field points. The Hankel 
structure, as shown in the bottom of Figure 1, 
arises when the path between source and field 
points includes reflections from only one of the 

boundaries. The total path length between z' and z 
is 2Z0 − (z + z') for path A, and z + z' −2Z-1 for path 
B. In each case, the length includes the sum of the 
source and field z-coordinates. 

The electric-magnetic interaction terms are 
given by substituting J(m) for J(e) in (4), and 
making use of the fact that J(m) has zero 
divergence. We will not derive them here. 
Likewise, the magnetic-electric operators follow 
directly by taking the curl of (4) [8]. 
 

 
Fig. 1.  Illustrating the difference between Töplitz 
(top) and Hankel (bottom) Green’s functions. 
 
B. Discretization via the method of moments 
(Galerkin) 

Define a regular grid in three-dimensional 
space, with grid spacing δx, δy, δz. Relative to this 
grid we define π(x) to be the unit pulse 
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=
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,10if
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and πm+1(x) to be the mth-order convolution of π(x) 
(we define π1(x) = π(x)). 

Next, expand the electric current vector as: 
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the expressions for ))(( eq
KLMT  are: 
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where π1M(y/δy) is the Mth unit pulse function, and 
π2K(x/δx) is the Kth tent function, which is the 
convolution of π1K(x/δx) with itself.  

The T(q)(e)(r) are called facet elements, because 
the qth element is constant over the qth facet of the 
KLMth cell. They are often referred to as 
‘divergence-conforming,’ because the divergence 
of the current density is bounded. Facet elements 
have been called ‘volumetric rooftop’ functions in 
[5]. Volumetric rooftop functions have, also, been 
used in [7] and [6].  

We assume that the conductivity is constant, 
with the value 
 cell max min max( ),cVσ σ σ σ= + −  (9)
within each cell of dimension δx ×δy × δz.  σmax 
and σmin are, respectively, the maximum and 
minimum conductivities in the problem, and Vc is 
the conductivity volume-fraction.  

Because J(m)(r) = ∇ × Ma(r), we expand Ma(r) 
in ‘curl-conforming’ edge-elements, which have 
the required differentiability of the curl operation 
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where 
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These functions are called edge-elements because 
the expansion coefficient, )( x

KLMM , is the (constant) 
value of Mx along the x-directed edge, (y = (L + 
1)δy, z = (M + 1)δz). There are similar 
interpretations for )( y

KLMM  and )( z
KLMM .  

We assume that the magnetic permeability is 
constant, with the value 
 cell max min max( ),pVμ μ μ μ= + −  (12)
within each cell of dimension zyx δδδ ×× . μmin and 
μmax are, respectively, the maximum and minimum 
permeabilities in the problem, and Vp is the 
permeability volume-fraction. 

We discretize (3) by employing Galerkin’s 
method, which uses the same vector functions for 
expansion and testing. The spatial derivatives that 
could cause problems are removed by the testing 
process. The procedure for discretization is to first 
substitute (7) and (10) into (3), and then take 
moments of each of the first three equations of (3) 
with the corresponding facet element, and of the 
second three equations with the corresponding 
edge element. The result for the electric equation 
is 
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where the Q’s are tri-diagonal matrices, the G(0)’s 
the infinite-space matrices, the G(a)’s the 
convolutional layered-space matrices, and the 
G(b)’s the correlational layered-space matrices. The 
infinite-space matrices are convolutional, also. 
The superscript (ee) denotes electric-electric 
matrices, and (em) denotes electric-magnetic 
matrices. The J’s are the unknown electric 
currents, and the M’s are the unknown magnetic 
polarization vectors. The last block in (13) is 
simply a short-hand representation of the three 
blocks above it, except that it represents electric-
magnetic interactions. 

The magnetic equation is similar to (13), and 
is given by: 
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(14)

where B(i) is the incident magnetic flux density due 
to the coil, the superscript (mm) stands for 
magnetic-magnetic interactions, and (me) stands 
for magnetic-electric interactions. The magnetic-
magnetic Q matrices are a little more complicated 
than the electric-electric ones. The important point 
is that the electric-magnetic, magnetic-electric, 
and magnetic-magnetic matrices can be computed 
from the electric-electric. 
 
C. Solution strategies 

The discretized equations that are obtained by 
applying the method of moments to integral 
equations involve dense matrices; hence, it is 
important to develop efficient algorithms for 
solving the discretized equations. For relatively 
small problems (~ 3000 unknowns), we use the 
LU factorization (direct method) of the system 
matrix, but if the problem is too large to 
accommodate the LU factorization, we employ the 
iterative conjugate gradient algorithm [23]. All of 
the examples that will be shown in subsequent 
papers in this series will use the conjugate gradient 
algorithm. One advantage that accrues to the direct 
method, when it is feasible, occurs when (13) and 
(14) have multiple left-hand sides, as occurs when 
the probe coil is scanned past a flaw. The solution 
is then computed serially for each incident field 
vector after the factorization step.  

We take advantage of the convolutional and 
correlational structure of the matrices of (13) and 
(14) by using three-dimensional FFT’s [9] to 
evaluate the vector-matrix products. The use of 
FFT’s drastically alters the conclusions reached in 
an analysis like that in [26], reducing ~ N3 
operations to ~ N2log(N). This is obviously 
important when we have multiple left-hand sides 
in (13) and (14). 
 
D. Calculating the change in impedance due to 
flaws in ferromagnetic bodies 

The development of the equations relies on the 
reaction and reciprocity theorems [24], as 
described in [8]. 
 
E. Spatial decomposition via volume-integral 
equations [25] 

If the flaw extends over two or more layers 
with different electrical constitutive properties, as 
in Figure 2, then (13) and (14) still hold in each 
layer (with different matrices), but now [E(ix), E(iy), 
E(iz)] depend upon the coil current plus anomalous 
currents in other layers. This leads us to consider 
the volume-integral relation for transfer between 
region 0 (‘source’) and region q (‘field’) 
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where r ∈ q and r'∈ 0. The superscript (e) denotes 
electrical anomalous currents and (m) denote 

727SABBAGH, MURPHY, SABBAGH, ALDRIN, KNOPP, BLODGETT: JOY OF COMPUTING WITH VOLUME INTEGRALS - PART 1



magnetic anomalous currents that arise from the 
presence of permeable material. The numerical 
superscripts on the various Green’s functions refer 
to certain properties of these functions, and are not 
important to the discussion. 

Taking moments of (15), using the same 
testing functions described above (with lower-case 
indices), yields 
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where the transfer matrices satisfy 
)0(

,;,
)0(

,
q

MmLlKk
q

KLMklm TT −−= ; i.e., they are Töplitz (2D-
convolution) in (X, Y). Thus, one can still use two-
dimensional FFTs to efficiently execute the 
computations. The superscript (ee) on the transfer 
matrices denotes ‘electric-electric,’ which means 
that these matrices ‘transfer’ an electric current in 
region 0 into an electric field in region q. Similar 
transfer matrices exist for transferring a magnetic 
current in region 0 into an electric field in region 
q, as well as transferring an electric current into a 
magnetic field and a magnetic current into a  
magnetic field. All of these other transfer matrices 
 

 
Fig. 2.  A flaw in multiple layers. 
 
can be deduced from the electric-electric ones, but 
the development is lengthy and will not be 
included here. 
 

III. COMMENTS AND CONCLUSIONS 
We have formulated the volume-integral 

approach in terms of the Galerkin variant of the 
method of moments, in which the unknown 

anomalous currents and the testing functions are 
expressed in terms of basis functions that are 
defined on a regular grid. This results in operators 
that have very special structures; they are either 
three-dimensional convolutions, or two-
dimensional convolutions and one-dimensional 
correlations, which means that we can use three-
dimensional FFTs to accelerate the matrix-vector 
operations occurring within a conjugate-gradient 
search algorithm. The use of a highly irregular 
mesh in the finite-element technique does not 
allow a similar advantage in the solution process. 
In the next paper and the remaining ones in this 
series, we will show how this formulation 
produces extremely efficient solutions of complex 
problems. 

We have not gone into certain technical 
details, such as comparing operation counts for a 
direct matrix-vector multiply versus an FFT-
assisted operation. Recent texts, such as [27-29], 
deal with these issues in more generality, while 
[30] deals with other fast algorithms for 
computational electromagnetics. 
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Abstract ─ This is the second paper in a series 
dealing with the application of computational 
electromagnetics to nondestructive evaluation, 
using the vehicle of volume-integral equations, as 
developed in the preceding paper in this volume. 
A challenge-problem in the field of nondestructive 
evaluation is the inspection of fastener sites for 
fatigue cracks in multilayer structures. Using the 
volume-integral equation approach, problems 
comprising multilayer structures, ferromagnetic 
fastener sites, gaps between materials interfaces, 
and the presence of fatigue cracks are accurately 
modeled. Simulated studies are presented with 
VIC-3D©, a proprietary volume-integral code, and 
comparisons are made with FEM highlighting 
performance advantages of the VIE approach. 
Further, the role that volume-integral equations 
play in the context of other well-known 
computational-electromagnetic algorithms is 
discussed. 
  
Index Terms ─ Aircraft structures, computational 
electromagnetics, electromagnetic nondestructive 
evaluation, volume-integral equations. 
 

I. INTRODUCTION 
A problem of particular interest in the field of 

nondestructive evaluation is the inspection of 
fastener sites in aircraft structures for fatigue 
cracks. An important class of structures comprises 
plane-parallel layered media representing joints in 

both fuselage and wing locations. The layer 
stackup typically consists of two to four panels 
and often includes thin layers of a non-conducting 
sealant or adhesive between the panels. Additional 
complexity for computational electromagnetics 
concerns the fastener shape (countersunk or 
buttonhead fastener) and material type (where 
ferrous materials are prevalent). Also, fatigue 
cracks of complex morphology provide a 
particular challenge for representation using 
numerical methods. Prior work has investigated 
the problem of modeling an eddy current 
inspection of fastener sites in multilayer structures 
for fatigue cracks using a volume-integral equation 
approach [1]. Although good agreement was 
achieved with experimental results, simplications 
in the model representation were used. In this 
paper, the capability of the volume-integral 
equation approach with spatial decomposition 
algorithms is demonstrated to fully address the 
problem of ferromagnetic fastener sites in 
multilayer structures with gaps between the layers 
and cracks emanating from the holes. 
 

II. VALIDATION STUDIES 
 
A. The Cessna sandwich 

To demonstrate the capability of the volume-
integral equation method, the ‘Cessna sandwich’ 
example is presented [2]. Figure 1 illustrates the 
geometry of the Cessna-sandwich, which consists 
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of three layers of aluminum comprising two 
different aluminum alloys (conductivities), two 
‘air gaps’ representing the non-conducting sealant 
layers, and a titanium rivet-insert with a 
countersunk head and a shank connecting all 
layers [1]. In the model, the layers and gaps make 
up a uniform background or host (in x and y 
directions) with the fastener being an ‘anomaly’ 
requiring a local volume element mesh. Because 
the anomaly extends through several layers of 
material with different electromagnetic properties, 
we must use VIC-3D© that has been augmented 
with the spatial-decomposition algorithm (SDA) 
of Section II E of the preceding paper to solve the 
problem. 
 

 
Fig. 1.  The Cessna-sandwich problem. 
 

Two model calculations were run based upon 
Fig. 1, the first with both gaps filled with air, and 
the second with the top gap filled with 7075-
aluminum (σ = 2.325 × 107), and the other gap 
filled with 2024-aluminum (σ = 1.728 × 107). The 
probe was a simple air-core coil with inner and 
outer radii of 3.02 mm and 5.14 mm respectively 
and a height of 2.48 mm. Both model calculations 
were run with a coil lift-off of 1.0 mm, and a 
frequency of 2500 Hz. Five spatial-decomposition 
grids were used to represent the ’anomaly’ 
regions, each with 8 × 8 × 2 cells, yielding a total 
of 1920 unknowns. The plot labeled ‘Gap’ 
corresponds to the air-filled gaps of Fig. 1, and the 
plot labeled ‘No Gap’ corresponds to the case in 

which the gaps are filled with aluminum. The 
solution time for the ‘Gap’ run with twenty-six 
probe scan points is about 6 minutes on an 
AMD/Athlon machine, whereas the ‘No Gap’ run 
took about 2 minutes. 

For the VIC-3D© calculations shown in Fig. 2, 
it is clear that the effect of the air-filled gaps is to 
increase somewhat the peak magnitude of the 
impedance response when compared to the system 
with aluminum-filled gaps. The results in Fig. 2 
are changes in the driving-point impedance of the 
coil due to the presence of the anomaly, in this 
case the rivet, compared to the ‘host-only’ 
impedance in the absence of the anomaly. As such, 
it is not unusual to have negative values of 
resistance. Consider, for example, the results at a 
probe position of -4.0 mm, for which δZgap = −0.22 
+ j0.41 Ω and δZno gap = −0.195 + j0.35 Ω. In the 
former, the presence of the rivet insert reduces the 
resistance of the host structure with the gap, 
compared to the situation with aluminum filling 
the original gaps. On the other hand, the presence 
of the gaps increases the stored magnetic energy, 
which is manifested in the slightly larger value of 
reactance. Future work is planned to explore the 
physics of this model-calculation by showing the 
anomalous currents within the rivet, as well as the 
scattered field produced by those currents. 
 

 
Fig. 2.  Model results for the Cessna double 
sandwich of Fig. 1. 
 
B. Comparison with finite-element method 
results 

To provide a baseline for this challenge-
problem concerning the performance of the 
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volume-integral equation method, an FEM model 
for the Cessna sandwich problem was 
implemented in the Opera-3D© software package 
(V9.0)[3]. The numerical formulation of FEM is 
well established in the literature [4]. A diagram of 
the model is shown in Fig. 3. Irregular meshes of 
tetrahedral elements were used with the finite-
element formulation to generally represent the 
complex geometries. The mesh for the model 
required at least two elements per skin depth in the 
fastener site region. The lateral dimensions of the 
plates in the model were extended well beyond the 
field generated by the eddy current coil to 
minimize the effect of the part or model domain 
edges on the measurement response. Continuity 
conditions were maintained between all part/air 
interfaces in the model. Far from the coil and 
fastener site, the boundary conditions at the FEM 
model boundary were defined with the tangential 
magnetic field equal to zero. The output of this 
model is the electric and magnetic field intensities. 
Change in impedance can then be calculated using 
the change in resistance associated with dissipated 
energy in the region of the conductor and the 
change in inductance related to the stored energy 
in the whole solution domain. More information 
on constructing eddy current models in Opera-3D© 
can be found in [3]. 

 
 

 
 
Fig. 3.  Diagrams of fastener site FEM model with 
two gap layers between three aluminum panels. 

 
Figure 4 displays the model results for the 

Cessna sandwich problem with both airgaps, and 
compares these results with the VIC-3D© results of 

Fig. 2 labeled ‘Gap’. Clearly, the FEM response 
shows the same characteristics as does the VIC-
3D© generated solution. Some differences found in 
the magnitude of the calculations are likely due to 
mesh-related error present in the models. Prior 
work has shown very good agreement between 
FEM and VIE for this class of problem [1]. 
Computation of the FEM model required 60 hours 
on a 3.02 GHz Pentium 4 with 1 GB of memory. 
For this complex problem, the advantage of the 
compact formulation with volume-integrals (1920 
unknowns) over FEM is obvious. 
 

 
Fig. 4.  FEM and VIC-3D© model results for the 
Cessna sandwich with two airgaps. 
 
C. Simulated studies on crack characteristics 

From the perspective of nondestructive 
evaluation, the critical requirement of a NDE 
model is an accurate representation of the eddy 
current measurement associated with crack 
detection. Thus, the model must accurately 
represent the measurement sensitivity to the crack 
condition with respect to features such as the 
fastener site and gaps between layers. To explore 
the sensitivity of the numerical model to varying 
crack conditions such as crack length and location, 
simulated studies were performed using VIC-3D©. 
Again, a class of problems based on setup 
standards for Cessna (the ‘Cessna setups’) was 
simulated in this study. (Future work will 
thoroughly explore validation of the simulated 
results with experimental measurements.) The 
Cessna setups comprise the complex ring probe 
shown in Fig. 5, the ‘hi-lock’ pin rivet of Fig. 6, 
and the various test setups shown in Fig. 7(a) to 
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Fig. 7(e). Test setup 0 is the root of the other 
setups, with each of the others differing by the 
placement of the crack (shown in brown). It 
should be observed that the setups contain both 
electrically conducting (lossy) media and 
ferromagnetic steels. The cracks are modeled as 
empty slots. 

 
Fig. 5.  The ring probe. 
 

 
 
Fig. 6.  The hi-lock pin rivet. 
 

In modeling the setups, we use the spatial-
decomposition algorithm with five grids, two 
above the air gap, and two below, with one within 
the gap. Each grid has 16 × 16 × 2 cells, yielding a 
total of 15,360 electric and magnetic currents to be 
determined. The ring probe core was modeled with 
12,288 electric and magnetic currents, so that the 
entire package of unknowns for each setup is 
27,648. The models were run at a frequency of 1.0 
kHz. Data for determining the presence of a flaw 
are obtained by varying the lift-off of the ring 
probe over the range 0, 0.25, 0.7493, and 0.9398 

mm. By ‘lift-off’ we mean the position of the 
bottom of the probe above the workpiece. The 
solution of the problem with 27,648 unknowns 
takes about 35 minutes for each lift-off, giving a 
total solution time of about 2.3 hours for each 
setup. About 1 Gb of storage for auxiliary files 
was required. 

 

 
 

 
 

 
 

 
 

 
 
Fig. 7.  Test setup (a) 0, (b) 1, (c) 2, (d) 3, (e) 4. 
 

VIC-3D© computes impedances, but the 
industry typically uses analog instruments to 
measure data, so the final results of the 
computation are transformed into ‘instrument 
volts,’ as shown in Fig. 8. Prior work demonstrates 

(a) 

(e) 

(d) 

(c) 

(b) 
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how impedance calculations can be transformed 
into voltage measurements using calibration data 
with known samples [1]. Setup 0 is the reference, 
so it is zero for each lift-off along the negative real 
axis. The remaining curves indicate the presence 
of a flaw, and yield information that can be used in 
an inversion procedure. That will be the subject of 
another paper in this series. 

 

 
Fig. 8.  Final scaled model results for setups 0-5, 
using setup 0 as the reference. The horizontal and 
vertical axes are both measured in instrument 
volts, V. The parametric points on the curves are 
lift-off values of 0, 0.25, 0.7493, and 0.9398 mm 
(right to left). 

 
It is clear that setup 2 produces the largest 

signal, even though the flaw is in the second layer. 
This is due to the fact that the flaw in this setup 
has a larger volume than any of the other flaws. 
Furthermore, it is clear that the flaws in setups 1 
and 3, even though they are in the upper layer, are 
more difficult to distinguish than the other two 
flaws. This is due to the fact that these two flaws 
have a smaller volume than those in setups 2 and 
4. Setup 5 is the same as setup 4, except that the 
length of the crack is 0.0986 inch, instead of 
0.1472 inch. The response of setup 5 is about 0.67 
times the response of setup 4, which is consistent 
with the fact that the response is roughly 
proportional to the volume of the defect. 
 

III. COMMENTS AND CONCLUSIONS 
We have shown that the volume-integral 

approach has significant advantages over other 

numerical methods, such as the finite-element 
method, in that the formulation of the numerical 
model is much simpler in the former than in the 
latter. Furthermore, the solution time for VIC-3D© 
is extremely short for many problems in NDE, 
because the formulation in terms of the Galerkin 
variant of the method of moments on a regular 
grid results in operators that have very special 
structures; they are either three-dimensional 
convolutions, or two-dimensional convolutions 
and one-dimensional correlations, which means 
that we can use three-dimensional FFT’s to 
evaluate them in a conjugate-gradient search 
algorithm. The use of a highly irregular mesh in 
the finite-element technique does not allow a 
similar advantage in the solution process. 

This advantage accrues from the very different 
nature of the physics that goes into the formulation 
of the mathematical models. In volume-integral 
equations, as well as boundary-integral equations, 
the unknowns are anomalous currents that are 
supported in a compact domain, namely the 
domain of the anomaly; in the example of the 
Cessna series, the anomaly is the rivet or rivet and 
crack. In finite-element or finite-difference 
methods, the unknowns are the electric and 
magnetic fields, which extend to infinity. This has 
two disadvantages; it increases the number of 
unknowns, and requires some method of 
approximating the ‘boundary-at-infinity’ in order 
to truncate the problem domain. This increases the 
complexity in simply defining the model, and 
presents an extreme challenge to prospective users 
who are not skilled in computational 
electromagnetics. 

Furthermore, the FEM method is not 
particularly well-suited to solve typical problems 
in NDE, because the anomalies, such as rivets or 
cracks, require a very complicated mesh, with a 
large number of very irregular cells. Finally, we 
conclude from the model calculations of the 
Cessna series that the spatial decomposition 
algorithm is a very efficient method of solving 
problems in which an anomaly extends through 
layers with different electric and magnetic 
properties. The spatial decomposition algorithm 
formulation was, also, demonstrated to be valid for 
cases where a conducting anomaly is present in a 
non-conducting layer, such as air. This approach 
greatly expands the capability of volume-integral 
equation methods for complex problems in 
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computational electromagnetics, and in particular 
nondestructive evaluation. Lastly, rapid solution of 
the forward problem for computational 
electromagnetics will, also, be beneficial for the 
practical application of advanced inverse method 
techniques for quantitative nondestructive 
evaluation of material discontinuities. 
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Abstract ─  Accurate and stable analytical 
solutions for partial element calculation in partial 
element equivalent circuit (PEEC) modeling are 
desirable due to fast and simple usage. 
Conventional analytical formulae based on 
integral Neumann formula may give 
miscalculations when we compute the partial 
inductance of three-dimensional structures with 
large spacing. In this paper, a novel model-order 
reduction (MOR) method is presented for mutual 
inductance calculation in order to improve its 
accuracy and stability. Mutual inductances of 
higher order models are represented by relatively 
lower order models. The criteria for MOR are 
revealed and a code implementation routine is 
described. The numerical accuracy, stability and 
calculation cost are investigated comparing with 
conventional procedures. Numerical experiments 
show that the MOR method can guarantee 
numerical stability and reduce calculation 
complexity simultaneously, and it has advantages 
to be implemented in PEEC modeling for large 
complex electronic systems. 
 
Index Terms ─ Model-order reduction (MOR), 
numerical stability, partial element equivalent 
circuit (PEEC), partial inductance. 

 
I. INTRODUCTION  

A multitude of mixed electromagnetic and 
circuit problems of ever-increasing frequencies in 
complex electronic systems make electromagnetic 
compatibility (EMC) an increasingly troublesome 
issue, and numerical modeling techniques provide 
cost effective solutions. The partial element 
equivalent circuit (PEEC) method was first 

introduced by Ruehli in the 1970s [1] and now is a 
promising numerical method for electromagnetic 
(EM) modeling of various engineering problems, 
e.g., EMC, EM interference (EMI), and signal 
integrity (SI) of high-speed digital circuits [2-4]. 
The main advantage of PEEC is its ability to 
provide a circuit interpretation of the electric field 
integral equation in terms of partial elements, 
namely resistances, partial inductances, and 
coefficients of potential [3]. It is especially 
suitable for mixed electromagnetic and circuit 
problems for its ease to integrate the field solver 
with real circuit elements [5]. Different from other 
integral equation (IE) based EM modeling 
methodologies, PEEC is a full spectrum method 
valid from dc to the maximum frequency 
determined by the meshing [6]. 

The impact of partial element accuracy on 
quasi-static PEEC model stability has been 
discussed in [6], and the major sources of 
inaccurate partial element values were found to be 
the utilization of unsuitable calculation routines 
and poor geometrical meshing. The instabilities 
associated with a full-wave PEEC model is an 
important and complicated issue, and reasons for 
its instabilities have been revealed in [7-11] and 
several full-wave PEEC models attempts to 
improve the stability of time domain solutions 
have been proposed [8-13] in recent years. In this 
paper, we mainly focus on the stability and 
accuracy of partial mutual inductance calculation 
by analytical routines for quasi-static PEEC 
modeling. 

Closed-form formulae for mutual inductance 
calculations were first presented in Grover’s book 
[14], and Ruehli improved it for better computer 
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implementation. Ruehli used filament 
approximation to calculate mutual inductance of 
three-dimensional multi-conductor 
interconnection structures [15]. This 
approximation represented a conductor in terms of 
a set of filaments in the direction of current flow. 
Following this procedure, Ruey-Beei Wu further 
developed his approach later by quadrature 
formulae [16]. Hoer and Love derived a 
closed-form formula for the mutual inductance of 
any pair of parallel rectangular conductors [17]. 
However, the accuracy of these formulae depends 
much on the ratio of cross sectional size to 
segment distance and the aspect ratio of each 
conductor. 

A closed-form mutual inductance equation 
developed by Zhong and Koh [18] draws attention 
to the numerical stability. In the following 
discourse, we use “Zhong’s procedure” to refer 
strictly to this method. In their procedure, the 
mutual inductance between two parallel 
rectangular conductors was expressed as a 
weighted sum of the self inductances of 64 virtual 
conductors which are defined by one corner point 
of the first conductor and one corner point of the 
second conductor. This formula is numerically 
more stable than any others before, especially for 
large-aspect-ratio structures. Unfortunately, it still 
suffers from numerical stability problems in some 
particular cases, e.g., the two conductors with 
large spacing. 

The proposed method concerns the EMI 
modeling for large complex electronic systems 
with PEEC method, e.g., cable-cable and 
cable-component coupling behaviors in 
automotives. High accuracy and stable analytical 
solutions for partial element calculation in PEEC 
modeling are desirable due to fast and simple 
usage. Normally interfering sources and 
susceptive parts sometimes are localized far away 
(e.g., one or two meters) in the large systems, and 
the conventional mutual inductance formulae may 
give inaccurate values (see Fig. 3). In this paper, a 
model-order reduction (MOR) scheme is 
developed to improve the numerical stability of 
mutual inductance with analytical procedures. 
Mutual inductance of higher order models are 
represented by relatively lower order models 
according to compact MOR criteria. 
Reduced-order models can guarantee accuracy 
and reduce calculation complexity simultaneously. 

This paper is organized as follows. Analytical 
formulae for mutual inductance calculation of 
various structures are derived in Section II. 
Mathematic preliminary and the MOR criteria 
together with the working flow of a code 
implementation are described in Section III. 
Numerical experiments are discussed in Section 
IV. In this section, we represent the miscalculation 
phenomenon, and stable values obtained by our 
MOR method are, also, presented as a contrast. 
The numerical accuracy, stability and calculation 
cost are analyzed in this section, as well. Finally, 
Section V ends with conclusions and discussions. 

 
II. FORMULATIONS 

 
A. Mutual inductance of a primary PEEC cell 

Conventional discretization cells for 
large-scale PEEC modeling are three dimensional 
structures [19]. Figure 1 illustrates a calculation 
model of two rectangular conductors with relevant 
geometrical parameters. This is a general 
configuration without any restrictions on the 
alignment of the two conductors and we can 
calculate the mutual inductance by a closed-form 
analytical formula (1). 
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Fig. 1. Two rectangular conductors. 
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B. Mutual inductance of various structures 

Using primitive integral Neumann formula (2) 
[20], we can deduce closed-form mutual 
inductance formulae for various structures as 
Table 1 shows by the integration technique. In (2), 
a denotes the cross section which is perpendicular 
to the direction of current flow, and l means the 
length of cell. In Table 1, we express the multiple 
summations in the similar way as (1b) 

1

4km

k k m m

k m
p k m

k m kma l a l

dl dl
L da da

a a r

⋅μ=
π      .      (2) 

The model complexity can be measured by 
its degree of freedom, for example, the degree of 
freedom of two three-dimensional rectangular 
conductors is six, and is two for two filaments. In 
the following discussion, we use the notation nD 
to refer to the models with n degrees of freedom. 

It was shown in [6, 11] that the major source 
of errors in partial inductance calculation is the 
numerical dispersion due to high-order terms 
creating large numbers while the values of other 
lower-order terms are relatively small. From the 
expressions in Table 1, we see that the formulae 
corresponding to lower order models are more 
stable, and simpler inductance expressions usually 
result in less calculation cost. The main idea of 
our MOR method is to present the mutual 
inductance of a higher order model with a 
relatively lower order model. 

 
Table 1: Partial mutual inductance formulae of various structures 
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Table 1: Partial mutual inductance formulae of various structures (continued) 
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Y X P Z Z X P Z

= + + + + + + +

+ + + + −
+ +

− −
+ + + +

 

4D-1 

1l

2l

E
pa

3l

d

x

z

y

1I

2I

3 1 3 2

3 2 1 3

,,
, ,

1
[[ ( , )] ( )] ( )

4
l l l lE d E a

E d a E l l l lM f X Z X Z
ad

μ
π

− ++ −
+ − + −=  

2 2
2 2 2

2 2 2

2 2 2 2 2
2 2 2 2 2 2

( , )

ln( ) arctan( )
2

2
ln( )

2 6

f X Z

X P XZ
Z Z X P Z X P Z

P X P Z

Z P X P Z
X X X P Z X P Z

−= + + + −
+ +

− − ++ + + + − + +

 

4D-2 

1l 2l

E

p

a

3l

c
x

z

y

1I

2I

 

3 1 3 2

3 2 1 3

,0
,

1
[[[ ( , , )] ( )] ( )]

4
l l l lE P c

E a P l l l lM f X Y Z X Y
ac

μ
π

− ++
− + −=  

2 2
2 2 2

2 2
2 2 2 2 2 2

3
2 2 2

2 2 2

2 2

2 2 2 2 2 2

( , , ) ( ) ln( )
2 6

( ) ln( ) ln( )
2 6

arctan( )
3 6

arctan( ) arctan( )
2 2

Z Y
f X Y Z Y X X Y Z

Z X
X Y X Y Z XYZ Z X Y Z

XY Z XY
X Y Z

Z X Y Z

X Z YZ Y Z XZ

X X Y Z Y X Y Z

= − + + +

+ − + + + + + + +

− + + −
+ +

− −
+ + + +
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Table 1: Partial mutual inductance formulae of various structures (continued) 
4D-3 

1l

E
p

a

3l

b

x

z

y

2l
1I

2I

3 2 3 1

3 2 1 3

,
,

0 1
[[[ ( , , )] ( )] ( )] )

4
(l l l lE p

E a p b l l l lM f X Y Z X Y Z
ab

μ
π

+ −
− − + −=  

( , , )f X Y Z  is as above 4D-2 model (perpendicular thin tapes)  

5D 

1l

E
p

a
b

2l

3l

d

x

z

y

1I
2I

 

3 2 3 1

3 2 1 3

,,
, ,

1
[[[ ( , , ]

4
( )] ( )] ( )l l l lE d E a p

E d a E p b l l l lM f X Y Z X Y Z
abd

μ
π

+ −+ −
+ − − + −=  

2 2 3
2 2 2

2 2 2

2 2 3
2 2 2

2 2 2

2 2 2 2
2 2 2

2 2 2

2 2 4 4 2 2 2

( , , )

( ) ln( ) arctan
2 6 6

( ) ln( ) arctan
2 6 6

3 2 3
arctan

2 24

1
(6 ) ln( )

24

f X Y Z

X Y X Z YZ
YZ Z X Y Z

X X Y Z

Z Y XZ XY
XY X X Y Z

Z X Y Z

XY Z XZ X Y Z
Y X Y Z

Y X Y Z

X Z X Z Y X Y Z

= − + + + −
+ +

+ − + + + −
+ +

− +− − + +
+ +

+ − − + + +

 

  
III. MODEL-ORDER REDUCTION 

METHOD 
 
A. Criteria for MOR method 

The lemma for order reduction in the 
appendix is the mathematical foundation of our 
MOR method. Regarding the mutual inductance 
calculation, a specific MOR criterion in one 
dimension with the size of a is as (3) describes 
according to the lemma. 

1 3 2

3
2 1 2 1 20 0

1

1E d b p c l l l

E p l

d
a dX dY dY dZ dZ

dX R
ε

+ + +
≤      ,  (3) 

where 2 2 2
1 2 1 2 1 2( ) ( ) ( )R X X Y Y Z Z= − + − + − . 

As a result of (4), the criterion (3) is 
equivalent with (5a). 

1 3 2

3
2 1 2 1 20 0

1

3
1 2 1 2 1

1

max( ( ) / )

E d b p c l l l

E p l

d
a dX dY dY dZ dZ

dX R

abcdl l X X dX R

+ + +

≤ ⋅ −

          (4) 

3
1 2 max | | / (min ) .VV Q a R ε⋅ ⋅ ≤               (5a) 

Here, 1V  and 2V  denote the volumes of two  

rectangular cells ( 1 1V a b l= ⋅ ⋅ , 2 2V c d l= ⋅ ⋅ ). 
Following this procedure, the quantified MOR  
criteria in the other five dimensions (i.e., with 
sizes of b, l1, d, c, l2 in Fig. 1) are obtained as (5b) 
- (5f) describe. 
 

 
3

1 2 max | | / (min )VV R b R ε⋅ ⋅ ≤               (5b) 

3
1 2 1max | | / (min )VV S l R ε⋅ ⋅ ≤               (5c) 

3
1 2 max | | / (min )VV Q d R ε⋅ ⋅ ≤               (5d) 

3
1 2 max | | / (min )VV R c R ε⋅ ⋅ ≤               (5e) 

3
1 2 2max | | / (min ) .VV S l R ε⋅ ⋅ ≤               (5f) 

The value of ε depends on the permitted error 
and will influence the adoption of reduced-order 
models. Normally, smaller values of ε will 
produce more rigorous reduced-order models, 
while larger values will generate approximate 
model-order reduction. 

In the previous formulae (5), elements of the 
arrays Q, R, and S are summation limits of X, Y, 
and Z variables in (1), respectively, e.g., 

[ , , , ]Q E d E d a E a E= + + − − . The minR means the 
minimum distance of two cells which can be 
calculated by an arithmetic expression (6). 

2 2 2min min_ min_ min_R x y z= + +         (6) 
where 

min | | | |,   | |
min_

0 otherwise

Q Q Q or Q Q
x

= = −
= 


  

min | | | |,   | |
min_

0 otherwise

R R R or R R
y

= = −
= 

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min | | | |,   | |
min_ .

0 otherwise

S S S or S S
z

= = −
= 


   

In practical applications, when the 
dimensions in the direction of current (i.e., l1 or l2 
in Fig. 1) are eliminated according to the MOR 
criteria, the inductance value is equal to the value 
obtained by the simplified model multiplied by the 
eliminated length; otherwise, the inductance value 
of the primitive model is equivalent with the 
reduced-order model. 

 
B. Code implementation 

In this section, we propose a scheme of the 
working flow of our MOR procedure, which can 
be easily implemented in MATLAB or other 
computation environments. We assume the 
meshing or spatial discretization is carried out 
according to λmin/20-rule [6]. The code 
implementation can be carried out, step by step, as 
follows: 
1. Evaluation of the following quantities: 
a) Find the minimum distance of two cells (i.e., 

minR) according to (6); 
b) Find the LHS terms of (5) using matrix 

approach simultaneously and denote them as
( )ratio i (i=1, 2, 3, 4, 5, 6, corresponding to 

dimensions of a, b, l1, d, c, l2); 
2. Determination of model-order reduction 

basing on the MOR criteria 
An array flag is used to record a binary 

decision of MOR for corresponding dimensions; 
i.e., we compare ( )ratio i  of each dimension with 
the user-set threshold value ε. 

( ( ) )    ( ) 0     ( ) 1if ratio i then flag i else flag i≤ ε = = ; 
Then, a fast hierarchical decision algorithm is 

applied to choose the suitable reduced-order 
calculation model. The sum of all elements of the 
array flag is equal to the order of the 

reduced-order model; e.g., if ( [ ]) 4sum flag = , 
then the primitive model can be represented by a 
4D model. 
3. Coordinate transformation 

A certain model-order value usually 
corresponds to several primary structures. For 
instance, there are 15 different 2D models, and all 
of them can be categorized as two primitive 
models (see the 2D-1 model and 2D-2 model in 
Table 1) with some coordinate transformation. We 

take a specific case ( [0 0 0 0 1 1]flag = ) to 
illustrate three procedures of the coordinate 
transformation. 

a) Determination of specific reduced-order 
model; 
The sum of flag  indicates that the 

reduced-order model is a 2D model which is 
composed of a point and a thin tape as Fig. 2(a) 
shows, so it can be categorized to the primitive 
2D-1 model illustrated in Table 1 using coordinate 
transformation. 

b) Matching cells; 
The point in Fig. 2(a) is localized at the 

origin of coordinates which is different from 2D-1 
model in Table 1; hence, we need to exchange all 
the dimensional parameters of the two cells to 
obtain a model as Fig. 2(b). 

c) Matching coordinates; 
The thin tape in primitive 2D-1 model in 

Table 1 is perpendicular to Y-axis, In order to use 
the related formula we need to exchange X and Y 
coordinates of cell with current I2. 

E
P

3l x

z

y

1I

2I

2lc

E

P

3l x

z

y

1I

1l

b

2I

 
Fig. 2. A coordinate transformation example. 
 
4. Correction of inductance values 

In the above case, since the dimension l1 in 
the direction of current I1 is eliminated according 
to the MOR criteria, the inductance value is equal 
to the value obtained by the reduced-order model 
(see 2D-1 model in Table 1) multiplied by the 
eliminated length l1. 

 
IV. NUMERICAL RESULTS 

In the following experiments, the 
cross-sectional dimensions of two rectangular 
cells are fixed at 0.5 mm×0.5 mm and 0.8 
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mm×0.8 mm. The two cells are aligned at one 
terminal and their lengths are 4 mm and 6 mm, 
respectively. We set the threshold value ε of 1e-21 
in the numerical experiments. Double precision is 
used in the following results, and all the numerical 
experiments are conducted under the hardware 
condition of an ordinary 64-bit computer with a 
2.4GHz processor and a 3GB RAM (DDR 3). 

To represent the miscalculation phenomenon, 
mutual inductance values are extracted using the 
primitive formula (1) and our MOR approach. The 
inductance values and reduced-orders of adopted 
models respect to different lateral separation are 
shown in Fig. 3. The mutual inductance should 
decrease smoothly as the distance increases; 
nevertheless, from the data in Fig. 3, it is evident 
that the primitive formula (1) produces totally 
wrong inductance values, including even negative 
results. On the contrary, the proposed MOR 
method is numerically stable. 
 

 
Fig. 3. Mutual inductance values and 
reduced-orders respect to varying distance. 
 
A. Accuracy 

The fast multipole method (FMM) is applied 
in general PEEC framework to calculate partial 
elements in a more efficient way without 
compromising the accuracy [5]. A widely-used 
tool FastHenry uses a specific 
multipole-accelerated generalized minimal 
residual (GMRES) algorithm to compute 
inductance matrix [21]. To investigate the 
accuracy of our procedure, mutual inductance 
values are calculated using our MOR method and 
FastHenry. The geometrical parameters in the 
above case are maintained in this study. Figure 4 
shows the results. 

 
Fig. 4. Mutual inductance values by MOR method 
and FastHenry. 
 

 
Fig. 5. Feature selective validation of mutual 
inductance values by MOR method and 
FastHenry. 
 

The feature selective validation (FSV) [22-24] 
technique is an effective algorithm that can be 
used to validate computational electromagnetics 
(CEM). We use the FSV technique to compare 
details of the two inductance datasets. Figure 5(a) 
shows point-by-point comparisons for a global 
difference measure (GDM). Figure 5(b) illustrates 
the proportion of the point-by-point analyses that 
falls into the six natural language descriptor 
categories (i.e., excellent, very good, good, fair, 
poor, very poor). Other synthetic FSV parameters 
are also given in Fig. 5(b). The feature selective 
validation indicates that our MOR method has an 
excellent agreement with FastHenry. 

 
B. Stability 

Zhong’s procedure is numerically more 
stable than the conventional formulae in [15-17]. 
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Mutual inductance values are extracted by our 
MOR method and Zhong’s procedure in case that 
the lateral separation between two cells varies up 
to five meters. Figure 6 shows the computation 
results. It is evident that our MOR method is 
numerically more stable than Zhong’s procedure 
for the structures with large spacing. 
 

 
Fig. 6. Mutual inductance values by MOR method 
and Zhong’s procedure. 
 
C. Calculation cost 

Table 2 shows the total consumed time of 
various models in 100,000 independent 
experiments. The number of summation loops of a 
0D model’s formula is only 1/64 of a 6D model’s 
formula. Since a particular matrix approach is 
used to accelerate 64 summation loops in our 
Matlab code, the realistic consumed time of the 
0D model is 43.45% of the 6D model. As a 
conclusion from Table 2, our MOR procedure not 
only improves the accuracy and stability, but also 
reduces the calculation complexity. 

Zhong’s formula consumes nearly the same 
time as the primitive 6D model; because it is 
actually a result of 64 expressions of self 
inductance [15, 16] which is as complex as the  
primitive function (1c). That is to say, our MOR  

method is, also, faster than Zhong’s procedure.  
 

Table 2: Consumed time of various models 
Model Cost time (s) Normalized percent 
6D 26.763 100.00% 
5D 22.432 83.82% 
4D-1 22.341 83.48% 
4D-2 26.345 98.44% 
4D-3 26.015 97.21% 
3D-1 22.939 85.71% 
3D-2 25.336 94.67% 
2D-1 16.565 61.90% 
2D-2 13.895 51.92% 
1D 12.189 45.54% 
0D 11.629 43.45% 

 
D. A transmission line structure experiment 

In the following, we present a two-conductor 
transmission line structure to show the influence 
of inductance values on the accuracy of PEEC 
modeling. The dimensions of the structure are 
illustrated in Fig. 7. The two conductors are with 
the same dimensions, and a common reference 
ground provides the possibility of generating 
interference due to crosstalk. An excitation source 
consisting of a source resistance RS (50 ohms) and 
a source voltage VS (1 volt) is connected to a load 
RL (50 ohms) via a generator conductor and a 
reference ground. A receptor conductor connects 
the other two terminations, represented by 
resistors RNE (50 ohms) and RFE (50 ohms). 

The crosstalk can be viewed as a transfer 
function between the input VS and the outputs VNE 
and VFE (induced voltages at two ends of the 
receptor conductor). The frequency domain 
response of the crosstalk transfer ratio at the 
near-end (i.e., 1020 log ( )NE SV V× ) was calculated 
by both MTL theory [25] and PEEC method. 
 

745SONG, DUVAL, SU, LOUIS: STABLE PARTIAL INDUCTANCE CALCULATION FOR CIRCUIT MODELING



SR

LR

NER

FER

ACV
 

Fig. 7. A two-conductor transmission line structure. 
 

 
 

 
 

0.0027964 1.7682e 008j 6.3109e 030 6.6661e 011j
.

6.3109e 030 6.6661e 011j 0.0027964 1.7682e 008j
R jL

+ − − + − 
+ =  − + − + − 

 

 
Impedance matrix (R+jL) used in the MTL 

model is computed by the method of moment 
(MoM). 

In order not to introduce the influence of 
capacitance accuracy, we use a quasi-static PEEC 
(Lp, R) model [2], and the capacitive coupling is 
not considered in the transmission line model 
either. 

In the PEEC procedure, each conductor is 
discretized into five even conductive cells along 
its length. The inductance matrices L1 and L2 are 
calculated by our MOR method and primitive 
formula (1) respectively. We see some differences 
in the mutual inductance values which are in the 

off-diagonal terms. It is clear that the primitive 
formula (1) produce inaccurate inductances 
including even negative values.  

Figure 8 shows the near-end crosstalk 
transfer function in frequency domain from 1 kHz 
to 1 MHz. Comparing with the MTL model, it is 
obvious that the inaccurate partial inductance 
values cause errors while good agreement is 
obtained by the MOR inductance calculation 
routine. This numerical experiment indicates that 
our MOR method can improve the stability and 
accuracy of partial inductance values and thus 
accurate PEEC results. 
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Fig. 8. Frequency-domain representation of the 
near-end crosstalk transfer function. 

 
V. CONCLUSIONS AND DISCUSSIONS 

The proposed novel model-order reduction 
(MOR) method concerns the stability and 
accuracy improvement of conventional analytical 
partial mutual inductance calculation routines. 
Compact analytical criteria of the MOR approach 
are presented in this paper and the working flow 
for a code implementation allows convenient 
utilization in PEEC modeling. Numerical 
experiments indicate that the MOR method has its 
advantages of improving the inductance 
calculation stability and reducing the calculation 
complexity, especially for three-dimensional 
structures with large spacing. This method is more 
appropriate for PEEC modeling for large complex 
electronic systems. 

This paper only focuses on the analytical 
inductance calculation for the consideration of fast 
and simple utilization. Actually, combining 
analytical and numerical calculation routine (e.g., 
Gauss-Legendre numerical integration) can be 
thought of as one option.  

 
APPENDIX 

 
A.  A lemma for order reduction 

( )F x  is a primitive function of ( )f x . 

Mathematically, the definite integral of ( )f x with 
limits a and b respect to x equals the difference of 

( )F x  evaluated at b and a, which can be 

described as (A-1). This implies that ( )f x is with 

respect to a lower order of x comparing with ( )F x . 

( ) ( ) ( )
b

a
f x dx F b F a= −                  (A-1)  

Suppose the conditions a) and b) can be 
satisfied simultaneously, it is easy to proof that 
( ) ( )b a f x− ⋅  is an approximation to 

( ) ( )F b F a−  for any value of x  in the interval 

[a, b]; thus, a lower order formula ( )f x can 

represent the higher order formula ( )F x . 

a) ( )f x  is a continuous monotonic function in 
an interval [a, b]; 

b) ( ) ( )b a f x ε′− ≤ , ε is an extremely small 

positive value; 
 

B.  Brief proof of the lemma 
From the view of the limitation theory, we 

can draw a conclusion as (A-2) if the 
conditions a) and b) can be satisfied 
simultaneously. 

[ , ]
lim ( ) ( ) 0

x a b
b a f x

∈
′− =                   (A-2) 

(A-2) implies two cases: 
Case 1: 0b a− → , this means the limitation of 
integral interval is zero; 

( ) ( ) ( ) ( ) ( ) 0
b

a
f x dx F b F a b a f x= − ≈ − →    (A-3) 

Case 2: ( ) 0f x′ → , that is, ( )f x  is a constant 

function with respect to [ , ]x a b∈ ; 

( ) ( ) ( ) ( ) ( )
b

a
f x dx F b F a b a f x= − ≈ −      

 (A-4) 

Considering (A-3) and (A-4), we can draw 
the conclusion as the lemma describes. 
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Abstract─ Linear systems generated by finite 
element method (FEM) always have a symmetrical 
sparse system matrix, which requires a large 
amount of computation and memory effort to 
access its zero elements. To address this problem, 
a fully-sparse storing scheme is proposed to store 
only nonzero symmetrical elements of the sparse 
system matrix. Meanwhile, for some ill-
conditioned system matrixes, conventional 
iterative solution methods may incur such 
problems as slow convergence and even failure of 
convergence. To solve this problem, we further 
develop a fast convergent preconditioned bi-
conjugate gradient method (PBCG) based on a real 
incomplete Cholesky factorization preconditioner. 
Numerical experiments show that the proposed 
method accelerates the convergence and is 
applicable for the large-scale complex linear 
systems. 
  
Index Terms─ Bi-conjugate gradient method, 
complex sparse linear system, incomplete 
Cholesky factorization preconditioner. 
 

SYMBOLS 
nn×C   nn×  complex matrix 

nC   n  complex vector 
nn×R   nn×  real matrix 

nR   n  real vector 
∗A   conjugate matrix 

1−A   inverse matrix 
∗x   conjugate vector 
∗α   conjugate complex number 

ε   error 
⋅   Euclidean norm 

),( ⋅⋅   Euclidean product 

iters  number of iterations 
time  time of iterations, unit is second 
 

I. INTRODUCTION 
Many electromagnetic numerical evaluations 

are involved in solving large-scale complex linear 
systems. Direct methods generally require heavy 
storage and computation load. As alternative 
approaches, high-performance iterative methods 
have been attracting more and more attentions in 
solving the complex linear system in recent years. 
However, if the complex linear system is of very 
high dimension or its system matrix is ill-
conditioned, iterative methods may incur such 
problems as slow convergence and even failure of 
convergence. Fortunately, these problems can be 
addressed by appropriate preconditioning methods 
[1-3]. One most frequently used preconditioned 
method is the incomplete Cholesky factorization 
algorithm. In this paper, a real incomplete 
Cholesky factorization algorithm is extended into 
the complex field, and a complex incomplete 
preconditioned bi-conjugate gradient method is 
proposed to solve the complex large scale linear 
systems.  

The efficiency of solving large-scale sparse 
complex linear systems, also, depends on storing 
methods for system matrixes. In order to save 
storage space and access the elements 
conveniently, we introduce a fully-sparse storing 
scheme that stores only nonzero symmetrical 
elements of system matrix by a chain pattern. 
Compared with current popular storing methods, 
the proposed method has the least storing scale 
and is obviously advantageous for large-scale 
sparse matrixes especially. 

The contents of this paper include the fully-
sparse storing scheme, complex incomplete 
preconditioned bi-conjugate gradient method, 
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algorithmic implementation, and numerical 
experiments, which demonstrate both applicability 
and effectiveness of the proposed method. 
 
II. FULLY-SPARSE STORING SCHEME 

An efficient fully-sparse storing scheme is 
presented for storing the system matrix by 
exploiting its properties of sparsity and symmetry. 
In this fully-sparse database, only nonzero 
symmetrical elements of system matrix are stored 
by using a chain pattern. Both single chain and 
double chain are applicable in the dynamic 
database. In this section, the sparse storage scheme 
based on a single chain pattern is presented. 
Extension to double chain is straightforward. 

For a symmetric sparse matrix nn×∈CA , four 
one-dimension arrays are necessary to store and 
manage its nonzero elements. These arrays are 
defined as follows: 

(1) Real array named DATA stores nonzero 
elements of lower triangle part of matrix A , row 
by row.  

(2) Integer array named JCOL stores column 
numbers of the nonzero elements in the array 
DATA.  

(3) Integer array named LINK stores index 
numbers of the nonzero elements. For instance, in 
some row the index number of the ith nonzero 
element is the address of next nonzero element in 
the array DATA. If the ith nonzero element is the 
last element stored in this row, then LINK(i)=0. 

(4) Integer array named HEAD stores address 
of first nonzero element of every row in the array 
DATA. 

For example, if a symmetric sparse 
matrix 55C ×∈A  is expressed in equation (1), the 
four storing arrays in the full-sparse database are 
shown in Table 1. 
 

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

5552

4441

33

252221

141211

000
000
0000

00
00

aa
aa

a
aaa

aaa

A                (1) 

 
 
 
 
 

Table 1: Full-sparse storing arrays 
NE 1 2 3 4 5 6 7 8 

DATA 11a  21a  22a  33a  41a  44a  52a  55a  
JCOL 1 1 2 3 1 4 2 5 
LINK 0 3 0 0 6 0 8 0 
HEAD 1 2 4 5 7    

 
In this full-sparse database, all nonzero 

elements can be accessed conveniently. Basic 
dynamic operations are realized easily by simple 
searching, inserting, and deleting arithmetic. It is 
worth mentioning that the advantage of the 
proposed fully-sparse storing database is even 
significant for large-scale sparse matrix. 

 
III. BI-CONJUGATE GRADIENT 

METHOD 
Conventional iterative methods such as the 

conjugate gradient (CG) method [4] and the 
preconditioned conjugate gradient (PCG) method 
[5, 6] are based on real linear systems. When it 
comes to complex linear systems, new iterative 
methods are still open to be developed. In this 
section, a new method for solving symmetrical 
complex linear systems is proposed by regaining 
the basic concept of the bi-conjugate gradient 
method (BCG) for solving nonsymmetrical 
complex linear systems. 

For symmetrical complex linear 
systems bAx = , the modified BCG consists of the 
following steps: 
Step 1: Set 0=i , input matrix nn×∈ CA , 
vector nC∈b , initial vector n

i C∈x and error 
criterion ε , compute ii Axbr −= , ∗= ii rr̂ , ii rp = , 
and ii rp ˆˆ = ; 
Step 2: Increase index i  by 1 and calculate: 

),ˆ(),ˆ( iiiii Apprr=α , iiii pxx α+=+1 ,  

iiii Aprr α−=+1 , iiii pArr ˆˆˆ 1
∗∗

+ −= α ; 
),ˆ(),ˆ( 11 iiiii rrrr ++=β , iiii prp β+= ++ 11 ,  

iiii prp ˆˆˆ 11
∗

++ += β ; 
Step 3: Compare br 1+i  withε , if ε<+ br 1i , 
jump out from the loop and output 1+ix , otherwise, 
go to step 2. 

Compared with the traditional CG method in 
the real number field, the modified BCG method 
has two advantages: 
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(1) It calculates only one matrix-vector 
product, not two like the CG method in each 
iteration. 

(2) It converges about 5-6 times faster than the 
CG method. 

 
IV. PRECONDITIONED BI-

CONJUGATE GRADIENT METHOD 
Preconditioned iterative methods [7] obtain 

the ability of solving linear systems accurately 
within a few iterations. For large-scale linear 
systems with symmetric system matrices, an 
efficient solving scheme is the preconditioned 
conjugate gradient (PCG) method. Traditional 
PCG methods are usually available for real linear 
systems, not for linear complex systems in FEM 
solution of electromagnetic scattering problems. 
Therefore, valid iterative methods for complex 
linear systems are needed. Based on a real 
preconditioned conjugate gradient algorithm, we 
design a complex preconditioned bi-conjugate 
gradient algorithm for solving complex linear 
systems. The details are as follows: 
Step 1: Set 0=k , input complex matrix nn×∈ CA , 
preconditioned matrix nn×∈ CM , vector nC∈b , 
initial vector n

k C∈x  and error criterion ε , 
compute 

kk Axbr −= , kk rMz 1−= ,  

kk zp =+1 , ∗= kk rr̂ ,  
∗

++ = 11ˆ kk pp , ),ˆ( kkk zr=ρ ; 
Step 2: Increase k  by 1 and calculate:  

kApw = , ),ˆ(1 wpkkk −= ρα ,  

kkkk pxx α+= −1 , wrr kkk α−= −1 ,  

kkkk pArr ˆˆ 1
∗∗∗

− −= α , kk rMz 1−= ,  
),ˆ( kkk zr=ρ , 1−= kkk ρρβ ,  

kkkk pzp β+=+1 , kkkk pzp ˆˆ 1
∗∗

+ += β ;  
Step 3: Compare kρ  with ερ0 , if ερρ 0>k , 
jump out from the loop and output kx , otherwise 
go to Step 2.  

In iterations, the orthogonal vectors and 
Euclidean products are calculated with the 
preconditioned matrix M instead of matrix A 
because the preconditioned matrix M is well-
conditioned and easy to be inversed. 

 

V. A COMPLEX INCOMPLETE 
CHOLESKY FACTORIZATION 

PRECONDITIONER 
The complex system matrix from FEM is 

always symmetric and sparse, so is the 
preconditioned matrix. In order that the 
preconditioned matrix M is easily inversed in 
simple storing structure, the sparse structure 
between matrix A and preconditioning 
matrix M should be the same or approximately the 
same. In some preconditioned methods [8-10], the 
sparse structure of preconditioning matrix M is 
designed by abandoning all possible non-diagonal 
filling elements (zero-filling mode) during the 
incomplete factorization. Considering that nonzero 
elements of preconditioning matrix M and 
matrix A can be stored in the same sparse database, 
the zero-filling Cholesky factorization method is 
used widely as an efficient preconditioner. 

If a matrix nn×∈ CA is symmetric, its 
incomplete Cholesky factorization formula is 
written as 

RLLA += T ,                                   (2) 
where the matrix L is a lower triangle matrix and 
matrix R is a residual matrix [11]. The 
matrix TLLM = is defined as a preconditioned 
matrix. During the incomplete Cholesky 
factorization, the filling elements of residual 
matrix R can be designed in advance, so it is easy 
to ensure the same sparse structure of matrix L as 
matrix A . As a well-condition approximate of 
matrix A , matrix M is the main driving factor for 
the rapid convergence of preconditioned iterative 
method. 

Based on a real incomplete Cholesky 
factorization algorithm in [12], a complex 
incomplete Cholesky preconditioner is proposed 
by the zero-filling mode. During the complex 
incomplete Cholesky factorization, some diagonal 
elements are modified to possess the diagonal 
predomination of preconditioned matrix. The 
algorithm detail is expressed as follows. 

Input system matrix nn
nnija ×

× ∈= C)(A  and 

output preconditioned matrix TLLM = (lower 
triangle matrix nn

nnijl ×
× ∈= C)(L ). 

1. 1111 al =  
2.  For 2=i  to n  do 
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3.  If 01 ≠ia  then 1111 lal ii =  
4.  End do 
5.  For 2=k  to n  do 

6.  If ∑
−

=

≥
1

1

2
k

t
ktkk ga then ∑

−

=

−=
1

1

2
k

t
ktkkkk lal ,  

else kkkk al = (modifying diagonal elements) 
7.  For 1+= ki  to n  do 

8.  If 0≠ika  then )(1 1

1
∑

−

=

∗
∗ −=

k

t
ktitik

kk
ik lla

l
l  

9.  End do 
10. End do 
 
VI. NUMERICAL EXPERIMENTS 
In this section, in order to verify the accuracy 

and efficiency of the proposed complex 
preconditioned bi-conjugate gradient algorithm, 
we implement the algorithm in eight classical 
experiments. 

(1) 2-D scattering model of radar cover, 6-
node curve triangle vector element, 6 unknowns in 
every element, 6532 unknowns in total.  

(2) 2-D scattering model of aerofoil, 8-node 
curve quadrangle vector element, 8 unknowns in 
every element, 10442 unknowns in total. 

(3) 3-D scattering model of nose, 10-node 
curve tetrahedron vector element, 20 unknowns in 
every element, 45228 unknowns in total. 

(4) 3-D scattering model of rudder, 20-node 
curve hexahedron vector element, 54 unknowns in 
every element, 129812 unknowns in total. 

(5) 3-D scattering model of elevator, 20-node 
curve hexahedron vector element, 54 unknowns in 
every element, 103236 unknowns in total. 

(6) 3-D scattering model of leading edge, 8-
node curve quadrangle shell vector element, 28 
unknowns in every element, 51682 unknowns in 
total. 

(7) 3-D scattering model of trailing edge, 8-
node curve quadrangle shell vector element, 28 
unknowns in every element, 46844 unknowns in 
total. 

(8) 3-D penetrating model of radome, 20-node 
curve hexahedron vector element, 48 unknowns in 
every element, 87762 unknowns in total. 

In Table 2, we show storing scales of system 
matrixes in the above numerical experiments by 
the fully-sparse storing scheme. The results 
suggest that the sparse proportion decreases 

gradually with increasing the scale of system 
matrix. Therefore, the fully-sparse storing scheme 
profits the large-scale sparse matrix. 

 
Table 2: Storage scale comparison 

Ex Unknowns 
 

Nonzero elements 
stored 

Sparse proportion 
(‰) 

1 6532 121430 2.846 
2 10442 210874 1.934 
3 45228 2544691 1.244 
4 129812 11762106 0.698 
5 103236 7684181 0.721 
6 51682 2978082 1.115 
7 46844 2701257 1.231 
8 87762 6870334 0.892 

Note: Sparse proportion is a ratio of nonzero 
elements stored in all elements. 
 

In Table 3, we compare the computation 
efficiency of complex preconditioned bi-conjugate 
gradient (PBCG) method with other iterative 
methods. All complex linear systems are obtained 
from the above experiments. The results show that 
the proposed complex PBCG method converges 
with much fewer iterations and less time than 
other methods. 
 
Table 3: Results of different methods ( 810−=ε ) 
Part I 

Ex CG ILU ICCG 
 iters time Iters Time iters time 
1 1711 27.63 1072 22.06 756 18.23 
2 2048 39.45 1557 33.65 1369 30.28 
3 7485 153.2 4555 119.3 3728 89.67 
4 18772 526.3 11018 371.9 7952 250.4 
5 15772 492.5 10774 327.8 6891 213.6 
6 8764 177.1 5991 124.3 4012 101.3 
7 8027 165.4 4799 121.1 3845 98.25 
8 11344 346.8 8912 244.5 6679 194.5 

 
Part II 

Ex BCG PBCG 

 iters time iters time 
1 576 6.41 115 3.07 
2 623 9.62 137 4.79 
3 2564 28.77 208 6.25 
4 6889 106.4 416 17.04 
5 5742 98.82 389 15.88 
6 2232 35.79 307 11.72 
7 2116 33.14 295 10.98 
8 4288 65.55 346 12.07 
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All results are computed with P4 3.0G CPU 
512M-memory computer. All programs are 
developed in FORTRAN90 language. 

 
VII. CONCLUSION 

For the purposes of efficient data access and 
economic data storage in solving sparse linear 
systems, we proposed a fully-sparse storing 
scheme that stores only nonzero symmetrical 
elements. To accelerate the convergence of bi-
conjugate gradient method, we developed the 
complex incomplete Cholesky factorization 
preconditioner that can improve the ill-condition 
system matrix. In view of its high efficiency on the 
large-scale complex linear systems, the complex 
PBCG method with fully-sparse storing scheme 
shows great promise as an ideal solver for large-
scale electromagnetic computation. 

 
ACKNOWLEDGMENT 

This work was supported by Postdoctoral 
Science Foundation of China (W016312) and 
Science and Technology Innovation Foundation of 
Northwestern Polytechnical University 
(W016143). 

 
REFERENCES 

[1] D. S. Kershaw, “The incomplete Cholesky 
conjugate gradient method for the iterative solution 
of systems of linear equation group,” J. of Comp. 
Phys., vol. 26, pp. 43-65, 1978. 

[2] I. S. Duff and G.A. Meurant, “The effect of 
ordering on preconditioned conjugate gradients,” 
BIT., vol. 29, no. 4, pp. 635-657, 1989. 

[3] J. W. Watts III., “A conjugate gradient truncated 
direct method for the iterative solution of the 
reservoir simulation pressure equation,” Society of 
Petroleum Engineer Journal, vol. 21, no. 3, pp. 
345-353, 1981. 

[4] Jin J M., The Finite Element Method in 
Electromagnetics, 2nd ed. Wiley, New York, 2002. 

[5] I. Arany, “Solving systems of elastic bar structures 
by preconditioned conjugate gradient method,” 
Computers Math. Applic., vol. 38, no. 9, pp. 125-
134, 1999. 

[6] P. Saint-Georges, G. Warzee, R. Beauwens and Y. 
Notay, “High-performance PCG solvers for FEM 
structural analysis,” Int. J. for Numer. Meth. In 
Engng., vol. 39, pp. 1313-1340, 1996. 

[7] R. Beauwens and R. Wilmet, “Conditioning 
analysis of positive definite matrices by 
approximate factorizations,” J. Camp. and Appl. 
Math., vol. 26, no. 3, pp. 257-269, 1989. 

[8] R. Beauwens, “Modified incomplete factorization 
strategies,” Proceedings of a conference on 
Preconditioned conjugate gradient methods, vol. 1, 
pp. 1-16. 1990. 

[9] Y. Notay, “DRIC: A dynamic version of RIC 
method. Numer,” Lin. Alg. with. Appl., vol. 1, no. 6, 
pp. 511-532, 1994. 

[10] R. Beaumens, “Iterative solution methods,” 
Applied numerical mathemetics, vol. 51, no. 4, pp. 
437-450, 2004. 

[11] J. P. Wu and Z. H. Wang, “Problems and 
improvements to the incomplete Cholesky 
factorization with thresholds,” Journal on 
Numerical Methods and Computer Applications, 
vol. 24, no. 3, pp. 207-214, 2003. 

[12] Y. J. Zhang and Q. Sun, “Improved ICCG method 
for large scale sparse linear equation group,” 
Journal of Computational Physics, vol. 24, no. 4, 
pp. 581-584, 2007. 

 
 

Y. J. Zhang received his degree 
in electromagnetics engineering 
and the Ph.D. degree from 
Northwestern Polytechnical 
University, Xi’an, China, in 2005 
and 2009. Since 2006, he has 
been a senior lecturer at 
Aeronautics School of 

Northwestern Polytechnical University, China. He 
has coauthored more than 20 papers appearing in 
international journals and conferences. His current 
research interests include electromagnetic 
scattering computation and fast finite element 
methods.   
 

  

754 ACES JOURNAL, VOL. 25, NO. 9, SEPTEMBER 2010



Efficient Analysis Technique for Modeling Periodic Structures 
Based on Finite Element Method using High-Order Multiscalets 

Functions  

Adel Ben Ali, El Amjed Hajlaoui, and Ali Gharsallah 
 

Unité de Recherche Circuits et Systèmes d’Electronique Haute Fréquence, Département de physique 
Faculté des sciences de Tunis, 2092 El Manar, Tunis. Tunisia 

 adel.benali@laposte.net, hajlamjed@yahoo.fr, ali.gharsallah@fst.rnu.tn 

 

Abstract- Periodic structures have a variety of 
important applications in electromagnetic engineering 
and modern technologies. Commonly used, periodic 
structures include frequency selective surfaces, optical 
gratings, phased array antennas and various 
metamaterials. A three-dimensional finite element 
method (FEM) with efficient boundaries conditions is 
presented to simulate the electromagnetic properties of 
homogeneous periodic material. In our approach, we 
describe an accurate and efficient numerical analysis 
based on high-order multiscalets applied in vector 
edge FEM using new reduction meshing technique 
(MSRM-FEM) to characterize the electromagnetic 
properties of periodic structures. Here, we have 
achieved a factor of 4 in memory reduction and 711 
in CPU speedup over the typical meshing. The FEM is 
applied to solve Maxwell’s equation in the unit cell. 
The Floquet’s theorem is used to take into account the 
periodicity of the boundaries conditions radiation for 
the unit cell. The numerical results are compared to 
published data and other simulation results. Good 
agreement is important to establish the validity and 
usefulness of the (MSRM-FEM) method given in this 
paper. 
 
Index Terms- 3-D FEM, multiscalets functions, 
periodic structures, reduction meshing. 

 
I. INTRODUCTION 

Periodic structures are important in the analysis of 
electromagnetics scattering and radiation for various 
engineering applications. The periodicity in geometry 
is often exploited to achieve some desired 
electromagnetic proprieties. Many microwave and 
optical devices, such as frequency selective structures 
(FSS) [1] and phased array antennas [2], fall into this 
category. 

Analysis of periodic structures has been carried 
out using a variety of numerical methods, such as 
the finite difference time domain (FDTD), the 
moment method (MoM), the finite element method 
(FEM), the transmission line method (TLM), and 
iterative methods [3]. 

Among these methods, FEM excels the 
modelling of complex homogeneous and 
inhomogeneous structures geometries. The FEM is, 
also, able to incorporate different types of 
boundaries and different excitation modes without 
significantly affecting its formulation. The FEM 
modelling of periodic structures has been reported 
in literature for both scattering [4] and radiation 
analysis [5]. 

In our approach, we propose multiscalets as 
basis functions to replace the traditional linear or 
higher order Lagrange, Hierarchical [6] 
interpolation shape functions in the finite-element 
formulation. 

Since we employ multiscalets in our modelling, 
a brief review is given here. More detailed theory 
and background of multiscalets are presented in 
many references such as [7-8].      

In this paper, we present a robust, higher-order 
multiscalets combined with FEM method [9] to 
model infinitely periodic array-structures, by 
imposing appropriate radiation boundaries 
conditions and periodic boundaries conditions. The 
computational domain is confined to a single unit 
cell of the infinite array. The unit cell interior 
region is discretized with regular tetrahedral 
element to model its geometry. 

When the structures contain many unit cells, 
the structure extends to infinity in the periodic 
direction as illustrated in Fig. 1. 
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This purpose is to greatly simplify the 
electromagnetic analysis and minimize the CPU time 
of simulation by enabling the characterization of the 
electromagnetic interaction with the entire structure. 
Here, we will use a new strategy meshing for the 
regular design applied in microwave structures when 
we use the edge element formulation. 

A new mesh-truncated technique is introduced 
for the frequency domain solution of closed and 
open region scattering problems 
 

x 

y 

z 

θi

φi 

ik


 

Unit Cell

 
Fig. 1. Graphical representation of a plan wave 
incident on a generic 3-D periodic structure. 
 

II. MULTISCALETS FUNCTIONS 
Basic theory of orthogonal multiwavelets, 

multi-resolutions, and multiscalets can be found in 
many mathematical papers, e.g.  [7] and [8]. 

The multiscalets 0(t), 1(t)… r-1(t), are 
polynomials of degree 2r-1 on [0, 1] and zero 
elsewhere, with r-1 continuous derivatives. In 
electromagnetics, the order is usually ≤ 4. They 
satisfy 

1,( ) ,nn I                         (1) 
where  ,m nd  is the Kronecker delta, I is the identity 
matrix of size r x r, r  is the multiplicity 
coefficient, and  
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The column vector 
   0 1( ) ( ) ( ) .T

rt t t                      (3) 
For all r, satisfies that j (t) ≠ 0 only on two 

intervals [0, 1] and [1, 2]. The function values and 
its (r −1) derivatives are specified at each integer 
edge. If φj (t) is defined on [0, 2], then they are 
alternatively symmetric and anti-symmetric about 
t = 1.  

The dilation equation may be written as 

)22()12()2(

)2()(

210 


tCtCtC

ktCt
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

 .      (4) 

Since the support is [0, 2], the only nonzero 
coefficients are C0, C1, and C2, there are r basis 
functions at each edge, and Ci are matrices of r × r   
(i = 0, 1, 2).  

The polynomials of degree 2r − 1 on [0, 1] and 
[1, 2] are determined by: 
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From (1), we define  
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 .  (6) 

Explicitly, it appears that 0(t) interpolates at the 
sampling point t=1, but assumes 0 at other 
sampling points t=0. The derivatives )()(

0 tk , 
k=1,2….,r-1 are zero at all integer sampling 
points. Similarly, interpolates at integer point, but 
assumes zero elsewhere for any derivatives other 
than 1.  

In general, 

 ( )
, 1,( ) , , 0,1, , 1j

i i j mm i j r      .      (7) 

While spline interpolation fits a set of function 
values by solving a coupled linear system [8], the 
property (7) of the multiscalets provides 
interpolation that is completely uncoupled. Here, 
i(t), i=0,1….,r-1 will be employed in the finite 
element as the shape functions. 

The matrix coefficients in (4) can be derived by 
the following procedure: 

   
 
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where 




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

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2
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r

diag   .        (9) 

Matrices C0 and C2 related by 
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1
0 2 ,C SC S           (10) 

with  

    11 1,,.........1,1   rdiagSS   .         (11) 

The Matrix C2 is given by 
UUC  1

2                 (12) 
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and 

   
 !

!11
nmr

mrU nmr
mn 


  .           (14) 

The multiscalets 0(t) and 1(t) are polynomials 
of degree 2r-1 can be built by a simple iteration 
program or an eigenvalue algorithm called the 
cascade method from the dilatation matrices Ci [7]. 
In general multiscalets with arbitrary r have the form 
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     ,A T                                                 (15)        
 

where the coefficient ai,j are obtained by inverting 
the matrix whose entries are 

[B]     
  rji

jir
irjib ,,2,1,,

!12
!2, 



          (16) 

where         

    1 BA .           (17) 

It was found that for r=2, 
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In case r=3, the explicit polynomial of 0(t), 1(t) 
and 2(t) are 
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III. FEM FORMULATION 
 
A. Discretization  

The boundary value problem in the full-wave 
analysis of an inhomogeneous field waveguide is 
defined by the vector wave equation in the 3-D 
waveguide problem, [9, 10]. 

Maxwell's equations for the electromagnetic 
fields inside the computation domain are: 

JEjH
HjE

r

r







0

0 .                     (20) 

Here, we eliminate H in the two equations 
above results in the wave equation for E: 

JZjkEkE r
r

00
2
0

1









 


.        (21) 

Assuming that E satisfies some boundaries 
conditions on the surface S enclosing the 
computation domain , it can be shown that the 
original problem is equivalent to the following 
variational problem   

                     (22) 

where 

      2
0

0 0

1 1
2

.

rV
r

V

F E E E k E E d

jk Z E J d Surface Integral Terms



 

       
 

   




 

(23)  

The surface integral terms are the results of 
corresponding boundaries conditions [11].  

To solve the variational problem (23), the 
entire computation domain  is divided into small 
elements. In the FEM discretization, commonly 
used elements are tetrahedral elements for 3-D 
problems. 

The next step involves expanding the 
electromagnetic fields in terms of basis functions 
in each element. In the context of 3-D problems, it 
is more convenient to use vector basis functions 
instead of scalar basis functions. 

For tetrahedral elements, the edge basis 
function associated with the ith edge is given by 

  0,EF
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Further, e
kL  (k = 1, 2, 3, 4) are the basis node of 

basis functions associated with the four vertices of 
the tetrahedral, where , , , ande e e e

i i i ia b c d  are defined 
as in [9], and i1 and i2 denote the two vertices 
associated with the ith edge and e

il is the length of 
the ith edge. 

In this paper, we will replace the traditional 
functions given in (24) by the multiscalets 
interpolation functions with multiplicity r=3 
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.     (25)   

It can be demonstrated that e
tW satisfies 

automatically the convergence condition.  
Once the basis functions are determined, the 

electric (or magnetic) field within each element 
can be expanded as 

1
,

m
e e
j tj

j
E E W



                 (26) 

where m is the number of interpolating points 
(depending on the order of basis functions) within 
each element (in this case m=6). Substituting (26) 
into (23) and applying Galerkin’s method, the 
following matrix equation for each tetrahedron is 
derived. 

       eeee FZjkEMkK 00
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Corresponding to all tetrahedral, a global matrix 
equation of the following form can be derived: 

     ,A E F          (29) 

where        
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              (30) 

and M is the total number of tetrahedral. The FEM 
mass matrix [A] is symmetric, positive with an 
order n, where n is the total number of edges in the 
whole domain  and (F) is an appropriate 
excitation vector which has non-zero elements 
only in the position of excitation edges. 

The final matrix equation is of very large order 
but the corresponding square matrix is sparse. For 
that, we can use of appropriate iterative conjugate 
gradient (CG) techniques. 

B. Boundaries conditions  
Let us consider the unit cell in an infinite 

periodic structure, as shown in Figure 2; the 
interior volume, denoted here as V, is enclosed by 
four side surfaces: a top surface, and a bottom 
surface. It may contain arbitrary dielectric and 
conducting structures.  

The four side surfaces Sx1; Sx2; Sz1, and Sz2 are 
located at x = 0; x = Dx; z = 0, and z = Dz, 
respectively, where Dx and Dz are periodic lengths 
in the x and z directions. The top surface St is the 
interface between free-space and the unit cell 
region. The bottom surface Sb is usually a ground 
plane. It may also contain waveguide apertures Sw 
that provide excitation for the radiation case. In a 
general configuration, 4 kinds of boundaries 
conditions are involved. On the four side surfaces, 
periodic boundaries conditions are imposed, 
relating the fields on the opposite side surfaces. 
On the top surface, a periodic radiation boundary 
condition is imposed; it simulates the radiation 
towards the free space in the presence of an 
infinite array. If a waveguide is present in the 
structure, a waveguide port condition is imposed 
on Sw. Finally, on conducting surfaces, a perfectly 
electrically conducting (PEC) boundary condition 
is enforced explicitly as a homogeneous Dirichlet 
boundary condition. 
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Fig. 2. The unit cell used for FEM calculations of 
periodic structures along with the locations of the 
various truncation boundaries where either 
absorbing or periodic boundaries conditions are 
imposed. 
 

Periodic boundaries conditions can be derived 
directly from the Floquet theorem [13]. In 
accordance with the Floquet theorem, the 
electromagnetic fields inside and above the 
periodic media should satisfy 

     zzixxi DnkDmkj
zx ezx,EnDz,mDxE         (31) 

     zzixxi DnkDmkj
zx ezx,HnDz,mDxH  ,     (32) 

where 
ii0xi cosφsinθkk                  (33) 

ii0zi sinφsinθkk   ,              (34) 
where (i , i) are the incident and scan angles. 
The periodicity forces the incident energy to 
propagate along certain directions. These 
propagation modes are defined analytically in the 
top surface St by the following equations: 

02  iyi EkE  with    2/1
hhyk   with h is the 

correspondent space area. 
To facilitate the implementation of periodic 

boundaries conditions, identical surface meshes 
are created on the opposite side surfaces. Then, for 
each unknown Ei on one side surface, a 
corresponding unknown Ej is identified on the 
opposite surface which has the same relative 
position as Ei.  

By applying the Floquet theorem (31), we 
obtain the following relationship between Ei and 
Ej: 

ijj
ij eEE  ,    (35) 

where ij is a phase shift term given by 

1 2
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In the matrix context, (35) is enforced explicitly as 
an inhomogeneous Dirichlet boundary condition. 
That’s why, for each unknown pair (Ei;Ej ): Ej is 
eliminated; the matrix entries associated with Ei are 
modified as plane is placed on St. 

ijj
jlilil eKKK  ,   (37) 

For all 22 zxl SSE  ,      and 
 klijj

jlikik eKKK   ,   (38) 
For all 22 zxl SSE  which is related to Ek by phase 
shift kl; and finally, the right-hand-side (RHS) 
vector entry associated with Ei is modified as 

ijj
jii eFFF  ,                  (39) 

The function (23) contains a surface integral term 
over the top surface St with a form given by 

      dSUEEnEn
2
γ

ES
tS

e 




  ˆˆ ,  (40) 

where U which may be expressed as 

   EnnEnU e
r

 ˆˆˆ1 


 .      (41) 

 e is known parameter given by 



 r
e

jk0 , with 

rr   . 

IV. REDUCTION MESHING 
Our refinement scheme described in Fig. 3 and 

the coarse grid tetrahedron is split into four 
tetrahedral which are similar to their parent and 
one different tetrahedral in the center. 

Hence, our refinement procedure results in only 
two classes of similar tetrahedral, assuming that 
mesh quality will never deteriorate. The idea is to 
eliminate four tetrahedral to surround with the 
cubic element and to leave only the central 
tetrahedral. 

This technique of meshing used to adapt FEM 
method with other numerical method like the TLM 
method, iterative method etc. in case of a 
hybridization technique, where we convert the 
value of every edge elements to at point (Fig. 4. 
d). With this technique, we can superpose a 
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resulting matrix of these numerical methods with 
our of FEM matrix to obtain the value in inner 
waveguide. 

In the next figure, we present the different steps 
to get our appropriate and desired meshing based 
on the strategy given by Fig. 3. 
                                                 
 

 
Fig. 3.   Element Hexahedral subdivided into five 
tetrahedral with elimination of the secondary 
tetrahedral. 
 

 

 
  
 

       (a) 
 
 
       (b) 
 
 
       (c) 
 
 
       (d) 

 
Fig. 4. A waveguide devised in tetrahedral 
elements where only a center tetrahedral is needed. 

 
The next table presents the efficiency technique 

to reduce the size of a regular structure, and 
presents the reduction report between the typical 
meshing and reduction meshing and another table 
that presents gain obtained in time considering 
proper characteristics of the used machine. 
 

Table 1: Reduction report between typical 
meshing and reduction meshing 

Cells  
Number 

Typical  
Meshes 

Reduction  
Meshes 

Reduction 
 Report 

16×1×16 2433 edges 1056 edges 

32×1×32 9473 edges 4160 edges 

64×1×64 37377 edges 16512 edges 

128×1×128 148481 edges 65792 edges 

 
   44% 

 
 
 

 Table 2: Time report between typical and new 
reduction meshing for different size matrix with a 
CPU 3 GHz and 4 GB of memory 

 
CPU 

 
Memory Number of 

Cells 

Time (sec) for 10 iterations Time (sec) between 
typical and new 

meshingTypical  Meshing New Meshing 

 
3 GHz 

 
4Go 

16116 16 1,4 11,42 
32132 96 10,2 9,41 
64164 868 97 8,95 

1281128 9223 1321 6,98 
  

This purpose will greatly simplify the 
electromagnetic analysis of the CPU time of 
simulation by enabling the characterization of the 
electromagnetic interaction with the entire 
structure. 

V. NUMERICAL RESULTS 
This section contains a series of examples that 

validate the MSRM-FEM formulation compared 
with analytic and reference results. Our strategy is 
based on a unit cell divided on 32∆x×4∆y×32∆z 
elements. All given examples were studied and 
carried out with a gain of 4 in memory 
consumption. 

In this part, we consider the finite element 
analysis in the two-dimensional xz-plane. 
Although not a physically realistic configuration, 
the infinite array model provides a reasonably 
good approximation to the performance of the 
interior elements in a large finite array. Here, we 
suppose that this finite unit cell, the patch 
characterized by its infinite thin thickness is 
inserted between two dielectric layers that have 
the same dielectric permittivity. 

To show that the periodic boundaries 
conditions and periodic radiation boundaries 
conditions are correctly modeling the field 
behaviour, a simple example is tested. We use a 20 
cm thick uniform dielectric layer composed of 
dielectric with relative permittivity r=2.2-j and 
backed with a ground plane. The analysis takes 
into account different oblique incidences. It proves 
clearly that the reflection coefficient is 
independent of both angle and polarization of 
incidence.  
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Fig. 5. Rectangular patch unit cell laid between two 
dielectric.  

 
Here, for an incident plane wave with an 

incident angle  = 60°, the TE and the TM 
refection coefficients, shown in Fig. 5, are 
calculated over the frequency band 0.1 to 0.5 GHz. 
In the FEM, the unit cell is modeled as a 
20×20×20cm homogeneous dielectric box with a 
ground plane placed on its bottom surface. Good 
agreement between our MSRM-FEM results and 
the analytical solutions has to validate considered 
in the periodic boundary conditions and the 
periodic radiation boundary conditions. 
The dielectric slab is backed by a ground plane. 
The reflection coefficient should always have 
magnitude of 1 because all the energy shall be 
reflected. In our example, it has a few differences 
with the analytic results. This is due to the intrinsic 
properties of the used dielectric characterized by its 
proper properties. In another way, this is not a 
perfect dielectric characterized by a complex 
permittivity (r=2.2-j). 
The next example is the reflection due to an 
incident upon a plane wave onto a frequency 
selective surface structure. The unit cell presented 
in Fig. 5 is a rectangular patch laid between two 
dielectric with 2-mm-thick with a complex 
permittivity r=2.2-j, and following geometric 
dimensions Dx=Dz=10.0 mm, Dy=2.0 mm, 
a=2.5mm and b=5mm. 

 
 

 
(a) 

 
(b) 

Fig. 6. Reflection coefficient for the 20-cm-thik 
uniform layer (r=2.2) backed with ground plane 
plate at =60° and  =0 for (a) TE, (b) TM. 

 
The normalised power reflection coefficient for 

an oblique incidence is shown in Fig. 7. It is 
compared with the analytic results given by the 
advanced design system (ADS 2004) simulator. 

The second example (Fig. 8) presents the 
normalised transmitted power coefficient for a real 
permittivity (r=4) and following geometric 
dimensions Dx=50.0 mm, Dz=4.0 mm, a= Dx/2 and 
b= Dz. The unite cell is presented in Figure 5. This 
3-D structure is simulated using MSRM-FEM 
FORTRAN code, and compared with FDTD 
reference solution [13]. 
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Fig. 7. The normalised power reflection coefficient 
with side view unit cell, for an oblique incidence. 

 
Fig. 8. The normalised power transmission 
coefficient with side view unit cell, for an oblique 
incidence (I,,)=(90°,0°). 
The incident angle (theta = 90 degrees) shows a 
grazing incidence. Here, very high absorption of 
energy was shown at the resonant frequency 6 
GHz. 

Figure 9 shows the normalised transmission 
power as a function of the frequency, for several 
values of a. The computed values are indicated 
with symbols, and intermediate values have been 
obtained using multiscalets interpolation.  

In all cases, a significant absorption band is 
observed. In addition, the critical frequency 
(frequency in which value attains its minimum) 
decreases as the ratio a/D increases.  

For a real permittivity (r=10.2) and following 
geometric dimensions Dx= Dz=10mm, Dy=2.0 mm, 
a=b=1.0, 4.0 and 8.0 mm. 

 
Figure 10 presents the normalised transmission 

power as a function of the frequency, for several 

values of incident angle . These results show that 
the critical frequency value depends very weakly 
on the incidence angle. 

 

 
 
Fig. 9. The normalised power transmission 
coefficient for various values of the plat’s size: for 
an oblique incidence (I,,)=(90°,0°). 

 
Fig. 10. The normalised transmission coefficient 
as a function of the incident frequency, for various 
values of incident angle: θ =10°, 20°, 45° and 70°. 
The period Dx=Dz =10.0 mm, Dy=2.0 mm and the 
plate’s size a are kept fixed a = 8.0 mm and 
r=10.2.  

VI. CONCLUSION 
In our paper, a new FEM analysis of infinite 

periodic structures described by MSRM-FEM is 
presented. The theoretical basis of FEM theory, 
combined with the Floquet theorem and the 
integral equation formulation analysed with new 
technical meshing strategy is presented. Higher-
order multiscalets vector basis functions are used 
to expand electromagnetic fields. Numerical 
results have demonstrated the efficiency and 
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accuracy of using higher order multiscalets vector 
basis functions.  

The reduction meshing (RM) based technique 
is combined with FEM to reduce the size of 
resulting matrix, consequently, minimization of 
memory and time consumption, 711 in time 
speed compared with typical meshing. 

The FEM feed modeling is, also, discussed in 
detail in radiation problem cases. The validity and 
versatility of the FEM formulation have been 
demonstrated through numerical results compared 
with analytic and published simulations. 
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Abstract─ The hereby article is devoted to 
elaboration of the analysis method of nonuniform 
transmission line (NUTL) with utilization of 
typical circuit simulator like SPICE. It is assumed 
that quasi-TEM modes are propagated in the 
NUTL. Solution of the problem is divided into 
three parts. 1) The analysis of nonuniform 
transmission line is reduced to the analysis of 
cascaded sections of linear varied nonuniform 
transmission line (LNTL). Proper algorithm 
originates from literature. 2) Computational model 
of linear varied nonuniform transmission line is 
elaborated following the asymptotic waveform 
evaluation methodology. The q-pole model is 
matched to imitate position of zeros and poles of 
admittance matrix of the NUTL. 3) Synthesis of 
passive circuit which implements the model for 
broad range values of LNTL slope constant. 
Consequently parameters of the circuit can be 
evaluated precisely as polynomial function of 
slope constant. Resultant model can be easily 
written in SPICE simulation language. 
  
Index Terms─ Asymptotic waveform evaluation, 
nonuniform transmission line, PR function, 
SPICE. 
 

I. INTRODUCTION 
Rapid development of VLSI technology yields 

large chips powered by a faster and faster external 
clock. Electrical length of interconnections 
becomes a significant fraction of a wavelength. 
Consequently conventional lumped-impedance 
models lead to a great computing complexity. 
There were many calculation models and 
techniques for real transmission lines that soften 
this problem. Most of them are focused on VLSI 
metal interconnections and connections between 
integrated circuits [1]. Unfortunately none of them 
can be easily implemented in a circuit simulator. 

Strongly nonuniform transmission lines are used in 
microwave filters and impedance match 
circuits [6], to form impulse and to process quick-
change signals [7]. Therefore, much attention has 
been paid to them [8], in recent times. 

In this article, a new method of nonuniform 
transmission line (NUTL) simulation is proposed. 
The NUTL is divided into chunks approximated 
by lossless linear varied nonuniform transmission 
line (LNTL). For each approximating chunk an 
analytical solution of equations, which describes 
approximating LNTL is known. The solution is 
converted into SPICE acceptable macro-model 
[13] by methodology patterned on asymptotic 
waveform evaluation (AWE). In the original AWE 
method, initial conditions and a few first moments 
of the transient are matched with q-pole model. 
Herein a q-pole model is matched to imitate 
position and residues of poles and zeros of the 
admittance matrix of the LNTL. Proposed 
approximation methodology leads to the 
simulation model which is equivalent to a simple 
reciprocal circuit. Consequently, chunks of 
considerable length LNTL can be modeled with 
a low order ladder circuit. The model can be easily 
written in SPICE simulation language. 

 
II. ANALYSIS OF NUTL 

Text of this paragraph is quoted from [24] for 
completeness and smoothness of considerations. 
Consider ideal linear varied nonuniform 
transmission line (LNTL). Its wave impedance and 
propagation constant are: 
 0( ) (1 ), / ,Z Z k c       (1) 
where Z0 is a wave impedance in the beginning of 
the line, k=(dZ(ξ)/dξ)/Z0 is the slope constant, ξ is 
the position along the line, c is the phase speed of 
electromagnetic waves in the line, ω is the angular 
frequency of the waves. Solution of the telegraph 
equation for LNTL can be easily found in the 
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literature. For example in [26], the solution was 
found and elements of ABCD matrix have been 
given explicitly. Here the admittance matrix of 
LNTL line is used: 

       
       

11
0

0 1 1 0

1 1 1 1

(1 ) (1 )
,

(1 ) (1 )

jy
Z

J x Y x k J x k Y x
J x k Y x J x Y x k

 

   


  
 

 

 (2) 

       

12 21

0

1 1 1 1

2 (1 ) / ,
(1 ) (1 )

y y
j x k Z

J x k Y x J x Y x k


 
  


     


 

 (3) 

       
       

22
0

0 1 1 0

1 1 1 1

/ (1 )

(1 ) (1 )
.

(1 ) (1 )

j ky
Z

J x k Y x J x Y x k
J x k Y x J x Y x k


 

   


  



 
 

 (4) 

where Jn(x), Yn(x), are the Bessel function of the 
first and second kind of order n respectively; ℓ is 
the length of the line; x=ωτ/ kℓ and τ is delay time 
of the line and 1j   . Using the solution, the 
following algorithm of NUTL analysis was 
formulated by K. Lu [26]. The algorithm is quoted 
here in extenso.  

Step 1) “Numerically evaluate 0
/ ( )y d c


   . 

Step 2) Select a set of points  0 1, , , , ,i n      
(corresponding to a set of points in terms of 

( )y    0 1, , , , ,i ny y y y  in the region 
0     ) so the NUTL is broken to small 
n  sections. The ( )cZ y  of the i-th small 
section can be approximated by an LNTL: 

  ˆ( ) ( ) ( ) 1 ( ) ,c c c i i iZ y Z y Z y k y y     (5) 
 1i iy y y    

where
 

1

1

( ) ( ) ,
( )

c i c i
i

c i i i

Z y Z yk
Z y y y









 (6) 

and 0,1, 2, ,i n   

Step 3) Evaluate the ABCD matrix 
i thA    of the 

i-th section by using 1i i iy y  , ik , 
( )c iZ y  in place of  , k , and 0Z  in (2)-(4). 

Step 4) Evaluate the ABCD matrix 
TotalA    by 

cascading the 
i thA     for all small sections. 

 
0

nTotal i th
i

A A 


        (7) 

Step 5) After 
TotalA    is obtained, the S, Z, or Y 

parameters can be calculated by using 
matrix conversion.” 

The algorithm is biased by three drawbacks: 
 The solution of telegraph equations is given in 

terms of the Fourier transform. Time domain 
solution needs one more step i.e. inverted 
Fourier transform. Practically only numerical 
approximation can be obtained by the means 
of FFT algorithm. 

 The algorithm cannot be used directly to 
simulate nonlinear networks – that fact 
depreciates the value of the algorithm when 
simulation of digital circuits is considered. 

 It cannot be implemented directly in circuit 
simulator for example in SPICE. 
To alleviate these problems AWE 

approximation of LNTL chunks is considered in 
the next section. 

 
III. LNTL ADMITTANCE MATRIX 

APPROXIMATION 
Each formula (2)-(4) is approximated by 

rational function: 

 
( ) ( ) ( )
0

1

ˆ ,
ij ij ijN

n n
ij ij

n n n

a a ay y
x x p x p

 
      

  (8) 

where pn are poles of yij numbered in ascending 
absolute value order and an

(ij) is residue of yij at the 
pole pn. Poles of all four admittance parameters of 
LNTL are the same and can be computed 
numerically as the solution of the equation: 
        1 1 1 1(1 ) (1 ) 0.J x k Y x J x Y x k      (9) 
It is worth searching for the solution of the 
equation from the approximated value of the pole, 
which can be derived using approximation of the 
Bessel functions by trigonometric ones [30]: 

 , where 1, 2, 3,n
np n
k


     


 (10) 

The exact solution is obtained by the Newton-
Raphson method. Residue an

(ij) of y12 and y21 at 
poles pn can be determined quite easily using the 
following formulae [33]: 

 (12) (21)

0

2 ,
(1 ) ( , )n n

n n

ja a
Z p k M p k


 

    
 (11) 

where ( , )M x k   is derivative of left side of (9): 
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   
   

   
   

2 1

2 1

1 2

1 2

( , ) (1 )

(1 )

(1 ) (1 )

(1 ) (1 ) .

M x k J x Y x k

Y x J x k

k J x Y x k

k Y x J x k

  

 

  

  

 



 

 

 (12) 

In case of parameters y12 and y21, a simple cut of 
rational series expansion of (3) gives good results. 
A rational series expansion of (2) and (4) is also 
possible. Residue of y11 and y22 at poles pn can be 
determined using the following equations: 

 

   
   

0 1

0 1(11)

0

[ (1 )
(1 ) ]

,
( , )

n n

n n
n

n

J p Y p k
Y p J p k

a
j Z M p k

 
 


 



  (13)

 

 

   
   

1 0

1 0(22)

0

[ (1 )
(1 ) ]

.
( , )

n n

n n
n

n

Y p J p k
J p Y p k

a
j Z M p k

 
 


 





 (14) 

Unfortunately, the rational approximation (8) 
obtained by the restriction of rational series 
expansion of (2) and (4) to first N+1 terms poorly 
approximate exact relations (2) and (4) in low 
frequency domain. A better idea is to find 
numerically, zeroes xn

(11) of y11: 
       0 1 1 0(1 ) (1 ) 0J x Y x k J x k Y x      (15) 

and zeroes xn
(22) of y22: 

       0 1 1 0(1 ) (1 ) 0J x k Y x J x Y x k     . (16) 
In both cases, the approximate solution is: 

 (11) (22) / 2 ,n n
nx x

k
  

 


 (17) 

where 0, 1, 2, 3,n     The solution can be used 
to speed up the numerical search for an exact 
solution of (15) and (16). The goal is to obtain the 
approximation (8) by reproducing the exact 
location of first 2N+1 poles and 2N zeroes of (2) 
and (4) respectively: 

 
  

  

( ) ( )

1

1

ˆ .

N
ii ii

n n
n

ii ii ii N

n n
n

x x x x
y y Y

x x p x p





 
 

  




 (18) 

Unknown parameter Yii should be chosen to 
reproduce the exact value of residuum a0

(ii) at pole 
p0=0: 

 (11) (22)
0 0

2
(2 )

ja a
k k

 
  

. (19) 

This guarantees that the approximation (8) is 
accurate in the range of frequencies up to the last 
pole pN. Formula for parameter Yii is as follows: 

 
 

 

2

1

2( )

1

2
(2 )

N

n
n

ii N
ii

n
n

p
jY

k k x





 
 



 
. (20) 

This way, we have an approximation of 
admittance parameters of linear varied nonuniform 
transmission line. The approximation consists of 
four formulas of the type (8). In case of parameters 
y12 and y21 residues are computed using (11). In 
case of y11 and y22 residues are computed as 
follows: 

 
 

22 2 ( )

( ) 1 1

22 ( ) 2 2

1 1

(2 )

N N
ii

m m m
ii m m

n N N
ii

n m m n
m m

m n

j p p x
a

p k k x p p

 

 


  


 

 

  
. (21) 

The approximation circuit consists of four active 
circuits. Order of the whole circuit is four times 
higher than the order of the rational function used 
to approximate each individual parameter yij. Let 
us consider input admittance Yin of the 
approximation circuit matched at the output: 

  11 0 12 21 11 22
in

22 0

ˆ ˆ ˆ ˆ ˆ(1 )
.

ˆ1 (1 )
y Z k y y y y

Y
y Z k

   


 



 (22) 

The function is a rational function of frequency. 
Order of the function is (2N+2) where N is the 
number of pole pairs taken into account in the 
formula (8). To obtain circuit of the order 2N+1 
determinant: 
 12 21 11 22ˆ ˆ ˆ ˆy y y y    (23) 
could not possess poles of multiplicity two. 
Consequently, the relationship: 

 2(11) (22) (12) 0 for 0,1, ,n n na a a n N     (24) 
must be fulfilled. Relationship (24) is true if we 
use (11), (13), and (14). But, when formulas (21), 
(11), and (22) are used to compute residues, then it 
is false. 

 
IV. PASSIVE MODEL 

Now the goal is to obtain an approximation 
circuit which is: 
 as accurate as possible; 
 order of the circuit should be 2N+1 where N is 

the number of pole pairs taken into account in 
the formula (8); 

 passive - to assure stability of every one model 
which contains the model of the nonuniform 
transmission line. 
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The conditions for a network with an admittance 
matrix ( )ijy s    to be passive are [14]: 

1. ( ) ( )ij ijy s y s   for each pair ij (“*” is complex 
conjugate operator). 

2. ( )ijy s    is a positive real (PR) matrix, i.e., the 

product    T T[ ( )] [ ( )] 0ij ijy s y s
   z z for all 

complex values of s with Re( ) 0s  and any 
arbitrary vector z. 

The first condition is satisfied whenever conjugate 
complex poles (zeros) are selected to create the 
model. The second condition is then equivalent to 
that all eigenvalues of  Re ( )ijy j    are greater 

than zero for     [22]. Ensuring that 
condition is usually a challenging task because of 
all variations of Padé approximation are 
notoriously non-passive. Literature gives some 
ideas of how to reinforce passivity for models 
obtained by rational approximation of frequency 
domain responses and do not lose accuracy of 
approximation [14], and [16]. Nevertheless the 
model considered herein is free of such problems. 
Method of order reduction not only slightly 
enhances model accuracy but does not violate 
intrinsic model passivity. Therefore, it is sufficient 
to check passivity of the resulting model.  

The idea of model order reduction is to 
slightly correct residuum an

(12), computed by (11), 
and residues an

(11) and an
(22), computed by (21), to 

fulfill (24): 
(11) (11) (22) (22) (12) (12)ˆ ˆ ˆ, ,n n n n n na a a a b a a c a       (25) 

 2(12)
2 2 2

(11) (22)where n

n n

a
a b c

a a
   


. (26) 

Correction coefficients a, b, and c should be as 
close to one as possible. For example, Euclidean 
distance should be as low as possible: 
 2 2 2( , , ) ( 1) ( 1) ( 1) .I a b c a b c       (27) 
Minimization of (27) with constraint (26) gives the 
solution: 

 2

1 2
,

1 2
a b







 


 (28) 

 2

1 2
.

1 2
c








 (29) 

After correction of residues, the input admittance 
Yin of the approximation circuit is a rational 
function of order 2N+1. 

Passivity of the model can be assured by the 
checking of passivity criteria for the input 
impedance (22). A real rational function is the 
driving-point immitance of a linear, passive, 
lumped, reciprocal, and time one-port network if, 
and only if, it is a positive real. This condition can 
be formulated as the following theorem, cited 
from [23]: 

Theorem 1. A rational function represented in 
the form 

 1 1

2 2

( ) ( )( )( ) ,
( ) ( ) ( )

m s n sP sF s
Q s m s n s


 


 (30) 

where 1 ( )m s , 2 ( )m s  and 1( )n s , 2 ( )n s  are even and 
odd parts of the polynomials ( )P s  and ( )Q s , 
respectively, is positive real if, and only if, the 
following conditions are satisfied: 
1. ( )F s  is real when s is real; 
2. ( ) ( )P s Q s  is strictly Hurwitz (zeroes lie on 

open left-hand plane); 
3.  

2( )
s j

M s



1 2 1 2( ) ( ) ( ) ( ) 0m j m j n j n j      for all ω. 
The first condition is enforced by choosing of 
conjugate complex poles (zeros) of the model. The 
second condition can be checked by factorization 
of ( ) ( )P s Q s . The third condition can be 
reformulated in a much convenient form 
following [23]: 

Theorem 2. If 2( )M s  is an even polynomial 
of a complex variable s with real coefficients and 

(0) 0M   and ( )M s  does not possess real 

negative roots then 2( ) 0
s j

M s

  for all ω. 
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Results of factoring polynomials ( ) ( )P s Q s  
( )M s  and values (0)M  for the model of LNTL 

with parameter N=1 (third order) are shown in 
Fig.1. Factorization was performed for the value 
of the slope parameter k  lying in the range of 0.1 
to 10. Polynomial ( )M s  is a second order 
polynomial with only one root of multiplicity two. 
Each time the model passivity conditions are met. 

Therefore, the admittance Yin can be 
synthesized using Darlington methodology [34]. 
The synthesis algorithm is summarized in 
Appendix I. The algorithm is based on Z=1/Yin – 
input impedance of matched reciprocal circuit. For 
N=1, the result of the synthesis is particularly 
simple. The circuit approximating LNTL consists 
of inductance connected in series with Darlington 
C-type section – see Fig. 2. The synthesis has been 
conducted for normalized linear varied 
nonuniform transmission line described by 
parameter kℓ varied in relatively wide range from 
0.1 to 10. The number of synthesized circuits was 
100. For each of the inductance nL , n=1,3,4; and 
for capacity 2C , a discrete set of values was 
obtained depending on slope parameter k . These 
values are arranged along the regression curves. 
Each inductance of the model depends on slope 
parameter kℓ almost linearly whereas variation of 
capacity C2 can be estimated by rational function 
of second order. Consequently, a simple passive 

approximation circuit can be formed. Inductances 
and capacitance of the subcircuit can be computed  
using the following equations: 

  -5
1 0 6259 (1152 - 6.943 ) 10 ,L Z k k       (31) 

2
0

(-0.4735 - 22.34) 51.23 ,
(-11.13 +1) +51.27

k kC
Z k k
   

 
 
 
 

 (32) 

  -4
3 0 3494 (3188 8.580 ) 10 ,L Z k k        (33) 

  5
4 0 28796 (3361- 3.24 ) 10 .L Z k k        (34) 

Other configurations of the third order (N=1) 
lumped circuit, which models a section of the 
linear varied transmission line are discussed 
in [24]. 

 

Fig. 1. Passivity check for third order model of LNTL: a) real vs. imaginary part of P(s)+Q(s) roots; b) root 
of M(s) (multiplicity two) and value M(0). 
 

Fig. 2. Passive circuit, which models a segment of 
the linear varied nonuniform transmission line.
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V. SPICE MODEL 
The passive circuit shown in Fig. 2 can be 

easily described in the SPICE simulation 
language. A convenient form of the description is 
a subcircuit. Values of inductance and capacitance, 
which compose the network, should be determined 
by the parameters passed to the subcircuit. If the 
used simulator has a preprocessor, that allows 
calculating the value of the subcircuit parameters 

before analysis, then this task is relatively easy. 
Example of the model implementation in the form 
of subcircuit attributed by parameters, in the 
SPICE simulator environment, was presented 
in [24]. 

This article presents a concept of the model 
implementation, which does not require the 
involvement of the preprocessor. Many versions of 
SPICE, including many of those that come from 
the Berkeley version Spice3f, e.g. Ngspice 
program, does not have a preprocessor and does 
not allow user to define parameters. In this 
situation, parameters can be passed to subcircuit 
only in the form of voltages (currents) defined 
outside of the subcircuit. Voltages can easily 
modify the value of current sources – voltage 
controlled current sources. Much more difficult is 
to achieve the effect of modification of the 
capacity or inductance. As shown in the 
article [27], it is not impossible, but quite 
inconvenient. The technique proposed here is 
based on simulation of an analog computer, which 
is modeling a passive circuit from Fig. 2. 
Differential equations in normal form describing 
the circuit have the form: 
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Table 1: Transconductances of the active circuit 
modeling LNTL 
Parameter Expression

12G   3 1 3 1

3 4 0

L L L C

L L g

  

 
 

1 inG   1

4 0

C
L g

 

1 outG   1 1 3

3 4 0

C L L
L L g
 
 

 

21 23G G  2 0

2

C g
C
   

32G   1 3 1 4 3

3 4 0

L L L L C

L L g

   

 
 

3 inG    1 3 3

3 4 0

L L C

L L g

 

 
 

3 outG    1 4 3

3 4 0

L L C
L gL
 


 

0g  an arbitrary value 
  

 
 
Fig. 3. Active circuit, which models a segment of the linear varied nonuniform transmission line. 
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

  
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 (35) 

where ( )nu t  is time derivative of voltage ( )nu t  for 
n=1,2,3, 0n nT g L  for n=1,3,4, and 2 2 0T C g . 

0g  is an arbitrarily assumed value of trans-

conductance, while 1 1 0( ) ( )u t i t g  and 

2 2 0( ) ( )u t i t g  are voltages derived from loop 
currents 1 ( )i t  and 2 ( )i t  marked in Fig. 2. 

System of equations (35) can be realized in the 
form of the active circuit shown in Fig. 3. The 
circuit follows a typical active OTA filter based on 
“leapfrog” structure, though is not identical with 
the filter [28]. State variables are voltages on 
capacitors C1-C3. Relations between state 
variables, resulting from equations (35), are 
implemented by transconductances which value 
depends on three additional input voltages. The 

Table 2: SPICE description of the active circuit modeling LNTL 
.subckt xmachine.00 in gnd out gnd tau inz0 kL 

*interface for parameters passing 

Rtau  tau  tau2  10 
vtau  tau2  0 dc 0 
rz0  inz0  0  1meg 
rkL  kL  0  1meg 
*circuit reactances computing 

VL1  100  0 dc 0 
BL1  0  100  i=0.062591+(0.011523-6.942533e-5*v(kL,0))*v(kL,0) 
VL3  200  0 dc 0 
BL3  0  200  i=0.34938+(0.318778+8.58005e-4*v(kL,0))*v(kL,0) 
VL4  300  0 dc 0 
BL4  0  300  i=0.287957+(0.033614-3.240502e-5*v(kL,0))*v(kL,0) 
VC2  400  0 dc 0 
BC2  0  400  i=((-0.47351*v(kL,0)-22.34105)*v(kL,0)+51.22673)/((-
11.12705*v(kL,0)+1)*v(kL,0)+51.27397) 
*analog computer 

c10  1  gnd  20pF 
c20  2  gnd  20pF 
c30  3  gnd  20pF 
b10  gnd  1  i=(1/i(VL4)*V(in,gnd)-
(i(VL3)+sqrt(i(VL1)*i(VL3)))/i(VL3)/i(VL4)*V(2,gnd)+sqrt(i(VL1)*i(VL3))/i(VL3)/i(VL4)*
b20  gnd  2  i=(1/i(VC2)*V(1,gnd)-1/i(VC2)*V(3,gnd))/i(vtau)*v(inz0)/2500
b30  gnd  3  i= (-sqrt(i(VL1)*i(VL3))/i(VL3)/i(VL4)*V(in,gnd)+ 
(sqrt(i(VL1)*i(VL3))+i(VL1)+i(VL4))/i(VL3)/i(VL4)*V(2,gnd)-
(i(VL1)+i(VL4))/i(VL3)/i(VL4)*V(out,gnd))/i(vtau)/v(inz0) 
g1in  in gnd  1  gnd  0.02 
g2out gnd out  3  gnd  0.02 
.ends  
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Table 3: SPICE description of LNTL two segment model 
 
.subckt xmachine.01 in gnd out gnd intau inz inklx1.02 in 
 gnd 2 gnd intau inz inkl1 xmachine.00x2.02 2  gnd
 out gnd intau inz2 inkl2 xmachine.00rkl  inkl  0 
 1kbz2  inz2  0  v=v(inz,0)*(1+v(inkl,0)/2)bkl1  inkl1 0
  v=v(inkl,0)/2bkl2  inkl2 0 
 v=v(inkl,0)/(2+v(inkl,0)).ends 
 

parameters given in this way, modify the 
properties of the model by specifying a delay  , 
wave impedance 0Z , and slope parameter k  of 
the line. The equations describing the individual 
transconductances are summarized in Table 1. In a 
case of typical OTA-based structure of “leapfrog” 
filter is enough to simulate an LC ladder biased by 
resistances [29]. Network from Fig. 3 can interact 
with any biasing system. State variables 
corresponding to the currents are transformed by 
the voltage-controlled current sources into 
corresponding currents actually observed at the 
ports of the network. As a result, such networks 
can be connected in a series to form the model of 
linearly varied transmission line of arbitrarily large 
order. 

SPICE description of the circuit implementing 
the model in Fig. 3 is shown in Table 2. Input port 
of subcircuit named xmachine.00 is between 
nodes in and gnd. Output port is between nodes 
out and gnd. Wave impedance of the line near the 
input port is equal 0Z . Wave impedance of the line 
near the output port is equal 0 (1 )Z k  . To obtain 
the appropriate circuit delay the current source 
should be inserted between the node tau and the 
ground (node number 0). Value of the source 
expressed in amperes should be equal to the line 
delay, expressed in nanoseconds. For example, if 
the line delay is intended to be 1ps, the current 
value generated by the source should be 1mA. 
Potential of inz0 node (expressed in volts) 
defines the line impedance. Potential of kL node 
(expressed in volts) determines the slope 
parameter k  of the transmission line. Only 
positive values of the slope parameter are valid. 

 

VI. SIMULATIONS 
Using third order circuit in Fig. 3, one could 

build LNTL model of arbitrarily high order. The 
idea is to use algorithm invented by K. Lu [26] 
and presented in section II. The LNTL is divided 
into small sections; each modeled using the circuit 
of Fig. 3. Admittance parameters of each section 
are reproduced by the model in wide range of 
frequencies. In particular, the mutual interaction of 
neighboring line segments is reproduced closely. 
The structure of the circuit causes, that mutually-
far segments interact with each other poorly. As a 
result, it is expected that combining cascade 
circuits allows effective enhancement of model’s 
accuracy. 

Table 3 shows how to declare a model of LNTL 
consisting of two segments of equal delay using 
SPICE simulation language. The first segment of 
the transmission line has a slope parameter equal 
to 2k , where k  is a slope parameter of entire 
LNTL. Input wave impedance of the first segment 
is 0Z . The delay of this and the next segment is 
equal to 2 , where   is a total delay of the 
LNTL. The appropriate value for this parameter is 
obtained by combining the tau nodes of both 
circuits and supplying an external source of 
current which defines total delay  .The second 
segment is replaced by the circuit attributed by 
slope parameter (2 )k k  . Input impedance of  
the segment is equal  0 1 / 2 .Z k   By means of 
only ten subcircuits, similar to those in Table 3, 
one comes to the model of LNTL which consists 
of 1024 segments. 

In order to examine the accuracy of the LNTL 
multi-segment model, the simulation experiment 
was conducted.  The simulated circuit is  
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presented in Fig. 4. The input source (loading 
resistance) was matched to input (output) wave 
impedance of LNTL. The number of third order 
sections, LNTL model consists of, varied from 1 
to 256. In each step of the experiment, the number 
of sections was doubled. In the experiment, the 
reflection coefficient of the input port 11 ( )S  and 
the reflection coefficient of the output port 

22 ( )S  were studied. It was assumed, that input 
impedance of modeled transmission line is 50Ω, 
whereas delay of the line equal to 1ns. The line 
slope parameter k  has changed in the range of 
0.1 to 10. The frequency response of the 
simulation model ( )nnS  , where n=1, 2, was 
compared with the response ( )nnS  obtained on the 
basis of analytical equations (2)-(4). This allowed 
to determine limit frequency maxf , for each of the 
tested models, above which the relative deviation 
of the model reflection coefficient differs greater 
than 5% from the reflection coefficient determined 
analytically: 

 
max0 2

( ) ( )max 0.05
(0)

nn nn

f
nn

S S
S 

 
 


 . (36) 

We examined models consisting of sections, 
whose number K amounted to: 
 k2 where k 0,1, ,8K    . (37) 
Data for the SPICE program was prepared 
automatically, using an application written in 
LabVIEW® graphical language, due to the large 
number of test simulations. The results of the 
frequency domain analysis are shown in Fig. 5. 
The horizontal axis bears slope parameter kof the 
LNTL. The vertical axis bears the product of the 
maximal frequency maxf and line delay. The set of 
curves is parameterized by variable k determining 
number of sections, which the model comprises. 
Figure 5 shows that the frequency range in which 
the model truly reflects the properties of the 
reflection coefficient is proportional to the number 
of sections used. The model is better when the 
transmission line is more nonuniform. This is 
successful information. The proposed model is 
useful wherever there is a line that shows high 
non-uniformity at a short distance compared to the 
line delay. 

A circuit similar to the circuit presented in 
Fig. 4 was used to determine time complexity of 

Fig. 4. Circuit used in simulation experiment for 
examination of LNTL model accuracy.  
 

Fig. 5. Maximal frequency of the multi-segment 
LNTL model. 
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computations with model of the LNTL line. In this 
case, the linear varied transmission line described  

by the slope parameter k=10 was used. The input 
port was excited by the time domain impulse 
rather than AC source. The impulse has shape of 
“raised cosine”: 

 1 cos 4 / for 0 / 2
( ) ,

2 0 otherwise
t tAe t

     
 


 (38) 

where amplitude of the impulse was A=1V and 
τ=1ns was the line delay. Duration of the impulse 
was equal to half of the line delay. The simulation 
objective was to obtain reflected wave from the 
input port in time range 0 to 2τ. Accuracy of the 
time domain simulation was determined by 
comparison of reflected wave ( )u t  computed by 

SPICE, with the reflected wave ( )u t  computed 
using analytical formulas (2)-(4). Error of the 
computations: 

 0 2

0 2

max ( ) ( )
,

max ( )
t

t

u t u t

u t




  

 

 
  (39) 

as a function of the LNTL model sections number 
is presented in Fig. 6. The latter figure, also, 
shows time of computations on a 2.5 GHz PC 
computer. The model, which consists of 16 
segments gives error less than 4% , whereas 
computation time is no longer than 500ms. 
 

VII. MEASUREMENTS 
In order to verify the algorithm by experiment, 

the reflection coefficient of the input port 11 ( )S   
of nonuniform, asymmetric PCB stripline was 
measured. The transmission line under 
investigation was implemented on a conventional 
two-side epoxy-glass laminate. Thickness of the 
laminate dielectric layer is 1.5mmh  . Copper foil 
thickness amount to 35t µm. Relative 
permittivity of the laminate dielectric layer is 
equal to 4.2p  . Line width varies continuously 
from 2.9 mm by 0.6 mm to 8.1 mm – see Fig. 7. 
The line is electrically matched on input and 
output port. Measurements were performed using 
the network analyzer HP4396A. Frequency range 
of the measurement spanned from 1.0 MHz to 1.8  

Fig. 6. Time domain error and time of 
computations versus number of third order 
segments the LNTL model consists of. 
 

a)

b)  
Fig. 7. Tapered lossless transmission lines investigated experimentally a) photograph b) drawing with 
dimensioning. 
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GHz. The amplitude and phase of the measured 
reflection coefficient of the input port is shown in 
Fig. 8. 

The characteristic impedance of the line varies 
continuously from the value of about 50 ohms 
through 100 ohms to a value of approximately 25 
ohms. However, there is not any generally 
accepted method of calculating the wave 
impedance stripline based on its geometry and 
electrical properties of materials. There are 
simplified equations, which do not take into 
account the thickness of the foil e.g. [31]. In 
literature one can find a more complex formula, 
which takes into account the thickness of the foil 
e.g. [32]. None of these equations are much better 
than the others. It was therefore decided that the 
characteristic impedance of the line calculated for 
the first time using the formula found in [31], and 
the second time using the model found in [32]. 
Then, the author made a model of nonuniform 
parts of the transmission line, as proposed in this 
article. Section 2 was modeled by four third-order 
segments. Section 4 was modeled by eight third-
order segments. Uniform parts (segments 1, 3, and 
5) were modeled by intristical SPICE model. The 
input port was excited by a triangular impulse. 
Basically, the shape of the impulse was the 
following: 

 
1 1

1 1 1 1

/ for 0
( ) (2 ) for 2 ,

0 otherwise

t t
e t A t t

 
   

 
    



 (40) 

where 1  2 ns and A=1V. Pulse is formed 
through the Chebyshev filter of 15-order with a 

pass-band frequency 1.8GHz, so to limit its 
spectrum. The wave reflected from the input port, 
as calculated by the program SPICE, is presented 
in the Fig. 9. Actually, the figure shows two 
waveforms computed by SPICE – time 
calculations was 1.02 s, using the SPICE program 
on a 2.5 GHz PC. First of them (solid line) 
concerns the profile of the transmission line 
impedance calculated by formulas from [32]. The 
second waveform (dotted line) concerns the 
impedance profile of transmission line calculated 
by formulas from [31]. In addition, the figure 
shows a reflected wave, which was calculated 
from the measured reflection coefficient (points). 
For calculations, the standard algorithm for 
convolution of discrete signals using the FFT was 
used [35]. Comparing the calculated and measured 
results, we found that the result agrees well with 
the experiment. 
 

VIII. CONCLUSIONS 
In this article, a method of nonuniform 

transmission line analysis is proposed. The method 
reduces NUTL to cascaded linear varied 
transmission lines. LNTL segments are 
approximated by a passive circuit, which consists 
of inductance, cascaded with Darlington C section. 
The model is implemented in circuit simulator as 
active circuit similar to OTA-based leapfrog filter. 
Parameters of each section are computed using 
polynomial regression. Cascaded circuits are 
insensitive to parameters variation. Due to this 
fact, inevitable regression errors do not disturb the 
frequency response of the model significantly.  

 

Fig. 8. Amplitude and phase of reflection coefficient S11(w) of stripline from Fig. 7. Measurement made 
with HP4396A. 
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Calculations performed using the proposed model 
agree well with laboratory measurements. 

 
REFERENCES 

[1] J. Jeong and R. Nevels, “Time-Domain Analysis of 
a Lossy Nonuniform Transmission Line,” IEEE 
Transactions on Circuits and Systems II: Express 
Briefs, vol. 56, no. 2, pp. 157–161, Feb. 2009.  

[2] L. Jia, W. Shi, and J. Guo, “Arbitrary-Difference 
Precise-Integration Method for the Computation of 
Electromagnetic Transients in Single-Phase 
Nonuniform Transmission Line,” IEEE 
Transactions on Power Delivery, vol. 23, no. 3, pp. 
1488–1494, July 2008. 

[3] M. Tang and J. Mao, “A Precise Time-Step 
Integration Method for Transient Analysis of Lossy 
Nonuniform Transmission Lines,” IEEE 
Transactions on Electromagnetic Compatibility, 
vol. 50, no. 1, pp. 166–174, Feb. 2008. 

[4] E. Gad and M. Nakhla, “Simulation and sensitivity 
analysis of nonuniform transmission lines using 
integrated congruence transform,” IEEE 
Transactions on Advanced Packaging, vol. 28, no. 
1, pp. 32–44, Feb. 2005. 

[5] F. Kato, “A theory for deriving exactly solvable 
nonuniform transmission lines systematically,” 
IEEE Transactions on Circuits and Systems II: 
Express Briefs, vol. 52, no. 12, pp. 836–840, Dec. 
2005. 

[6] L. A. Hayden and V. K. Tripathi, “Nonuniformly 
coupled microstrip transversal filters for analog 

signal processing,” IEEE Trans. Microwave Theory 
Tech., vol. 39, pp. 47–53, Jan. 1991. 

[7] S. C. Burkhart and R. B. Wilcox, “Arbitrary pulse 
shape synthesis via nonuniform transmission 
lines,” IEEE Trans. Microwave Theory Tech., vol. 
38, pp. 1514–1518, Oct. 1990. 

[8] G. Antonini, L. De Camillis, and F. Ruscitti, “A 
Closed-Form Sensitivity Analysis of Transmission 
Lines,” ACES Journal, vol. 24, no. 4, pp. 352–360, 
Aug. 2009. 

[9] B. Essakhi, J. Benel, M. Smail, G. Akoun, and L. 
Pichon, “Circuit Models for Interconnects Using 
3D Computational Techniques,” ACES Journal, 
vol. 23, no. 1, pp. 39–45, March 2008. 

[10] A. G. Chiariello, A. Maffucci, G. Miano, F. 
Villone, and W. Zamboni, “High-Frequency Full-
Wave Analysis of Interconnects with 
Inhomogeneous Dielectrics through an Enhanced 
Transmission Line Model,” ACES Journal, vol. 23, 
no. 1, pp. 31–38, March 2008. 

[11] S. Barmada and M. Raugi, “Transient numerical 
solutions of nonuniform MTL equations with 
nonlinear loads by wavelet expansion in time or 
space domain,” IEEE Transactions on Circuits and 
Systems I: Fundamental Theory and Applications, 
vol. 47, no. 8, pp. 1178–1190, Aug. 2000. 

[12] S. Barmada, “Algebraic solution of time-domain 
nonuniform transmission-line equations by 2-D 
wavelet transform,” IEEE Transactions on Circuits 
and Systems I: Fundamental Theory and 
Applications, vol. 49, no. 4, pp. 504–508, Apr. 
2002. 

Fig. 9. Waveform, which was computed by SPICE, reflected from input port of the stripline (Fig. 7) vs. 
measured waveform. 
 

775IZYDORCZYK: EQUIVALENT CIRCUITS FOR NONUNIFORM TRANSMISSION LINE SIMULATION



[13] G.W. Roberts and A.S. Sedra, SPICE, Second 
edition, Oxford University Press, New York, 1997. 

[14] D. Saraswat, R. Achar, and M. S. Nakhla, “Global 
Passivity Enforcement Algorithm for Macromodels 
of Interconnect Subnetworks Characterized by 
Tabulated Data,” IEEE Transactions on Very 
Large Scale Integration (VLSI) Systems, vol. 13, 
no. 7, pp. 819–832, July 2005. 

[15] P. Triverio, S. Grivet-Talocia, M. S. Nakhla, F. G. 
Canavero, and R. Achar, “Stability, Causality, and 
Passivity in Electrical Interconnect Models,” IEEE 
Transactions on Advanced Packaging, vol. 30, no. 
4, Nov. 2007, pp. 795–808. 

[16] D. Saraswat, R. Achar, and M. S. Nakhla, “Fast 
Passivity Verification and Enforcement via 
Reciprocal Systems for Interconnects with Large 
Order Macromodels,” IEEE Transactions on Very 
Large Scale Integration (VLSI) Systems, vol. 15, 
no. 1, pp. 48–59, Jan. 2007. 

[17] B. Gustavsen and A. Semlyen, “Enforcing 
passivity for admittance matrices approximated by 
rational functions,”  IEEE Transactions on Power 
Systems, vol. 16, no. 1, pp. 97–104, Feb. 2001. 

[18] B. Porkar, M. Vakilian, R. Iravani, and S. M. 
Shahrtash, “Passivity Enforcement Using an 
Infeasible-Interior-Point Primal-Dual Method,” 
IEEE Transactions on Power Systems, vol. 23, no. 
3, pp. 966–974, Aug. 2008. 

[19] B. Gustavsen, “Fast Passivity Enforcement for S-
Parameter Models by Perturbation of Residue 
Matrix Eigenvalues,” IEEE Transactions on 
Advanced Packaging, vol. 33, no. 1, pp. 257–265, 
Feb. 2010. 

[20] B. Anderson, J. E. Bracken, J. B. Manges, G. Peng, 
and Z. Cendes, “Full-wave analysis in SPICE via 
model-order reduction,” IEEE Transactions on 
Microwave Theory and Techniques, vol. 52, no. 9, 
pp. 2314–2320, Sept. 2004. 

[21] A. Lamecki and M. Mrozowski, “Equivalent 
SPICE Circuits With Guaranteed Passivity from 
Nonpassive Models,” IEEE Transactions on 
Microwave Theory and Techniques, vol. 55, no. 3, 
pp. 526–532, March 2007. 

[22] W. Cauer, Synthesis of Linear Communications 
Network,. New York: McGraw-Hill, 1958. 

[23] W-K. Chen, “Passive Immittances and Positive-
Real Functions,” The Circuits and Filters 
Handbook, CRC Press Inc., Boca Raton, 2003. 

[24] J. Izydorczyk, “A simple SPICE model of a 
nonuniform transmission line,” 33rd International 
Conference and Exhibition IMAPS – Poland 2009, 
Gliwice-Pszczyna, pp. 163–166, 21-24 September 
2009. 

[25] J. Izydorczyk, “Nonuniform transmission line 
simulation with circuit simulator,” Proceedings of 
IEEE MELECON 2010 Mediterranean 

Electrotechnical Conference, Valetta (Malta), 25-
28 April 2010. 

[26] K. Lu, “An Efficient Method for Analysis of 
Arbitrary Nonuniform Transmission Lines,” IEEE 
Trans. Microwave Theory Tech., vol. 45, no. 1, 
pp. 9–14, January 1997. 

[27] G. J. Fisher and J. A. Connelly, “Modeling Time-
Dependent Elements for SPICE Transient 
Analyses,” IEEE Transactions on Computer-Aided 
Design of Integrated Circuits and Systems, vol. 5, 
no. 3, pp. 429–432, July 1986. 

[28] E. Sanchez-Sinencio and J. Silva-Martinez, 
“CMOS transconductance amplifiers, architectures 
and active filters: a tutorial,” IEE Proceedings - 
Circuits, Devices and Systems, vol. 147, no. 1, pp. 
3–12, Feb 2000. 

[29] R. Schaumann, “Continuous-Time Integrated 
Filters,” The Circuits and Filters Handbook. CRC 
Press, Boca-Raton, 2003. 

[30] N. W. McLachlan, Bessel Functions for Engineers, 
2nd edition, Clarendon Press, Oxford, 1955. 

[31] S. Rosłoniec, Design methodology of some linear 
microwave circuits, WKiŁ, Warszaw, pp. 125–128, 
1987. 

[32] T. K. Ishii, “Transmission lines,” The Circuits and 
Filters Handbook. CRC Press and IEEE Press, 
2003, pp. 1165-1181. 

[33] T. Needham, Complex Analysis, Oxford University 
Press, Oxford, 2002. 

[34] H. J. Carlin, “Darlington synthesis revisited,” IEEE 
Trans. Circuits Syst. I, vol. 46, no. 1, pp. 14–21, 
January 1999. 

[35] A.V. Oppenheim and R. W. Schafer, Digital Signal 
Processing, Prentice-Hall. Inc., Englewood Cliffs, 
New Jersey, 1975. 
 

Appendix I 
Synthesis algorithm of Nth order model of 

LNTL 
1. Let delay of the line   be equal to 1s and 

let wave impedance at the input 0Z  of the 
line be equal to 1Ω. 

2. Select a set of points  1 2, , , Kk k k     
from the interval 0.1≤ k≤10. 

3. 1n  . 
4. Let nk k  . 
5. Numerically evaluate 2N+1 poles of the 

linear varied nonuniform transmission 
line. Pole is always at  0  . The rest of 
2N poles are solutions of the following 
nonlinear equation: 

        (1 ) (1 )
1 1 1 1 0.p k p p p k

k k k kJ Y J Y   
     
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The solutions should have the smallest 
absolute value possible. Approximate 
values of the solutions are given by 
formula p n    where n= ±1,±2,...,±N.  

6.  Evaluate residues of 21y  parameter at 
poles found in Step 4) by using 
equation (11). 

7. Numerically evaluate 2N zeroes of 11y  
parameter and 2N zeroes of 22y  parameter 
of the linear varied nonuniform 
transmission line. Zeros of 11y  parameters 
are solutions of nonlinear equation: 

        (1 ) (1 )
1 0 0 1 0p k p p p k

k k k kJ Y J Y   
    . 

Zeros of 22y  parameter are solutions of 
nonlinear equation: 

        (1 ) (1 )
1 0 0 1 0p p k p k p

k k k kJ Y J Y   
      

Approximate values of zeros are given by 
formula 2p n      where n=–N,-N+1, 
...,N–1. 

8. Evaluate residues of 11y  and 22y  parameter 
at poles found in Step 4) by using equation 
(13) and (14) respectively. 

9. Evaluate correction coefficients a, b and c 
for each residuum by using formulas (28) 
and (29).  

10. Evaluate coefficients of rational function, 
which describes the input impedance 

( ) 1 ( )inZ s Y s  by using equation (22). 
Determinant 2

12 11 22y y y    possess only 
poles of multiplicity one. Residuum na  of 
the determinant at pole np  can be 
computed using formula: 

 
 

,12 ,12 ,22 ,11 ,22 ,112N
k n k n n n

n
k N k n
k n

a a a a a a
a

p p


 


 . 

where ,n ija  is a corrected residuum of ijy  
at pole np . 

11. Separate inductance xL  using formula: 

 Li( )lim ,
Mn( )x s

sL
s s




 (41) 

where impedance function is a ratio of 
polynomials ( ) Li( ) Mn( )Z s s s . 

12. Let us ( ) ( ) xZ s Z s sL  . 
13. Numerically solve polynomial equation: 

  Ev ( ) 0.Z s   (42) 
14. Choose solution 0s  of (42) which has 

negative real part and minimal absolute 
value. 

15. Evaluate index set {q0, q1, q2, q3} 
assigned to 0s  by impedance 
function ( )Z s . Elements of index set are 
given by formulas: 

 0 0 0 0
0

0 0 0 0

,R Xq
R X

 
 





 (43) 

 0 0
1

0 0 0 0

2 ,Z Zq
R X 






 (44) 

 2
0 0 0 0

2 ,q
R X 




 (45) 

 0 0 0 0
3

0 0 0 0 0

1 ,R Xq
R X q

 
 


 


 (46) 

where 0 0 0 0( ) .Z s Z R j X     (47) 
16. Compute coefficients of rational function: 

 

 

1 1
1

1 1

( ) ( ) ( )( ) ,
( ) ( ) ( )

D s Z s B sW s
C s Z s A s



 

 (48) 

where 2
1 3 0 0( ) ,A s q s s s   (49) 

 1 1( ) ,B s q s  (50) 
 1 2( ) ,C s q s  (51) 
 2

1 0 0 0( ) .D s q s s s   (52) 
Detailed algorithm of computations is 
given in the Appendix II. 

17. If 0s  is a real function, compute 
parameters of type-C section: 

 0
1 2

0 2 2

1 , ,qL L
q q q

   (53) 

 2
2 12

0 2

1, 0.qC M
q


    (54) 

 

 
Fig. 10. The Darlington type-C section. 
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18. If order of 1 ( )W s =0 then go to 25. 
19. Let 1( ) ( )Z s W s . 

20. Evaluate index set {p0, p1, p2, p3} 
assigned to 0s  by modified impedance 
function ( )Z s  by using equations (43)-
(47). 

21. Compute coefficients of rational function: 

 2 2
2

2 2

( ) ( ) ( )( ) ,
( ) ( ) ( )

D s Z s B sW s
C s Z s A s



 

 (55) 

where 2
2 3 0 0( ) ,A s p s s s   (56) 

 2 1( ) ,B s p s  (57) 
 2 2( ) ,C s p s  (58) 
 2

2 0 0 0( ) .D s p s s s   (59) 
Detailed algorithm of computations is 
given in the Appendix II. 

22. Compute parameters of type-D section: 

 3 3 0 0
1 2

3 2 2 0 3 2 2 0

, ,p q p qL L
p q p q p q p q

 
 

 (60) 

 2 2
1 1 2 2

0 0

, ,p qM L L C
s s


   (61) 

 
44 2 2 2

13 0 0 13 0
2 4

13 3 2 2 0

2( )
0,

( )
s

M
p q p q

   

  

  


 (62) 

where 2 0 0 2 2
13

3 2 2 0

( ) ,s s p q
p q p q


 




 (63) 

 2 2 2 2 2
4 3 1 2

2 2 13 2 2

, , .q M p M qL L C
p q p M

       (64) 

23. If order of 2 ( )W s =0 then go to 25. 
24. Let 2( ) ( )Z s W s  and go to 13. 
 
 

25. Let 1n n  . 
26. If n N go to 4. 
27. For each element of the circuit, find 

parameters of regression curve describing 
variation of the element versus variations 
of k  parameter. 

 
Appendix II 

Algorithm of rational function separating 
Consider rational PR function 

( ) Li( ) / Mn( )Z s s s , where 

0 1Li( )s l l s   N
Nl s , 

0 1Mn( )s m m s    N
Nm s and four 

polynomials: 

 
2

0 2 1

2
1 0 2

( ) , ( ) ,

( ) , ( ) ,

A s a a s B s b s
C s c s D s d d s

  

  
 (65) 

obtained according equations (49)-(52). Exists 
rational PR function ( )W s  [34]: 

 ( ) ( ) ( )( )
( ) ( ) ( )

A s W s B sZ s
C s W s D s





 (66) 

or ( )Li ( ) ( )Mn ( ) Li( )( ) ,
( )Li ( ) ( )Mn ( ) Mn( )

A s s B s s sZ s
C s s D s s s

 
 

 
 (67) 

where 0 1Li ( )s l l s     1
1

N
Nl s 
 , Mn ( )s  0m  

1m s   1
1

N
Nm s 
 . Order of ( )W s  is equal to 

order of ( )Z s  decremented by 2. Coefficients of 
the left side numerator should be equal the right 
side coefficients of numerator of (67). At the same 
time, coefficients of the left side denominator of 
should be equal coefficients of the right side 
denominator of (67). From equality of free 
coefficients we obtain: 

 0 0
0 0

0 0

, .l ll m
a d


    (68) 

Equality of first order coefficients gives: 

 1 0 1 1 0 1
1 1

0 0

, .l m b m l cl m
a d
      (69) 

Equality of second order coefficients gives: 

 2 1 1 0 2 2 1 1 0 2
2 2

0 0

, .l m b l a m l c m dl m
a d
          (70) 

Equality of third order coefficients gives: 

 3 2 1 1 2 3 2 1 1 2
3 3

0 0

, .l m b l a l l c m dl m
a d
      

   (71) 

In general, following recursive formula can be 
written: 

 
Fig. 11. The Darlington type-D section 
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1 1 2 2

0

1 1 2 2

0

,

,

k k k
k

k k k
k

l m b l al
a

m l c m dm
d

 

 

  


  


 (72) 

where 0,1, , 1k N  . Initial conditions for 
computations are: 
 1 2 1 2 0.l l m m        (73) 
Similarly, the reverse computing formula can be 
obtained. 
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Abstract ─ This paper presents the design and 
simulation of a radio frequency (RF) 
microelectromechanical system (MEMS) shunt 
switch using a three-dimensional RF simulator, 
Em3ds10 (2008 version) software for the 
frequency range of 1-40 GHz. The shunt 
capacitive switch is electrostatic actuated and 
designed with a meander beam support to lower 
the pull-in voltage. Fast simulations of complex 
structures based on a method-of-moment approach 
allow for optimal design of MEMS switch.  The 
switch has a simulated pull-in voltage of 2.5 V and 
the RF performances of insertion loss and isolation 
are less than -0.2 dB and -50 dB at 12 GHz, 
respectively.   
  
Index Terms ─ Insertion loss, isolation, low 
voltage, MEMS, method-of-moment, RF MEMS, 
shunt switch.  
 

I. INTRODUCTION 
Radio frequency (RF) microelectromech-

anical system (MEMS) technology is an area of 
MEMS technology that shows great potential.  RF 
MEMS enable the creation of devices and 
techniques to improve the performance of 
communication circuits and systems. The RF 
MEMS switch enables the realization of micro-
size mechanical switches to be embedded in 
electronic devices. The MEMS switch offers the 
advantages of low actuation, low insertion loss, 

high isolation, large capacitance ratio, and high-
power handling. Thus, a low-voltage, low-
insertion loss, and high-isolation MEMS switch is 
desirable for switch better performance. 

A RF MEMS shunt switch is a type of MEMS 
switch, unlike a series switch, which consists of a 
suspended movable thin metal bridge over the 
center conductor. It is fixed and anchored at both 
ends to the ground line of the transmission line. 
MEMS switches for RF applications operate 
through short and open circuits to transmit signals.  
They operate based on mechanical movement to 
achieve on and off states. 

Figures 1 (a) and 1 (b) show the MEMS shunt 
switch in the on state and off state conditions.  In 
the on or up state, the DC bias voltage applied to 
the signal line is 0 V; therefore, the bridge remains 
up and the signal easily passes through the 
transmission line due to low capacitance. 
However, when the DC voltage increases, the 
center electrode provides an electrostatic force and 
high RF capacitance between the transmission line 
and the ground. As a result, the bridge is pulled 
down onto the dielectric layer placed on top of the 
signal line. This causes the RF signal to short onto 
the ground. This state is called the off or down 
state. 

The shunt switch could be integrated in a 
coplanar waveguide (CPW) or in a microstrip 
transmission line. In a CPW transmission line, the 
anchors of the switch are normally connected to 
the CPW ground planes in the microstrip 
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configuration. One anchor is connected to a 
quarter-wave open stub, which creates the short 
circuit at the bridge, and the second anchor is left 
unconnected or connected to the bias resistor [1]. 

 

 

 
Fig. 1. RF MEMS shunt switch on CPW 
transmission line: (a) on/up state (b) off/down 
state. 
 

Obtaining an optimal design of a MEMS shunt 
switch is best achieved with the aid of a modeling 
tool for obvious economical advantages.  In this 
work, simulations based on an approach called 
generalized transverse resonance diffraction 
(GTRD) have been used.  The GTRD method is 
being implemented in the Em3ds10 software 
package developed by MEM research.  Based on 
the method of moments, it is a general three-
dimensional (3D) integral equation approach for 
the modeling of passive monolithic microwave 
integrated circuits (MMICs) involving thick lossy 
conductors and dielectric discontinuities. The 
ability of the method to efficiently handle thick 
lossy conductors and dielectric discontinuities in 
complex structures is discussed in [2].  It has been 
shown to successfully model several structures 
such as the metal–insulator–metal (MIM) 
capacitor, spiral inductors, and CPWs. 

 

II. RF PARAMETERS 
As the parameters of RF performance are 

essential, microwave parameters other than the 
actuation voltage should, also, be considered and 
optimized when designing RF MEMS switches. In 
the on state, the RF switch connects the input port 
to the output port. In the off state, the switch is 
configured to disconnect the two ports. The 
measureable parameters for RF performance are 
insertion loss in the on state, isolation in the off 
state, and return loss in both states. Achievements 
of the design include the RF insertion loss and 
isolation at less than -0.5 dB and approximately 26 
dB, respectively, obtained at 40 GHz [3]. 

The MEMS shunt switch is modeled by two 
short sections comprising a transmission line and a 
lumped capacitance, inductance and resistance 
(CLR) model of the bridge with the capacitance 
with up state/down state values as shown in Fig. 2 
[4]. 

 

 
Fig. 2. Circuit model of a MEMS shunt switch. 

 
The switch shunt impedance is given by (1). 

s s
1Z R j L

j C
ω

ω
= + +   ,             (1) 

where C is Cu or Cd depending on the position of 
the switch. The inductance and capacitance (LC) 
series resonant frequency of the shunt switch is: 

o
1f

2 LCπ
=  .                   (2) 

In the up state position, Zs >> Zo, and the loss 
becomes 

2 2Loss= u s oC R Zω  .                   (3) 
In the down state position, Zs << Zo, and the loss 
is [4] 

4Loss= s

o

R
Z

.                        (4) 

 

C
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L
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dielectric 
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The insertion loss is caused by the mismatch 
between the characteristic impedances of the line 
and the switch [5]. The contact resistance and the 
beam metallization loss will also contribute to the 
insertion loss. Hence, it is essential to design RF 
MEMS switches with   transmission line structures 
that are circuit elements in a microwave integrated 
circuit. 

Low-insertion loss MEMS shunt switches are 
one of the design goals for most MEMS switches. 
The ratio between the Cu and Cd  is a key 
parameter for the capacitive coupling shunt switch 
as it is a determining factor for both insertion loss 
and isolation. A small Cu is necessary for 
maintaining low insertion loss. This requires a 
large gap between the membrane and the bottom 
electrode, which is traded off by achieving a low 
pull-down voltage [5]. 

When the membrane is in the unactuated or up 
state, the capacitance of the system is 
approximated using (5) by considering the 
dielectric layer between the two plates. 

1

0 0 ,d
u

r

t
C wW gε

ε

−

= +
⎛ ⎞
⎜ ⎟
⎝ ⎠

                   (5) 

where w is the width of the membrane, W is the 
width of the center conductor of the CPW line, g0 
is the gap height between the membrane and the 
bottom transmission line, ε0 is air permittivity, td is 
the thickness of the dielectric layer and εr is the 
relative permittivity. 

The MEMS switch capacitance in the down 
state position can be calculated using (6). 

,o r
d

d

AC
t

ε ε
=                               (6) 

where A is the area of pull-down electrode (w × 
W). In this case, the thickness of the dielectric is so 
small that the fringing capacitance is negligible 
[5]. Thus, the down state/up state capacitance ratio 
is   

,

o r

d d

ou
f

d

r

A
C t

AC Ctg

ε ε

ε

ε

=
+

+

                    (7) 

with Cf = 0.3 − 0.4Cu. 
High isolation is a desirable parameter of RF 

switches in the off or down state condition.  In this 
state, a capacitance causes undesired coupling. 

The gap between the membrane and the signal line 
could be increased for greater isolation (> 20 dB is 
desirable). However, a high gap will result in an 
even greater actuation voltage.  Therefore, a large 
Cd is necessary to maintain high isolation. This 
requires intimate contact between the membrane 
and the dielectric film over the bottom electrode in 
the down state [5]. The increment of Cd/Cu can 
effectively improve isolation performance. 

 
III. RF SIMULATIONS 

The shunt switch is designed on silicon 
substrates layers of 280 μm thickness. Then, 1μm 
aluminum is fabricated on the silicon layer as the 
transmission line, while silicon nitride is deposited 
on the electrode (middle transmission line) as the 
dielectric layer.  The switch membrane consists of 
a thin Au with 1.5 μm thickness over the 2.5 μm 
gap between the membrane and the electrode. The 
transmission line metal connects the electrode and 
the dielectrics materials to form the through path 
of a shunt switch.  

In this research, the CPW was used as the 
transmission line of the RF MEMS capacitive 
shunt switch. The characteristics of the CPW line 
greatly depend on the width, W, conductor 
spacing, S, substrate permittivity, εr, and the height 
of the substrate, H, to obtain the desired 
characteristic impedance, Zo.  

The utilized CPW had a signal line width of 
100 μm and 60 μm of space. The Zo of the 
60/100/60 μ (S/W/S) CPW was designed with a 
silicon substrate height of 280 μm approximately 
50 Ω. 

The Em3ds10 software was used to simulate 
the RF performances in terms of insertion loss and 
isolation during the on and off state conditions. 
Using the software, the switch design can be built 
and simulated either using 2.5-dimensional (2.5D) 
or 3D mode. However, the speed is increased in 
2.5D mode by a factor varying from 50% up to 
more than 300% [8]. In other words, the more 
complex the structure, the larger is the time saved 
[8].  

The switch structure is drawn layer by layer 
starting from the top layer to the substrate. Few 
parameters of each layer were defined including y 
subsection, thickness and the material properties. 
Figure 3 shows the switch design which consists 
of five layers for substrate, transmission line, 
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Fig. 3. Switch design using Em3ds in 2.5D mode. 

 
dielectric, bridge, and via. The simulation done 
was twice for up state and downstate conditions 
and the design for the two conditions was different 
depending on the gap height and structure. 

This simulator used finite-thickness, finite 
conductivity real conductors, and dielectrics by 
using volume mesh currents. The current induced 
in conductors appears to be oriented of (Jx, Jy and 
Jz) in the 3D mode [6] as the total current may 
have arbitrary orientation even over sides of a 
thick conductor. Jx is described by piece-wise 
sinusoidal (PWS) function with respect to x and 
piece-wise constant (PWC) function with respect 
to y and z. Similarly, Jz is described by means of 
PWS function with respect to z and PWC with 
respect to x and y. However, vertical y currents are 
piecewise constant with respect to any direction 
[6]. Figure 4 shows the relationship with mesh 
cells as Jx and Jy as a function of x [8]. 
In addition, better results can be obtained by 
setting a fine y subsectioning whenever sharp 
vertical discontinuities are encountered, such as in 
vias or contacts between conductors lying on 
different layers. This is due to increasing the 
number of vertical y or “slices” which may result 
in a large computational effort [2]. 

The GTRD approach of modeling with this 
reduced dimension was first verified by comparing 
the simulation results of scattering parameters with 
the experimental data published by [3].  As 
depicted in Figure 5, the computed insertion loss 
S21 and return loss S11 in the down state condition 
for the switch design in [3] agrees well with the 

measurements.  Of significant interest is the 
reduction in simulation time is considerable; up to 
50 percent of reduction time was observed 
compared with full three dimensional modeling. 

 

 
Fig. 4. Jx and Jy as function of x. 

 
 

IV. RESULTS AND DISCUSSION 
The insertion loss and isolation are obtained 

by the simulation of the S parameters when the 
switch transmits the signal while in the up state, 
and the signal is capacitively grounded when the 
beam is in the down state. Figures 6 and 7 
illustrate the RF characterization results in the up 
(on) state condition when the membrane is 
unactuated. From the S parameter, the insertion 
loss, which is measured as S21 in the up state 
condition is very low (approximately -0.03 dB at 9 
GHz or -0.27 dB at 30 GHz). Meanwhile, the 
return loss measured as S11 in the same condition 
is 13 dB at 29 GHz. The insertion loss is a 
measure of its efficiency for signal transmission. 
The return loss is the reflected energy due to the 
parasitic capacitance caused by the proximity of 
the transmission path to the grounded metal 
membrane in the suspended off state [7].  
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Fig. 5.  Insertion loss S21 and return loss S11 in the 
down state condition for the switch model in [3]. 
 

 
Fig. 6. S parameter showing both insertion loss S21 
and return loss S11 in the up state condition. 

 
A lower insertion loss means a better switch. 

Resistive losses at lower frequencies and skin 
depth effects at higher frequencies are the major 
causes for these losses [5].  

Isolation is simulated in the down state 
condition where the RF signal originating from the 
input is shorted to the ground due to beam 
reflection. In other words, isolation is measured 
when no signal transmission occurs. The isolation 
value may, also, be defined as a result of 
proximity coupling between the moving part and 
the stationary transmission line of leakage currents 
[5]. Thus, greater isolation means better  

 

 
Fig. 7. Insertion loss illustrated in a Smith chart. 
 
performance of the switch. Figure 8 shows that the 
S parameter for the downstate condition, 
represented by S21, is -50 dB at 12 GHz, while the 
isolation illustrated in a Smith chart is shown in 
Figure 9. From the S parameter, the resulting 
isolation is high and above the minimum 
requirement of -20 dB. 

One means of obtaining a higher isolation at 
lower frequencies is to increase the series 
inductance of the switch to lower the resonant 
frequency. This is achieved by adding a short 
section of transmission line between the MEMS 
bridge and the ground plane.  By choosing the 
appropriate length of the line l, the series resonant 
frequency can be lowered to the desired frequency 
range. This gives a high isolation inductively 
tuned MEMS shunt switch without the use of 
additional switches or tuned designs [5]. 

Isolation can, also, be improved by using 
high dielectric constant materials.  It can be further 
improved by decreasing the thickness of the 
dielectric between the switch and the center 
conductor, thus increasing the on capacitance. 
However, the thin film should be sufficiently thick 
so that dielectric breakdown and current flow will 
not occur [3]. 
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Fig. 8.  Isolation S21 and return loss S11 in the 
down state condition. 
 

 
 

Fig. 9.  The isolation illustrated in a Smith chart. 
 

V. CONCLUSION 
RF MEMS switches with actuation voltages of 

2.5 V and excellent RF characteristics were 
designed and analyzed. The RF performances of 
the RF MEMS shunt switch were simulated based 
on the approach of the generalized transverse 
resonance diffraction as implemented in the 3D 
electromagnetic software package Em3ds10.  The 
possibility of reduced order of dimension with this 
method allows rapid simulations without 
compromising the accuracies of computed results. 
The simulated performances were insertion loss, 
return loss, and isolation. The insertion loss 
obtained was very low, less than -0.2 dB at 12 
GHz, while isolation was high with -50 dB at 12 
GHz. These excellent RF characterizations prove 
that the switch is suitable for microwave 
applications or space systems where low loss, high 

isolation, and low power consumption are 
essential.  
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Abstract ─ This paper presents a compact coplanar 
waveguide (CPW) fed ultra wideband (UWB) 
planar slot antenna with the characteristics of dual 
band rejection. The antenna consists of a 
rectangular slot with triangular tuning stub. The 
band notching of WiMax (3.2-3.8 GHz, with 
VSWR 68 at 3.5 GHz) is achieved by inserting a 
‘U’ slot in the ground plane and band-notching of 
WLAN 802.11a (5.1-5.9 GHz, with VSWR 14 at 
5.5 GHz) is obtained by embedding a ‘U’ type slot 
in the triangular tuning stub. The characteristics of 
the proposed antenna are studied both numerically 
and experimentally, and the design parameters for 
achieving optimal operation of the antennas are 
also analyzed extensively. The size of the antenna 
is around 28mm (L) × 21mm (W) × 1.6mm (T). 
The prototype of the proposed antenna is 
fabricated for its optimal values and tested. The 
VSWR, radiation pattern and gain are measured 
and agree well with the simulation results. The 
proposed antenna is simple, easy to fabricate and 
can be integrated into any UWB system, which 
can work without interference from WiMax, 
WLAN, and HYPERLAN/2 systems.  
 
Index Terms ─ CPW, dual band, slot antenna, 
UWB.  
 

I. INTRODUCTION 
The unlicensed UWB spectrum 3.1 GHz to 

10.6 GHz was released in the year 2002 by the 
Federal Communications Commission (FCC) for 
commercial purposes. UWB, a short pulse 
communication system, gets much attention 
among the researchers due to its inherent 
properties of low power consumption, high data 
rate, and simple configuration [1]. With the rapid 
developments of such UWB systems, a lot of 
attention is being given to design the UWB 

antennas. Designing an antenna to operate in the 
UWB band is quite a challenge because it has to 
satisfy the requirements such as ultra wide 
impedance bandwidth, omni directional radiation 
pattern, constant gain, high radiation efficiency, 
constant group delay, low profile, easy 
manufacturing, etc [2]. Interestingly, the planar 
slot antennas with CPW fed possess the above said 
features with simple structure, less radiation loss, 
less dispersion, and easy integration of monolithic 
microwave integrated circuits (MMIC) [3]. One of 
the major problems associated with the UWB 
system is the interference from the other narrow 
band communication systems, such as WiMax (3.3 
GHz - 3.7 GHz), IEEE 802.11a (5.15 GHz - 5.35 
GHz and 5.725 GHz - 5.825 GHz), and 
HYPERLAN/2 (5.15 GHz - 5.35 GHz and 5.47 
GHz - 5.825 GHz), which are operated in the 
portion of UWB band.  

To mitigate this effect, many antenna designs 
have been proposed in the literature [4-10]. Many 
techniques are, also, used to introduce notch band 
for rejecting the interference in the UWB slot 
antennas. It is done either by inserting half 
wavelength slits, stripes in the tuning stub [11], or 
inserting stub in the aperture connected to the 
ground planes [12], or inserting square ring 
resonator in the tuning stub [13], or inserting ‘L’ 
branches in the ground plane [14], or with 
complementary split ring resonator [15], or 
inserting strip in the slot [16]. All of the above 
methods are used for rejecting a single band of 
frequencies. However, to effectively utilize the 
UWB spectrum and to improve the performance of 
the UWB system, it is desirable to design the 
UWB antenna with dual band rejection. It will 
help to minimize the interference between the 
narrow band systems with the UWB system. Some 
methods are used to obtain the dual band rejection 

787

1054-4887 © 2010 ACES

ACES JOURNAL, VOL. 25, NO. 9, SEPTEMBER 2010



of WiMax and WLAN bands in the literature [17-
22]. In this paper, a new method is proposed to 
obtain the dual band rejection of frequency bands 
for WiMax, WLAN 802.11a, and HYPERLAN/2 
systems. The WiMax frequency band is rejected 
by inserting a half wavelength ‘U’ slot in the 
ground plane at a center frequency of 3.5 GHz, 
and another ‘U’ type half wavelength slot at a 
frequency of 5.5 GHz is inserted in the triangular 
tuning stub to reject the desired WLAN frequency 
band. The simulation software used for this 
analysis is IE3D [23].  

The paper is organized as follows: Section II 
brings out the geometry of the antenna. Simulation 
results and analysis are presented in Section III. In 
Section IV, obtained experimental results are 
given. Section V concludes the paper. 
 

II. ANTENNA GEOMETRY 
The structure of the antenna is shown in     

Fig. 1. The antenna consists of a rectangular slot 
with width ‘W1’ and length ‘L1’. The tuning stub 
comprises a triangular patch with height ‘H’. The 
distance between the tuning stub and the feed line 
is ‘d’, ‘W’, and ‘L’ are the overall width and 
length of the antenna respectively. In this study, 
the dielectric substance (FR4) with thickness of        
1.6 mm with relative permittivity of 4.4 is chosen 
as substrate to facilitate printed circuit board 
integration. The 50 Ω characteristic impedance 
CPW feed is designed with fixed feed line width 
of 2.4 mm and 0.5 mm ground gap. The proposed 
antenna is designed to cover the entire UWB band 
with dual band rejection capability. The effective 
length of the rectangular slot introduced in the 
ground plane is approximately 0.5 λeff at the 
desired notch center frequency of 3.5 GHz.  

The length ‘L2’ of the slot in the ground plane 
is 

eff
2

1

1L   ,   ,               (1)
2 22

r
eff

n eff

c
f

 



  

 
where ‘fn1’ is the centre frequency of the WiMax 
frequency band.  

The length L3 of the slot in the tuning stub is,   

   eff
3

2

L   ,                                 (2)
2 2 n eff

c
f




   

where ‘fn2’ is the centre frequency of the WLAN 
frequency band. 

 
Fig. 1. Geometry of the proposed dual band notch 
slot antenna.  
 

III. SIMULATED RESULTS AND 
ANALYSIS 

The analysis and performance of the proposed 
antenna is explored by using IE3D for better 
impedance matching. The detailed parametric 
analysis of the UWB antenna is carried out and 
presented in our paper [24]. In order to evaluate 
the performance of the proposed antenna with dual 
band slots, the optimal parameter values of the 
antenna (without slot) suggested in that paper are 
considered. The final optimal parameter values of 
the antenna are listed in Table 1. 

Table 1: Optimal parameter values of the antenna 
Parameter Description Values 

L Length of the Antenna 28mm 
W Width of the Antenna 21mm 
L1 Length of the Slot 15mm 
W1 Width of the Slot 16.8mm 
d Feed gap Distance 1.6 mm 
H Height of the tuning stub 9.3 mm 

 
However, to study the impact of the slots in the 

ground plane and in the tuning stub, the slot 
lengths ‘L2’ and  ‘L3’ are varied and the simulated 
VSWR results of the proposed antenna is shown in 
Fig. 2. It clearly indicates that the rejection of dual 
bands of 3.2 GHz -3.8 GHz and 5.1 GHz- 5.9 GHz 
are achieved by inserting slots at appropriate 
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length in the ground plane and in the tuning stub. 
The current distribution, gain and group delay are, 
also, studied. 

 
Fig. 2. Simulated VSWR of the proposed antenna. 

 
A. Effect of ‘U’ slots 

The effect of variation of the slot lengths is 
studied in this section. The length ‘L2’ of the 
ground slot is varied by keeping tuning slot length 
‘L3’ as constant and the response is shown in     
Fig. 3. It is noticed that the variation of length ‘L2’ 
changes the notch center frequencies of the first 
rejected band. The optimal value chosen for this 
case is 28 mm.  

The response curve for different slot lengths 
‘L3’ in the tuning stub is shown in Fig. 4, which 
clearly indicates that slot length variation gives an 
impact on the variation of the notch center  

 

 
Fig. 3. Simulated VSWR for different ground slot 
lengths ‘L2’. 

 

 
Fig. 4. Simulated VSWR for tuning stub slot 
lengths ‘L3’. 

 
frequency for the second rejected band. The 
optimal value of ‘L3’ is 19 mm. 
 
B. Gain 

The simulated maximum gain of the proposed 
dual band notched UWB antenna is shown in    
Fig. 5. It is observed that there is a drop in gain at 
the notched frequencies of 3.5 GHz and 5.5 GHz. 

  
Fig. 5. Simulated maximum gain response. 

 
C. Current distribution 

The simulated current distribution at two 
designed notch center frequencies is presented in 
Fig. 6; as shown in this figure, the current 
distribution, at a frequency of 3.5 GHz, is mainly 
around the slot in the ground plane. This current 
distribution around the slot in the ground plane, 
which gives destructive disturbance to the 
radiating slot current distribution, is responsible 
for the notch in the particular frequency band.  
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Similarly at the notch center frequency of      
5.5 GHz, the current distribution of the radiation 
slot is disturbed by the tuning stub slot which 
causes notching in the specific band. The current 
distribution for other operating frequencies        
4.5 GHz and 9 GHz are, also, plotted, which 
confirms that on these frequencies current 
distribution is mainly around the slot and the 
tuning stub which is responsible for the better 
radiation at these frequencies. 

       
(a)                             (b) 

 

       
                (c)                                         (d)   
                
Fig. 6. Simulated current distribution at a) 3.5 
GHz,   b) 4.5 GHz, c) 5.5 GHz, and d) 9 GHz. 
 
D. Radiation pattern 

The radiation pattern for the E plane and        
H plane at frequencies 3.5, 4.5, 5.5, 7, and 9 GHz 
are simulated and displayed in Fig.7, which 
discloses that the directivity gain of the radiation 
pattern is reduced at the notch frequencies without 
affecting the shape of the radiation pattern. In the 
E plane, it is the bidirectional pattern and in the H 
plane, it is the omni directional pattern. 

 
E. Group delay 

The group delay ‘τ’ of the antenna is 
calculated from the phase of the computed ‘S21’ by 
using the following equation and plotted in Fig. 8,  

 
                                  (a) 

 
(b) 

Fig. 7. Radiation patterns of the proposed antenna 
at 3.5, 4.5, 5.5,7, and 9 GHz: a) E-Plane (yz-plane) 
and b) H-Plane (xz-plane). 

 

 
Fig. 8. Simulated group delay. 
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d         τ = - ,                                (3)
df


 

where ‘ ’ is phase of S21 in radians /sec and ‘f’ is 
frequency in GHz. From Fig. 8, it is noticed that 
the variation in the group delay for the antenna is 
around 2 ns for the frequency range from 3.1 GHz 
to 10.6 GHz. There is a variation in the group 
delay response at the notch band which is due to 
notch behavior of the antenna. 

 
IV. EXPERIMENTAL RESULTS AND 

DISCUSSION 
The prototype of the proposed antenna shown 

in Fig. 1 was fabricated for its optimal values and 
tested, which is depicted in Fig. 9. Using Hewlett 
Packard Network Analyzer (HP8757D) the VSWR 
is measured and plotted. The gain and radiation 
pattern of the antenna is measured by using VNA 
Agilent HP 5230A. 

 

     
Fig. 9. Fabricated antenna and its measured 
results. 

 

 
Fig. 10. VSWR comparison of the proposed 
antenna. 

 

 
Fig. 11. Measured gain comparison. 
 

 
(a) 

 
(b) 

Fig. 12. Measured radiation pattern at 6.5 GHz:  
a) E-Plane (yz-plane) and b) H-Plane (xz-plane). 
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The measured result is shown in Fig. 10 which 
ensures that the measurement result is in good 
agreement with the simulation. The discrepancy 
between the measured and the simulated result 
seen in Fig. 10 might be due to the effect of 
soldering or fabrication tolerance. The simulation 
results have been obtained by assuming coplanar 
input port, whereas practically a SMA connector 
was used, the imperfect transition between a SMA 
feed to coplanar would introduce losses [25]. 
However, the measured bandwidth is 7.7 GHz 
(3.1-10.8 GHz), which is moderately close to the 
simulated impedance bandwidth, 8G Hz (2.8 - 
10.8 GHz). 

The maximum gain of the proposed antenna is 
measured and compared with the gain for an 
antenna without slot. The comparison is shown in 
Fig. 11, which implies that there is a variation in 
the gain at the notch frequency bands due to the 
introduction of the slots in the design. 

The radiation pattern of the designed antenna 
at a frequency 6.5 GHz is measured and plotted in 
Fig. 12. The figure shows the measured radiation 
pattern with slot and without slots. The E plane 
and H plane radiation patterns with slot show a 
drop in gain when compared to patterns without 
slot; this may be due to the effect of introduction 
of the slots in the design. 

 
V. CONCLUSION 

In this paper, a planar UWB slot antenna with 
dual band rejection is presented. Dual band 
rejection of WiMax and WLAN is achieved by 
inserting slots at appropriate lengths in the ground 
plane and in the tuning stub. The antenna was 
fabricated using FR4 substrate, characterized by 
measuring VSWR, radiation pattern and gain, and 
compared with the simulation results. The 
measurement results are in good agreement with 
simulation. The proposed antenna achieves good 
impedance bandwidth covering frequency range 
from 2.8 GHz to 10.8 GHz with VSWR < 2 except 
the bands of WiMax and WLAN 802.11a. This 
type of antenna configuration would be quite 
useful for UWB   indoor applications with no 
interference from WiMax, WLAN, and 
HYPERLAN/2 systems when they    coexist with 
a UWB system. 
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Abstract ─ High frequency (HF) microstrip spiral 
inductor design using analytical formulation with 
network model and numerical simulation with 
planar electromagnetic simulator, Sonnet, are 
given for high power RF application. The 
simplified lumped element equivalent network 
model parameters for the spiral inductor are used 
to obtain the initial dimensions of the spiral 
inductor for simulation. The spiral inductor is then 
simulated with planar electromagnetic simulator, 
Sonnet, using the geometry constructed with the 
physical dimensions obtained from the network 
model for the desired inductance value. The 
parametric study of the spiral inductor is 
conducted to investigate the variation on its 
quality factor, self resonance frequency and 
inductance value. The spiral inductor is 
implemented on a ceramic substrate and measured. 
The measurement, simulation, and analytical 
results are found to be close.  
  
Index Terms ─ HF, inductor, microstrip, RF, 
spiral. 
 

I. INTRODUCTION 
Spiral type planar inductors are commonly 

used in communication systems as a component 
due to several of their benefits and practical 
implementation. Spiral inductor design at 
microwave frequencies in the literature [1-11] is 
extensively investigated and equivalent models 
have been reported when the spiral inductor is 
implemented on a silicon material [12-13] or 
gallium-arsenide (GaAs) [14-16].  However, the 
lack of literature in the design of spiral inductors 
at HF (3MHz –30MHz) range for RF applications 
constitutes an important problem for high power 
RF applications. HF is commonly used in 
submarine communication, semiconductor wafer 
processing, and plasma applications. Spiral 

inductors, specifically for these applications, must 
be able to operate under very high power 
conditions. Under such high power, spiral 
inductors should exhibit reliable thermal profile, 
desired inductance value and low loss. If these 
characteristics are not demonstrated, changes in 
the component value can cause catastrophic 
failures in the RF systems. Accurate design 
technique, with reliable thermal operation using 
thermally highly conductive and electrically low 
loss material, can provide optimum spiral inductor 
operation.  

  In this paper, simplified and accurate design 
method for the spiral inductor is presented using 
network model for high power RF applications. 
The model is used to obtain the physical 
dimensions of the spiral inductor for the desired 
inductance value. The physical dimensions are 
then used to construct the geometry in the planar 
electromagnetic simulator, Sonnet. Planar 
electromagnetic simulator, Sonnet, is also used to 
characterize the spiral inductor with the parametric 
study by varying the trace width and spacing 
between traces. The parametric study is used to 
understand the effect of these parameters on the 
quality factor, inductance value, and self 
resonance frequency of the inductor. Spiral 
inductor is then built using alumina substrate and 
measured. The analytical, simulation, and 
measurement results are found to be close. The 
analytical model, proposed in this paper, is, also, 
used to study the effect of the physical dimensions 
and number of turns on spiral inductance value, 
quality factor, and the resonant frequency. Their 
effects on critical spiral inductor design 
parameters are detailed.                             
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II. ANALYTICAL FORMULATION  
 The layout of the general microstrip rectangular 
spiral inductor is illustrated in Fig. 1. In this layout, 
w  represents the width of the trace, 1l and 2l  are 
  the length of the outside edges, s  is the spacing 
  

Fig. 1. Microstrip model of the spiral inductor. 
 
between the traces. It is assumed that the substrate 
material is alumina ( 2 3Al O ) with thickness h. The 
accurate modeling of the spiral inductor at HF 
range can be done using the π network shown in 
Fig. 2. In the π network, total inductance, coupling 
capacitances, substrate capacitance, are all taken 
into account. The capacitance of the spiral inductor 
is calculated using the effect of odd mode, even 
modes. This approach gives more realistic results 
for the physical representation of the spiral inductor.  
                   
 
 
 
 
 
 
Fig. 2.  Lumped-element model for spiral inductor. 
 
In the lumped element model, L  represents the 
total inductance value. The accurate inductance 
calculation at the HF range can be obtained using 
Greenhouse’s method described in [17].  The total 
inductance of the spiral inductor including the 
effect of mutual couplings is given as  

   0L L M= + Σ    .              (1) 

0L  is the sum of the self inductances for each trace. 
MΣ takes into account of all mutual inductances in 

the structure. Equation given in (1) can be written 
more explicitly for any number of turns for a 
rectangular spiral inductor as  

0.0002 ln 2 1.25
4

i
i i

i

l AMDL l T
GMD l

μ⎡ ⎤⎛ ⎞= − + +⎢ ⎥⎜ ⎟
⎝ ⎠⎣ ⎦

                               (2) 
and 
   0.0002ij i iM l Q= .                          (3) 
AMD is the arithmetic mean distance and GMD  
is used for the geometric distance. C  is the 
capacitance that include the effect of odd mode, 
even mode and interline coupling capacitances 
between coupled lines of the spiral inductor. The 
detailed calculation of the capacitances is given in 
[18]. The substrate losses and conductor losses are 
ignored due to the low operational frequency.  
 One port measurement network for the spiral 
inductor using the model proposed in Fig. 2 is 
shown in Fig. 3 below 
 

C L

1P

2P

,Z opf

 
Fig. 3.   One port measurement circuit. 
 

The physical dimensions of the microstrip 
spiral inductor are given in Table 1. All the 
dimensions are given in mils.  
 
Table 1: Physcial dimensions of the spiral inductor 
 
 
 
 
 
 
 

The inductance value of the spiral inductor 
using analytical model with the dimensions in 
Table 1 is calculated to be 590nH with the 
algorithm developed. In addition to the calculation 
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of the spiral inductance value, we used our 
analytical model to study the effect of trace width, 
spacing, loop area and number of turns on 
inductance value, quality factor, and resonant 
frequency. This is accomplished by including the 
conductor and dielectric losses in the simplified 
analytical model. The conductor loss is modeled as 
series resistance R with inductance L and given by 

      [ ]2  /cfR m
w

π μ
σ

= Ω ,            (4) 

where cμ  and  σ  are the permeability and 
conductivity of the conductor used as trace.  The 
substrate loss is modeled as Rp and given by 

   [ ]  /p
lR m

wh
ρ= Ω ,            (5) 

where h is the thickness of the substrate and ρ  is 
given as [ ]0.01 mρ = Ω⋅  for 2 3Al O .   Table 2 
below illustrates the calculated values of the 
critical spiral design parameters such as 
inductance, quality factor, and resonant frequency 
by varying trace width, outer edge dimensions 
signifying the change in the loop area, spacing, 
and number of turns.  
 
Table 2: Study of physical dimensions  
 
 
 
 
 
 
 

It has been seen that the higher inductance 
value can be obtained by reducing the width of the 
trace, reducing the spacing between the traces, 
increasing the number of turns and reducing the 
spacing, or increasing the loop area of the inductor 
by changing the outer edge dimensions. Although 
each of these changes increases the inductance 
value of the spiral inductor, it has to be noted that 
they have several undesired side effects. In every 
change, unless some other change is implemented 
for compensation, the quality factor and the 
resonant frequency of the inductor are reduced. 
The intensity of the reduction varies based on the 
change implemented. Specifically, for high power 
applications, the higher quality factor is needed 
and it guarantees better thermal management 

during operation. Thermally better designed spiral 
inductors give resonant frequencies at least three 
times higher than their operational frequencies. 
The specific spiral inductor designed in this paper 
is used as part of power amplifier and capable of 
handling more than 100W.  Commercially 
available spiral inductors can only handle very low 
power levels and cannot be used for high power 
applications. In addition, the trace width and 
spacing should be designed to handle the amount 
of the current flow and the potential occurring 
between the traces. As a result, the analytical 
method proposed in this paper can be used to 
design and implement spiral inductors for high 
power RF applications reliably and accurately.      
 

III. MEASUREMENT AND 
SIMULATION RESULTS 

 The spiral inductor using the dimensions in 
Table 1 is simulated with the method of moment 
based planar electromagnetic simulator Sonnet. The 
operational frequency is chosen to be 13.56MHz. 
The 3D layout of the simulated structure is 
illustrated in Fig.  4. The input port or port 1 is 
connected via bridge for inductance measurement. 
The bridge height and width are given in Table 1. 
The effect of the bridge at the frequency of the 
operation is minimal due to its increased width. 
 
 

 
Fig. 4. 3D model of the simulated spiral inductor. 
 

The traces as seen in Fig. 4 are segmented for 
parametric study to understand the effect of width 
and spacing on the self resonant frequency and the 
quality factor of the spiral inductor. One of the 
unique features of the planar electromagnetic 

Analytical

w s l1 l2 Turns L Q Fr
Unit mils mils mils mils nH MHz

Orig. Ind 80 30 1450 1870 6.5 590.05 68.73 29.73
Mod 1 60 30 1450 1870 6.5 958.84 34.21 27.15
Mod 2 80 20 1450 1870 6.5 734.6 47.18 29.48
Mod 3 80 30 1880 2411 6.5 1243 12.87 20.27
Mod 4 80 10 1450 1870 7.5 1075 10.94 19.75
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simulator is the visualization of the current 
distribution on the spiral structure. This is 
specifically important for high power applications 
to adjust the necessary spacing between traces to 
prevent any possible arcs during the operation. As 
seen from Fig. 5, the current density on the bridge 
which is designed to have minimal impact on the 
device performance and overall inductance is 
lowest. The current density increases as it gets 
closer to the edges of each trace. It becomes 
maximum at the edges. This is why during the 
implementation of the spiral inductor the corners 
are rounded to increase the creepage distance to 
prevent potential arcs.  
 
 

 
 
Fig. 5. Current density of the spiral inductor. 
 
 
 
 
 
 
 
 
 
Fig. 6. Spiral inductor is constructed on 100 mil 
alumina substrate.  
 
 The inductance value of the spiral inductor 
is simulated and obtained as 588.6 nH at the 
operational frequency which is 13.56 MHz. The 
measured inductance value at this frequency is 
found to be 594.91 nH. The spiral inductor that is 
simulated and illustrated in Fig. 4 is built on 100 
mil 2 3Al O  substrate as shown in Fig. 6. The 

higher inductance values can be obtained by 
increasing the number of turns, decreasing the 
width of the trace. The self-resonant frequency 
of the spiral inductor is found to be 37.8MHz. In 
spiral inductor design, rule of thumb is to have self 
resonant frequency approximately 3 times higher 
than the operational frequency which guarantees 
optimal operation. As a result, the self resonant 
frequency that is obtained is just below the desired 
value. The simulation results illustrating the 
inductance value and self resonant frequency is 
given in Fig. 7.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7. Simulation results showing inductance 
value and resonant frequency of the spiral 
inductor. 
 
 The quality factor of the spiral inductor is found 
to be 72.6 at 13.56 MHz. As illustrated in Fig. 8, the 
quality factor reaches almost peak value at the 
operational frequency. At resonance, the quality 
factor is minimum as expected.  

Fig. 8. Simulation results showing the quality 
factor of the spiral inductor. 
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 Electromagnetic simulator, Sonnet, is used to 
understand the effects of spacing and width of the 
traces as mentioned before. It is found out that the 
self resonant frequency of the spiral inductor can be 
increased by increasing the trace width and 
reducing the spacing between each trace. The 
illustration of this is given in Fig. 9. In Fig. 9, the 
original width, which is 80mil, is compared with 
the optimized width, which is 94.32mil. The 
spacing in the original design is 30mils whereas the 
spacing in the optimized design is 15.68mil. The 
original self resonant frequency is increased to be 
greater than 50MHz with the proposed 
optimization. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 9. Comparison of self resonant frequency of 
the spiral inductor. 
 
Although, the self resonant frequency is increased 
to be greater than 50MHz, we need to investigate 
the effect of the changes that are done on the  
physical dimensions on the quality factor, return 
loss, insertion loss, and the inductance value of the 
spiral inductor to minimize the potential problems 
during operation. Figure 10 shows the comparison 
of the quality factor of the spiral inductor with 
original design and optimized design. 
 As shown in Fig. 10, the quality factor of the 
inductor is reduced to 68. This corresponds to 6.3% 
reduction in the quality factor value.   

High quality factor is desirable to prevent any 
thermal problems during the operation of the 
device. Since, the substrate that is used has very 
high thermal conductivity with minimal substrate 
loss; the level of the reduction in the quality factor 
will not adversely effect the thermal profile of the 
spiral inductor. The change in the inductance value  

versus frequency when the physical dimensions are 
optimized to increase self resonant frequency is 
illustrated in Fig. 11.  
 

Fig. 10. Comparison of quality factor of the spiral 
inductor.  
 
The changes that are implemented reduce the 
inductance value at the frequency of operation from 
594.91nH to 390nH. This is approximately 34% 
reduction and is significant in comparison to the 
original inductance value. However, this can be 
compensated by a shunt capacitor that is connected 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 11. Comparison of inductance value of the 
spiral inductor.  
 
by a shunt capacitor that is connected between the 
ports of the spiral inductor. The capacitor that is 
required to bring 390nH up to 590.3nH is 120pF. 
This capacitor value is a standard value that can be 
easily found.  
 As a result, it has been shown that the spiral 
inductor can be optimized for the self resonant 
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frequency using electromagnetic simulator with the 
proposed changes in the spacing and width of the 
traces without effecting the operation of the spiral 
inductor. The optimization on quality factor is, also, 
possible using the method outlined. In addition, the 
analytical model proposed in this paper can be used 
to accurately and reliably design spiral inductor for 
the desired inductance value, quality factor and the 
resonant frequency for high power RF applications 
at the HF range.  
 

IV. CONCLUSION 
 Microstrip spiral inductors using the 
simplified equivalent circuit is designed, 
simulated, built, and measured at the HF range for 
high power RF applications. The measured, 
simulation, and analytical results are found to be 
very close. The parametric study of the spiral is 
conducted using planar electromagnetic simulator, 
Sonnet. It has been shown that the self resonant 
frequency of the spiral inductor can be increased 
by increasing the trace width and reducing the 
spacing between each trace. Increased self-
resonant frequency is a very important feature for 
several RF applications to provide optimal 
operation like quality factor. The analytical 
method proposed in this paper is also used to study 
the effect of physical dimensions of the inductor 
including trace width, spacing, loop area, and 
number of turns on critical spiral inductor design 
parameters such as inductance value, resonant 
frequency, and quality factor. The results of this 
work can be used in RF applications at the HF 
range where high power is needed.   
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Abstract ─ An iterative method based on the 
multiscale approach named multiscale wave 
concept iterative process (MWCIP) is introduced 
in this paper. This new approach is an extension of 
the known wave concept iterative process (WCIP). 
The specificity of the MWCIP method is the non-
uniform meshing with macropixels used to 
improve the time delay computations of the 
classical iterative procedure. The method is 
applied successfully to a nondegenerate dual-mode 
microstrip patch filter. Comparison between the 
new and classical iterative methods shows that 
with the presented approach the CPU time and 
memory requirement have been considerably 
reduced.  
  
Index Terms ─ Macropixel, microstrip patch 
filter, multiscale wave concept iterative process 
(MWCIP), wave concept iterative process 
(WCIP).  
 

I. INTRODUCTION 
Nowadays, the development of the 

microwaves domain is accompanied by an 
increase of the complexity of the circuits with 
requirement of prohibitive computation time 
and memory storage. In order to solve these 
problems, the researches, using multiresolution 
methods, focus on the multiscale concept 
appearing in different microwave fields since 
1981 by Kunz and Simpson [1] with their 

"expansion technique" and, also, by Kim and 
Hoefer in 1990 [2]. 

Recently, these methods have been used to 
investigate microstrip circuits in order to 
employ different meshes as function of the 
complexity of these features. The different 
numerical approaches (FEM, FDFD, TLM…) 
are the subject of very significant evolutions in 
this field using adaptive grids [3, 4].  

For instance, in the moment method, an 
adaptive multiscale moment method (AMMM) 
was introduced in 1998 by Su and Sarkar and 
applied to large diffracted structures with small 
cavities [5]. 

In addition, multi-grid approaches based on 
the wave concept iterative process (WCIP) 
method, developed by H. Baudrand in 1995 [6], 
were investigated. In [7], the non-uniform cells 
are substituted by their equivalent impedances 
and reintroduced into the coarse grid. 

In [8], the authors studied separately the 
refined mesh parts of the whole structure and 
introduced the spectral connection to reduce the 
calculation time. This approach presents some 
difficulties especially with complex circuits.  

In this paper, an original multiscale approach is 
proposed. It consists in introducing a new meshing 
grid without extracting the studied zones from the 
structure. The developed technique is based on the 
WCIP method. A program in FORTRAN has been 
elaborated to validate our multiscale approach. It 
was successfully applied to microstrip 
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transmission line and bandpass filter with a 
considerable reduction of the computation time.  

 
II. WCIP FORMULATION 

The WCIP method was explained in detail in 
different published articles [9-12]. Therefore, in 
this section, the general formulation is introduced. 
This method is a full wave method based on 
transverse wave formulation. The wave concept is 
described by writing the transverse electric and 
current density fields, respectively, Ei and Ji, on 
the interface Ω, in terms of incident and reflected 
waves Ai and Bi, respectively. It leads to the 
following set of equations:  

 

 

0
0

0
0

1
2

,
1

2

i i i i
i

i i i i
i

A E Z J
Z

B E Z J
Z

  


  


 

where Zoi is the characteristic impedance of the ith 
medium (i=1,2) [9]. 
 

 
 

Fig. 1. Configuration of planar circuit structure in 
the waveguide box. 
 

The air-dielectric interface Ω is divided into 
pixels and characterized by scattering operation 
matrix, depending on boundary conditions 
required on three sub-domains corresponding to 
metal, dielectric and excitation source shown in 
Fig. 1. The structure is excited by a planar electric 
source which generates two waves on both sides of 
the interface Ω. 

 

 
Fig. 2. Illustration of waves on both sides of the 
interface Ω. 
 

Two operators establish the relations between 
these waves as follows: the scattering operator 



S , 
related to the spatial domain, links the waves 
relative to the two different media separated by the 
surface Ω as shown in Fig. 2. 

iii ABSA 0


 . 

The reflection operator 


G , related to the spectral 
domain, links the incident and reflected waves 
relative to the corresponding medium as: 

ii AB


 . 
 

 
 

Fig. 3. Schematic description of the classical 
iterative process. 

 

(1) 
 
 

(2) 
(3)

(4)

802 ACES JOURNAL, VOL. 25, NO. 9, SEPTEMBER 2010



The implementation of the iterative process 
consists in establishing a recursive relationship 
between the waves in both media by using the 
reflection and scattering operators [9]. 

A fast modal transform (FMT) and its inverse 
(FMT-1), based on a fast Fourier transform 
(FFT), allow the toggling between the spectral 
and spatial domains given by Fig. 2. 

At the nth iteration, the transverse electric and 
current density fields on the interface Ω are 
computed. Then, we can calculate the 
impedance, admittance, and scattering 
parameters Zij, Yij, and Sij respectively, deduced 
from the following expression: 
       1S   1 Y  1 Y]] .                            (5) 

The successive iterations are established to 
determine the relationship between (Ai,Bi)n-1 and 
(Ai,Bi)n corresponding to the (n-1)th and nth 
iteration. The iterative process continues until 
reaching the convergence of Ei and Ji fields 
calculated from (1) and (2) equations above. A 
schematic description of the classical WCIP 
algorithm is illustrated in Fig. 3. 
 

III. MULTISCALE APPROACH 
 
A. Coupling between two macropixels 

In this part, the coupling between two 
consecutive macropixels of the grid is realised 
only by the “fundamental modes” which are the 
slightly attenuated modes. So, the high-order 
modes are localized on their macropixels. The 
coupling between two high-order modes can be 
neglected if it is smaller than a ten percent of the 
coupling between fundamental modes [13]. The 
fundamental and high-order modes are defined as 
transverse electric field of a waveguide bounded 
by periodic walls.  

 
B. Definition of a new meshing grid 

The contribution introduced, in this paper, 
consists in considering non-uniform meshing but 
with the classical iterative method where all cells 
have the same surface. In the spatial domain of the 
improved method, the whole structure is divided 

into macropixels which are subdivided into pixels 
as function of the necessary precision. This new 
meshing grid is shown in Fig. 4.  

The choice of this improved meshing grid 
 should appear a maximum number of uniform  
macropixels where the scattering operator 



S  is 
constant (-1 for metal and 1 for dielectric). So the 
computation time is reduced significantly because 
its calculation became useless. 
 

 
Fig. 4. The new meshing grid. 

 
The whole structure is meshed with 

21 NN   
pixels in classical iterative method. But, in the 
improved WCIP method, it is meshed with 

0201 NN   macropixels where each one is divided 
into 

0201 nn   pixels as shown in Fig. 5. The 
indexes α and β represent the position of the 
considered macropixel in the new meshing grid 
where:  
α is the macropixel position in the X-direction. 
β is the macropixel position in the Y-direction. 
The number of operations decreases with this 

new meshing from   2121 ln NNNN   to 
    

0201020102010201 lnln nnnnNNNN   
and it can be reduced more in the presence of 
uniform macropixels considering that 

)(  )( 020121 NNNN  .  
This reduction is significant especially when 

complex structures, requiring an important 
resolution, are investigated. Therefore, it avoids an 
excessive computational storage and simulation 
times for bulky devices. 
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Fig. 5. (a) Classical WCIP meshing, (b) whole structure's meshing in MWCIP, (c) uniform and non-
uniform macropixels meshing. 

 
C. Multiscale wave concept iterative process 
(MWCIP) 

In this section, the improved iterative 
method named multiscale wave concept iterative 
process (MWCIP) is described.  

For each iteration, the fundamental modes 
Aix,y

αβ relative to the (α,β) macropixel are 
computed as follows: 










 


 





k

M

y
b

qx
a

pjM

xyixyi ea
k

A
1

22

,,

1 , 

where 

0201 nnk  . 

a and b are the (α,β) macropixel's dimensions. 
Then, they are extracted from the reflected 

waves aix,y
 αβ to give the high-order ones a'

ix,y
 αβ.  

To toggle to the spectral domain, a FMT is 
applied either to the fundamental modes or the 
high-order ones. After multiplying the modes' 
amplitudes   , 

 , 
' TMTE

mnia  by the corresponding 

reflection operators 
i



 , a FMT-1 allows to 
return to the spatial domain where the incident 
waves Bix,y and b'

ix,y
 αβ are recombined.  

In order to calculate the amplitudes of the 
reflected waves relative to the next iteration, the 

scattering operators 


S  relative to each 
macropixel are introduced.  

In the same way, the iterative process of the 
improved scheme, depicted in Fig. 6, continues 
until reaching the convergence of the transverse 
electric Ei and current density Ji fields. 

 
 
 
 

 
 

Fig. 6. Schematic description of the MWCIP. 
 

IV. APPLICATIONS 
 

A. Microstrip transmission line 
To validate our new multiscale approach, a 

microstrip transmission line was studied. It is 
characterized by its length L=21.0 mm and its 
width w=4.0 mm. The substrate dielectric 
parameters are fixed with h=1.0 mm and εr=9.6. 
The waveguide box parameters are W=8.0 mm 

(6)
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and H=4.0 mm. Fig. 7 shows the layout of the 
investigated structure. 

 

 
 

Fig. 7. Layout of the microstrip transmission 
line. 

If the length of this transmission line is 
L=λ/2, the corresponding theoretic resonant 
frequency would be: 

GHz
L

Cf
r

res 3.2
2







 

where λ is the wavelength and C is the velocity 
of electromagnetic wave in free space.  

   The convergence of the return loss 
coefficient S11 was reached at the 150th iteration 
as shown in Fig. 8. 

   The input impedance imaginary part against 
frequency is simulated. The comparison between 
the WCIP and the MWCIP results, illustrated by 
Fig. 9, shows a good agreement. It can also 
confirm the theoretical resonant frequency 
calculated. 

 
Fig. 8. The convergence of the return loss S11. 

 

  In the WCIP method, 64×16 pixels are used 
corresponding to N1×N2 pixels. However, in our 
improved method MWCIP, 8×2 macropixels are 
used corresponding to N01×N02 resolution. Each 
one is subdivided into 8×8 pixels corresponding 
to n01

 αβ × n02
 αβ resolution.  

  The number of operations is reduced more 
than three times, from 7100 operations with the 
classical WCIP method to 2174 operations with 
the improved one. 

 

 
 

Fig. 9. Simulation of the input impedance 
imaginary part against frequency. 

 
B. Dual-mode bandpass filter 

  After validating our new approach for a 
simple structure, a nondegenerate dual-mode 
microstrip patch filter is investigated. The 
proposed filter is based on a square microstrip 
patch with four symmetrically etched slots as 
shown in Fig. 10. 

  The square patch has a length of W=17.0 
mm, while the slots have equal lengths L=6.0 
mm and widths S=1.0 mm. It is excited with 
asymmetric direct-feed 50 Ω microstrip lines of 
1.0 mm length at the corners, as shown in the 
patch filter's layout. The studied filter is 
developed on duroid material with εr=10.2 and 
0.635 mm thickness [14]. 

 
Fig. 10. Layout of the dual-mode bandpass filter. 

 
The MWCIP is applied to this structure in 

order to simulate the return loss against 

(7)
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frequency for two different values of the slot 
length (L=4.0 mm and L=6.0 mm) and the 
same width S=1.0 mm. The results shown in 
Fig. 11 confirm the effect of the slot length on 
the investigated filter; when L increases the 
filter behavior shifts to lower frequencies and 
the bandwidth becomes narrower [14].  

Good agreement between simulated results 
given by our new approach and the IE3D 
simulator is observed particularly for L=6.0 mm. 
It confirms the accuracy of the MWCIP method. 

 

 
Fig. 11. Comparison of the simulated returns 
loss against frequency between MWCIP and 
[14] for two slot lengths. 
 

    For this simulation, 4×4 macropixels are 
subdivided to 16×16 pixels each one as shown 
in Fig. 12. The total computation time was 
17mn 12s for 60 frequency points (17.2s per 
frequency point). 
 

 
Fig. 12. Meshing applied to the bandpass filter 
in MWCIP method. 

 

A wider bandwidth is investigated using 
the WCIP and MWCIP methods in order to 
compare their results with the simulated and 
measured ones [14] shown by Fig. 13 that 
reveals a good agreement. Four resonant 

frequencies and a better rejection are 
observed. 
 

 
Fig. 13. Simulated return loss against 
frequency. 
 

Table1: Comparison of the CPU time between 
WCIP and MWCIP methods 

 WCIP MWCIP 

Pixel number 128×128 

8×8 
macropixels 

+ 
16×16(for 

each 
macropixel) 

Iteration 
number 300 300 

Computation 
time 1h 16mn 37s 45mn 33s 

1 iteration 
CPU time 51s 30.48s 

Operatio 
N number 159×103 91119 

 
The computation time and the number of 

operations between the classical iterative 
method and the improved one are criticized. 

The table shows that the CPU time 
computation is reduced for the same number of 
iterations. Also, the number of operations 
decreases from 159×103 to 91119 with the 
MWCIP which gives a ratio of 1.75. 

 
V. CONCLUSION 

The formulation of the multiscale iterative 
method was described. The computation time 
and the requirements in data-processing 
memory were considerably reduced in relation 
to the classical WCIP. The results obtained 
with the two investigated circuits prove the 
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efficiency of our approach and its agreement 
with the published ones.    

Consequently, the present approach will be 
studied for further new applications and its 
performances will have to be improved.  
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