
The illustrations on the front cover have been obtained from the ARC research group at the Department of
Electrical Engineering, Colorado School of Mines

Published, sold and distributed by: River Publishers, Alsbjergvej 10, 9260 Gistrup, Denmark

APPLIED
COMPUTATIONAL
ELECTROMAGNETICS
SOCIETY
JOURNAL

 202
Vol. 3  No. 
ISSN 1054-4887

The  ACES Journal  is abstracted in INSPEC, in Engineering Index, DTIC, Science Citation Index Expanded, the 
Research Alert, and to Current Contents/Engineering, Computing & Technology.

 



THE APPLIED COMPUTATIONAL ELECTROMAGNETICS SOCIETY

http://aces-society.org

EDITORS-IN-CHIEF

Atef Elsherbeni Sami Barmada

Colorado School of Mines, EE Dept. University of Pisa, ESE Dept.
Golden, CO 80401, USA 56122 Pisa, Italy

ASSOCIATE EDITORS

Maokun Li Wei-Chung Weng Paolo Mezzanotte
Tsinghua University National Chi Nan University, EE Dept. University of Perugia

Beijing 100084, China Puli, Nantou 54561, Taiwan I-06125 Perugia, Italy

Mauro Parise Alessandro Formisano Luca Di Rienzo
University Campus Bio-Medico of Rome Seconda Universita di Napoli Politecnico di Milano

00128 Rome, Italy 81031 CE, Italy 20133 Milano, Italy

Yingsong Li Piotr Gas Lei Zhao
Harbin Engineering University AGH University of Science and Technology Jiangsu Normal University

Harbin 150001, China 30-059 Krakow, Poland Jiangsu 221116, China

Riyadh Mansoor Long Li Sima Noghanian
Al-Muthanna University Xidian University Commscope

Samawa, Al-Muthanna, Iraq Shaanxa, 710071, China Sunnyvale, CA 94089, USA

Lijun Jiang Steve J. Weiss Qiang Ren
University of Hong Kong, EEE Dept. US Army Research Laboratoy Beihang University

Hong, Kong Adelphi Laboratory Center (RDRL-SER-M) Beijing 100191, China
Adelphi, MD 20783, USA

Shinishiro Ohnuki Jiming Song Nunzia Fontana
Nihon University Iowa State University, ECE Dept. University of Pisa

Tokyo, Japan Ames, IA 50011, USA 56122 Pisa, Italy

Kubilay Sertel Toni Bjorninen Stefano Selleri
The Ohio State University Tampere University DINFO - University of Florence

Columbus, OH 43210, USA Tampere, 33100, Finland 50139 Florence, Italy

Giulio Antonini Santanu Kumar Behera Yu Mao Wu
University of L Aquila National Institute of Technology Fudan University
67040 L Aquila, Italy Rourkela-769008, India Shanghai 200433, China

Antonio Musolino Daniele Romano Fatih Kaburcuk
University of Pisa University of L Aquila Sivas Cumhuriyet University
56126 Pisa, Italy 67100 L Aquila, Italy Sivas 58140, Turkey

Abdul A. Arkadan Alireza Baghai-Wadji Huseyin Savci
Colorado School of Mines, EE Dept. University of Cape Town Istanbul Medipol University

Golden, CO 80401, USA Cape Town, 7701, South Africa 34810 Beykoz, Istanbul

Salvatore Campione Marco Arjona López Zhixiang Huang
Sandia National Laboratories La Laguna Institute of Technology Anhui University

Albuquerque, NM 87185, USA Torreon, Coahuila 27266, Mexico China

Ibrahim Mahariq Kaikai Xu Amin Kargar Behbahani
American University of the Middle East University of Electronic Science Florida International University

Kuwait and University of and Technology of China Miami, FL 33174, USA
Turkish Aeronautical Association

Turkey
China

Laila Marzall
University of Colorado, Boulder

Boulder, CO 80309, USA



EDITORIAL ASSISTANTS
Matthew J. Inman

University of Mississippi, EE Dept.
University, MS 38677, USA

Shanell Lopez
Colorado School of Mines, EE Dept.

Golden, CO 80401, USA

EMERITUS EDITORS-IN-CHIEF

EMERITUS ASSOCIATE EDITORS

Duncan C. Baker
EE Dept. U. of Pretoria

0002 Pretoria, South Africa

Robert M. Bevensee
Box 812

Alamo, CA 94507-0516

Allen Glisson
University of Mississippi, EE Dept.

University, MS 38677, USA

Ozlem Kilic
Catholic University of America
Washington, DC 20064, USA

Ahmed Kishk
Concordia University, ECS Dept.
Montreal, QC H3G 1M8, Canada

David E. Stein

Washington, DC 20330, USA

Yasushi Kanai Mohamed Abouzahra Alexander Yakovlev
Niigata Inst. of Technology MIT Lincoln Laboratory University of Mississippi, EE Dept.

Kashiwazaki, Japan Lexington, MA, USA University, MS 38677, USA

Levent Gurel Sami Barmada Ozlem Kilic
Bilkent University University of Pisa, ESE Dept. Catholic University of America

Ankara, Turkey 56122 Pisa, Italy Washington, DC 20064, USA

Erdem Topsakal Alistair Duffy Fan Yang
Mississippi State University, EE Dept. De Montfort University Tsinghua University, EE Dept.

Mississippi State, MS 39762, USA Leicester, UK Beijing 100084, China

Rocco Rizzo Atif Shamim William O’Keefe Coburn
University of Pisa King Abdullah University of Science and US Army Research Laboratory
56123 Pisa, Italy Technology (KAUST) Adelphi, MD 20783, USA

Thuwal 23955, Saudi Arabia

Mohammed Hadi Amedeo Capozzoli Wenxing Li
Kuwait University, EE Dept. Univerita di Naoli Federico II, DIETI Harbin Engineering University

Safat, Kuwait I-80125 Napoli, Italy Harbin 150001, China

EMERITUS EDITORIAL ASSISTANTS

Khaleb ElMaghoub
Trimble Navigation/MIT
Boston, MA 02125, USA

Anne Graham
University of Mississippi, EE Dept.

University, MS 38677, USA

Kyle Patel
Colorado School of Mines, EE Dept.

Golden, CO 80401, USA

Madison Lee
Colorado School of Mines, EE Dept.

Golen, CO 80401, USA

Mohamed Al Sharkawy
Arab Academby for Science and Technology, ECE Dept.

Alexandria, Egypt

Christina Bonnigton
University of Mississippi, EE Dept.

University, MS 38677, USA

Allison Tanner
Colorado School of Mines, EE Dept.

Golden, CO 80401, USA



SEPTEMBER 2022 REVIEWERS

Layla H. Abood Biswa Binayak Mangaraj

Djelloul Aissaoui Ali Madani Mohammadi

Rezaul Azim Weidong Mu

Syed Sabir Hussain Bukhari Amjad Omar

Mahendran C. Balendu Kumar Pandey

Xiaoming Chen Andrew Peterson

Merit Cisneros-Gonzalez Natarajamani S.

Yogesh Kumar Coukiker Sayidmarie

Arkaprovo Das Fusun Oyman Serteller

Tanmaya Kumar Das Marsellas Waller

Mona Elhelbawy Lu Wang

Piotr Gas Steven Weiss

Bernhard J. Hoenders Gaobiao Xiao

Muyu Hou Wentao Yuan

I. Kathir Xiaoyan Zhang

Wang-Sang Lee Yun-Qi Zhang

Yingsong Li



THE APPLIED COMPUTATIONAL ELECTROMAGNETICS SOCIETY JOURNAL

Vol. 37 No. 9 September 2022

TABLE OF CONTENTS

Analysis of Transmission Characteristics of EBG Structures by Subgridding
Unconditionally Stable FETD Method

Yixin Wang, Bing Wei, and Kaihang Fan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 921

A New Approach of Applying Chebyshev Distribution of Series Fed Microstrip Antenna
Array for Radar Applications

Mohammed S. Salim, Tareq A. Najm, Qusai Hadi Sultan, and Adham M. Saleh . . . . . . . . . . 933

Reduction of Random Variables in EMC Uncertainty Simulation Model
Jinjun Bai, Yixuan Wan, Ming Li, Gang Zhang, and Xin He . . . . . . . . . . . . . . . . . . . . . . . . . . . . 941

Parametric Modeling and Optimization of Switched Reluctance Motor for EV
Lijun Liu, Yu Huang, Mingwei Zhao, and Yi Ruan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 948

Design of a Wideband CPW Fed Fractal Antenna for Satellite Communication
Varnikha Nanthagopal and Jothilakshmi Paramasivam . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 959

Decoupling Technique Based on Field Distribution on Ground Plane for WLAN MIMO
Antenna Applications

Zicheng Zhou, Xiao-Yu Ma, Zi-Yu Pang, Guan-Long Huang, Rui-Sen Chen, and
Changqing Gu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 970

Bandwidth Enhancement of Slot Antenna Using Fractal Shaped Isosceles for UWB
Applications

Djelloul Aissaoui, Abdelhalim Chaabane, Noureddine Boukli-Hacene, and
Tayeb A. Denidni . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 977

On the Coupling Imbalance of the UWB BLC in the 5G Low Noise Amplifier Design
Tamer G. Abouelnaga and Esmat A. Abdallah . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 986

A Novel Compact Filtering Antenna for 5.0-GHz WLAN Communication System
Shujia Yan, Chongqi Zhang, Qiang Chen, and Mei Song Tong . . . . . . . . . . . . . . . . . . . . . . . . . . 996

A Novel Comb-line Leaky-wave Antenna for 77 GHz FMCW Automotive Radar System
and Comparison with Buttler Beamformers

Masoud Sarabi and Warren F. Perger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1005

© 2022, The Applied Computational Electromagnetics Society



921 ACES JOURNAL, Vol. 37, No. 9, September 2022

Analysis of Transmission Characteristics of EBG Structures by Subgridding
Unconditionally Stable FETD Method
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Abstract – Subgridding unconditionally-stable finite-
element time-domain method based on spatial modes fil-
tering (SSMF-FETD) is combined with the Floquet theo-
rem and used to analyze the transmission characteristics
of 2-D dielectric pillar-array electromagnetic bandgap
(EBG) structures with cross-section shapes of square
and H. The computational stress is effectively reduced
by exploiting the periodicity of the EBG structure and
subgridding technique. Through the spatial modes fil-
tering (SMF) method, the subgridding FETD (S-FETD)
method is developed into the SSMF-FETD with larger
time steps and higher computational efficiency. The ef-
fect of geometric and electromagnetic parameters on
transmission characteristics of EBG structures are ana-
lyzed and compared in detail, the conclusions are as fol-
lows: the optimal filling ratio of the dielectric square-
pillar EBG structure is 0.5, the composite H-pillar EBG
structure has multiple bandgaps and can effectively save
metal materials while satisfying the design requirements.
The effect of electromagnetic parameters can be uni-
formly analyzed from the perspective of the average rel-
ative permittivity; with its increase, the central frequency
of the bandgap becomes lower. It should be noted that the
bandgap distribution and variation of composite H-pillar
EBG structure are related to how its dielectric parameters
change and combine. The results can serve as a reference
for similar structures design.

Index Terms – electromagnetic bandgap (EBG), finite-
element time-domain (FETD), Floquet theorem, spatial
modes filtering (SMF), subgridding technique.

I. INTRODUCTION

Electromagnetic bandgap (EBG) is a type of elec-
tromagnetic structure that can prevent electromagnetic
wave propagation in specific frequency ranges [1]. Sim-
ilar to the photonic band gap (PBG) structures in the

optical band, EBG structures can be directly composed
of various dielectrics, metals, or other hybrid materi-
als which are arranged periodically in a vacuum, or
implanted into the base material. Due to the obvious
bandgap characteristic, EBG structures have been ap-
plied in many fields in recent years [2, 3]. It can be
used to design microwave devices such as broad band-
stop filters and high-Q resonators [4, 5], improve an-
tenna performance [6–8] or design multi-frequency an-
tennas [9, 10], increase the efficiency and output power
of power amplifiers and be used as frequency selection
surfaces[11, 12], etc. For the numerical simulation of
2-D EBG structures with regular geometric shapes, the
finite-difference time-domain (FDTD) method [13–15]
is used more frequently than the finite-element time-
domain (FETD) method [16, 17]. The principle of FDTD
is simple and it’s easy to implement by programming. At
the same time, FETD is suitable for dealing with com-
plex media [18] and its discretization schemes are more
flexible and convenient. However, if the EBG structure
contains complex and fine structures, the space step size
will be very small to capture them accurately when dis-
cretizing the computational domain, which will increase
the number of grids and memory demand by a consider-
able amount. At the same time, both FDTD and FETD
are limited by the stability condition [19]. The time step
is restricted by the minimum space step and has to be
very small, which leads to long calculation time and low
efficiency. These present a great challenge to the tradi-
tional FDTD and FETD method.

Recently, the spatial modes filtering (SMF) method
has been proposed and introduced to FDTD and FETD
[20–22] to break through the stability condition by fil-
tering out the spatial modes that are unstable under
the given larger time step from the numerical sys-
tem, which substantially improves the computation ef-
ficiency. Later, the SMF-FETD method based on sub-
gridding technique (SSMF-FETD) is proposed in [23].
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The use of subgridding technique can not only ensure the
discretization quality required by fine structures but also
avoid over-division in the region without fine structures.
At present, the researches on EBG structures mainly fo-
cus on the multifunctional design of metal patch EBG
structures and their applications in microstrip structures
[2–5, 14–16], etc. However, there are insufficient re-
search on the effect on electromagnetic characteristics
of EBG structures composed of multiple material pillars
caused by cross-section shapes, combination ways, and
electromagnetic parameters.

In this paper, the SSMF-FETD method [23], which
has natural advantages in simulating EBG structures,
is used to conduct a numerical analysis on a dielectric
square-pillar EBG structure and a composite H- pillar
EBG structure. In the spatial domain, due to the regular
geometric shape of EBG structures, discretizing the com-
putational domain with rectangular grids is enough to en-
sure modeling accuracy. Using refined rectangular grids
to capture the fine structures in EBG structure not only
increases the discrete flexibility but also avoids creat-
ing excessively unnecessary unknowns in other regions.
Besides, the computational domain is reduced by intro-
ducing the Floquet periodic boundary condition. In the
time domain, the time step of FETD is effectively ex-
panded through the SMF method, thus the time domain
iteration pressure is reduced, and the calculation time is
shortened.

Through analyzing the influence of geometric and
electromagnetic parameters on the transmission charac-
teristics of EBG structures, it can be seen that the optimal
filling ratio of the dielectric square-pillar EBG structure
is 0.5, the composite H-pillar EBG structure has multi-
ple bandgaps and can effectively save metal materials on
the basis of satisfying design requirement. The influence
of electromagnetic parameters on EBG structures can be
uniformly analyzed from the perspective of the average
relative permittivity as: with its increase, the central fre-
quency of bandgap becomes lower. It should be noted
that the bandgap distribution and variation of the com-
posite H-pillar EBG structure are related to how its di-
electric parameters at the grooves on both sides change
and combine.

II. CALCULATION MODEL AND
NUMERICAL METHOD

A. Calculation model of EBG Structure

A 2-D EBG structure composed of dielectric square
pillars periodically arranged in a vacuum is shown in
Fig. 1 (a). There are N layers of pillars in the x-direction
and infinite layers in the y-direction. The cross-section
side length of the pillar is a, the relative permittivity is
εr, and the periodic length of EBG unit is r.

The relevant boundary condition settings of a
calculation periodic unit T when N=6 are shown in
Fig. 1 (b). The absorbing boundary condition (ABC) is
set in the x-direction, and the Floquet theorem f (x,y+
T, t) = f (x,y, t)) can be used to introduce the periodic
boundary condition (PBC) and simplify the calculation
because there are infinite layers in the y-direction. The
planar differential Gaussian pulse is set at the position of
the excitation source. The line integral of the transmit-
ted fields is obtained at the observing position, as Et1 for
the presence of dielectric pillars and Et0 for the absence.
The transmission coefficient of the EBG structure is cal-
culated by the ratio of Et1 and Et0 after Fourier transform
as:

Transmissioncoefficient =
FFT(Et1)

FFT(Et0)
.

Fig. 1. (a) The 2-D dielectric square-pillar EBG struc-
ture. (b) Boundary condition settings of a calculation pe-
riodic unit T.

B. Numerical method

The traditional FETD discretization scheme gener-
ally requires conforming grids to divide the whole do-
main [24], and the scale is Δ usually determined by the
incident wave as:

Δ ≤ λ
10

=
λ0

10
√εrμr

,

where εr and μr are the electromagnetic parameters of
the target domain, λ and λ0 are the wavelength of the
incident wave in the target domain and in a vacuum re-
spectively. For the 2-D EBG structure model shown in
Fig. 1, the space step required by dielectric pillars is ob-
viously smaller than that required by the vacuum back-
ground, which would lead to an unnecessarily over-fine
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discretization of the vacuum domain. In this scenario,
the introduction of the subgridding technique can create
a more rational discretization scheme with fewer spatial
elements in the computational domain.

As shown in Fig. 2, suppose the dielectric pillar is
uniformly divided by fine grids of scale l f and the re-
maining vacuum domain is divided by coarse grids of
scale lc. The coarse-to-fine ratio is defined as Ratio = lc

l f
.

Dealing with the discontinuous field values caused by
the different number of edges at the coarse-fine bound-
ary is the core of the subgridding FETD (S-FETD). Tak-
ing the edges at the upper coarse-fine boundary as an ex-
ample, the electric fields are denoted as E5 −E9 at the
fine boundary, as E1 at the coarse boundary in Fig. 2.
The electric fields at the coarse-fine boundary have to be
interpolated [23], the E5 −E9 are respectively equal to

1
Ratio of E1, so the continuity of the fields is ensured and
repeated calculation is avoided.

Fig. 2. Electric fields at the upper coarse-fine boundary
of subgridding element.

The actual computation starts with processing the
edge basis functions which are associated with edge
lengths. The fine-edge basis functions at the boundary
can be directly written as the 1/Ratio of the coarse-edge
basis function [23]. Subsequently, the coarse and fine re-
gions are respectively constructed into a system matrix,
where the coarse region is in the order of first the in-
side edges and then the boundary edges, and the fine
region is in the order of first the boundary edges and
then the inside edges. After completion, the two system
matrices are combined into a complete system matrix T
and S in the order of first coarse region and then fine
region. However, the T and S matrix both contain the

related items that represent the coupling relationship be-
tween the coarse boundary edges. For ensuring the conti-
nuity of the fields, it is necessary to delete them and only
retain their corresponding fine-edge-related items in the
calculation [23]. Then the S-FETD system equation can
be obtained as follows [23]:

Tnew
d2enew

dt2 +Snewenew = hnew,

where Tnew and Snew are the new system mass matrix and
stiffness matrix without the items that relate to the coarse
boundary edges, enew is the correlation coefficient vector
of the edge basis function, hnew is the excitation vector.

Although the S-FETD method can reduce the num-
ber of grids, its time step is still limited by the stabil-
ity condition. Since the system matrices established after
the introduction of subgridding technique in the finite-
element framework still maintain the characteristics of
symmetric positive definite or symmetric semi-positive
definite [23], the SMF method can be directly applied to
S-FETD to break through the limitation of the time step
Δt by the minimum spatial step. By solving the gener-
alized eigenvalue problem of the system, and then ex-
cluding the unstable eigenmodes from the basic numeri-
cal system, the simulation stability under the given large
time step can be guaranteed [22]. The unstable modes are
required to satisfy [22]:

λ 2
i ≥ 4

Δt2 ,

where λ 2
i is the ith eigenvalue of the system matrix, and

the column vectors of matrix Φh are the eigenvectors
of unstable modes. Then the S-FETD can be developed
into SSMF-FETD with a new system without unstable
modes through simple modification, and the system ma-
trix equation is changed into [23]:

Tnew
d2enew

dt2 +Snew
(
I−ΦhΦT

h Tnew
)

enew = hnew.

III. TRANSMISSION CHARACTERISTIC
ANALYSIS OF THE SQUARE-PILLAR EBG

STRUCTURE

In this section, the efficiency and accuracy of the
SSMF-FETD method are verified by calculating the
transmission coefficient of the square-pillar EBG struc-
ture. Meanwhile, the effect of geometric and electro-
magnetic parameters on its transmission characteristics
is analyzed.

A. Efficiency and accuracy verification of SSMF-
FETD

The parameters of the dielectric square-pillar are as
follows: cross-section side length is a=0.01 m, periodic
length of EBG unit is r=0.02 m, relative permittiv-
ity is εr = 14. The coarse and fine grids are of scale
l f = 0.0004 m and lc = 0.002 m. The pulse width is
τ = 2×10−10s and the pulse peak value is at t0 = τ .
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Figure 3 shows the transmission coefficient of the 2-
D dielectric square-pillar EBG structure obtained from
FETD, S-FETD, and SSMF-FETD respectively, and the
calculation results are in good agreement. It can be seen
from Table 1 that compared with the FETD which has
63175 unknowns, the S-FETD effectively reduces the
number of unknowns by nearly 84% through the subgrid-
ding technique. On this basis, the SSMF-FETD adopts
the SMF method to expand the time step and reduces
the time occupied by time marching. Although it takes
some time and memory to solve the generalized eigen-
value problem, SSMF-FETD still improves the calcula-
tion efficiency overall. The results show that the SSMF-
FETD method is efficient and accurate in EBG structure
simulation.

Fig. 3. Transmission coefficient of EBG structure ob-
tained from different methods.

Table 1: Simulation parameters of different methods
Methods Size of the

System
Matrix

Time Step (s) Time for
Eigenvalue
Analysis (s)

Time for
Time

Marching (s)

Memory
(MB)

FETD 63175 5×10−13 Null 1786.60 72.79
S-FETD 10075 5×10−13 Null 311.84 18.54
SSMF-
FETD

10075 3.25×10−12 33.18 161.03 4655.00

B. Effect of geometric parameters

Figures 4 and 5 respectively show the effect of
the side length a and periodic length r on transmission
coefficient when εr = 14. When r = 0.020 m, as a in-
creases, the central frequency of bandgap gradually be-
comes lower, the bandwidth increases at first and then
decreases, and reaches the maximum when a=0.010 m.
When a=0.010 m, as r increases, the central frequency
of bandgap becomes lower, the bandwidth increases
at first and then decreases, and reaches the maximum
when r=0.020m. As r increases continuously, the EBG

structure gradually exhibits dual-band characteristics.
Through Fig. 4 and Fig. 5, it can be verified that for such
a square-pillar EBG structure, the bandgap width is the
widest when the filling ratio ( a

r ) is 0.5.

C. Effect of electromagnetic parameters

The effect of the relative permittivity εr of the di-
electric pillar on the EBG structure is shown in Fig. 6,
where f1 and fh denote the lowest and highest frequency
of the bandgap satisfied S21 <−20dB; f0 and BW denote
the central frequency and bandwidth. It can be seen that
as εr increases, the central frequency of the bandgap be-
comes lower and the bandwidth becomes narrower.

Suppose there is a more complex and practical com-
posite dielectric square-pillar EBG structure that con-
tains two different dielectric materials on the basis of
the above structure. A dielectric square pillar with side
length b and dielectric constant εr2 is surrounded by a
layer of dielectric material with εr3 outside. The struc-
tural parameters of the composite dielectric square-pillar
EBG are still a=0.01 m and r=0.02 m. The coarse grids
shown in Fig. 7 (a) cannot accurately describe the pillar.
However, the subgridding discretization scheme shown
in Fig. 7 (b) can satisfy the requirements of geometric
and dielectric parameters on space step at the same time.

When a and r remain unchanged, the effect of
changing b, or the relative permittivity εr2, εr3 on trans-
mission characteristics of the EBG structure, can be at-
tributed to the change of the average relative permittivity
ε ′r of the composite dielectric pillar. It is clear that ε ′r is a
function of εr2, εr3 and dielectric-pillar area as follow:

ε ′r =
Sb

Sa
(εr2 − εr3)+ εr3,

where Sb = b2 is the internal area, Sa = a2 is the overall
area of the composite pillar.

The change of average relative permittivity ε ′r
caused by the electromagnetic parameters (shown in
Fig. 8 (a) and Fig. 8 (b)) and geometric parameters
(shown in Fig. 8 (c) and Fig. 8 (d)) can affect the cen-
tral frequency and bandwidth of the composite square-
pillar EBG structure. It can be seen that ε ′r can be in-
creased by increasing εr2,εr3 or the filling area with the
larger relative permittivity. In the four different cases
shown in Fig. 8, as ε ′r increases, the central frequency of
the bandgap becomes lower and the bandwidth becomes
narrower. This rule is also applicable to the composite
square-pillar EBG structure has more layers of dielectric
materials.

In fact, εr of the single-dielectric square pillar shown
in Fig. 1 is equivalent to ε ′r. Then, whether it is a single-
dielectric or multi-dielectric square-pillar EBG structure,
by increasing or decreasing the ε ′r, the central frequency
of the bandgap can become lower or higher, also the
bandwidth can become wider or narrower.
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Fig. 4. Effect of a on transmission coefficient when r=0.020m.

Fig. 5. Effect of r on transmission coefficient when a=0.010 m.

The effects of the geometric and electromagnetic pa-
rameters on the transmission coefficient of the dielectric
square-pillar EBG structure are analyzed in this section.
It is verified that the optimal filling ratio of the square-
pillar EBG structure is 0.5. Also, as the average rela-
tive permittivity increases, the central frequency of the
bandgap becomes lower and the bandwidth becomes
narrower.

IV. TRANSMISSION CHARACTERISTIC
ANALYSIS OF THE COMPOSITE H-PILLAR

EBG STRUCTURE

In this section, a composite H-pillar EBG structure
that can satisfy the design requirements and save metal

materials is proposed. The effects of geometric and elec-
tromagnetic parameters on transmission characteristics
are analyzed respectively by adjusting the size and rel-
ative permittivity of the grooves on both sides of the H-
pillar.

A. Design requirements

The periodic arrangement of metal materials or
hybrid materials in a vacuum can also produce EBG
structures. The excitation source parameters are τ =
8 × 10−10s and t0 = τ , under this situation, it is re-
quired to design an EBG structure whose frequency
range of bandgap satisfied S21 < −20dB is not less than
1.28∼1.50 GHz. If the square pillar shown in Fig. 1 is
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Fig. 6. Effect of relative permittivity εr (a) on transmis-
sion coefficient, (b) on central frequency and bandwidth.

Fig. 7. Mesh model of the composite dielectric square
pillar. (a) The coarse mesh scheme. (b) The subgridding
scheme.

made of metal, the bandgap of the metal square-pillar
EBG structure with a = 0.04 m and r = 0.10 m can sat-
isfy the design requirement.

However, it will be extremely expensive to design
with precious metal materials, which are scarce in the
Earth’s crust and difficult to explore, mine, and re-
fine. For the purpose of saving materials and reducing
costs, parts of the metal square pillar can be symmet-
rically hollowed out and filled with dielectric materi-

als to form a composite H-pillar, and then a compos-
ite H-pillar EBG structure. The length of the groove in
the H-pillar is p, the width is q, and the dielectric pa-
rameters at the grooves on both sides are εr1 and εr2
respectively. As shown in Fig. 9 (a), the spatial grids
with a scale of lc = 0.01 m determined by the inci-
dent wave cannot describe the structure accurately, but
it can be solved by using the fine grids l f = 0.002 m to
refine the 4 × 4 coarse grids occupied by the compos-
ite H-pillar as Fig. 9 (b). For simplifying the calcula-
tion, the metal material is regarded as the perfect electric
conductor (PEC).

Figure 10 shows the transmission characteristics
(S21 parameter) of the metal square-pillar EBG struc-
ture and composite H-pillar EBG structures without di-
electric material (εr1 = εr2 = 1). The geometric param-
eters of the ‘H-pillar 1’ case are p = 0.016 m and q =
0.008 m, and the ‘H-pillar 2’ case corresponds to p =
0.010 m and q = 0.036 m. Compared with the square-
pillar case, the bandwidth of the two H-pillar EBG struc-
tures are slightly increased, and the performance is im-
proved. Table 2 shows the detailed bandgap parameters
of these three EBG structures. It can be seen that the
design requirements are satisfied, indicating that the H-
pillar EBG structure can save materials effectively while
maintaining the performance of the metal square-pillar
EBG structure. The cross-sectional area filled with metal
materials has been reduced by 16% and 45% respec-
tively, which is of great significance for saving precious
metal materials and costs.

The composite H-pillars without dielectric material
in both grooves actually construct a pure metal EBG
structure. However, when grooves are filled with di-
electric materials, the H-pillar EBG structure becomes
a multi-band electromagnetic structure, which exhibits
the double-bandgap or triple-bandgap characteristic. The
first bandgap of them still satisfies the design require-
ment of 1.28∼1.50 GHz, but the propagation of elec-
tromagnetic waves in a certain high-frequency range is
also prevented because of the second or third bandgap.
It is significant for the design of multi-frequency and
frequency-selective working devices.

B. Effect of geometric parameters

Figure 11 (a) and Fig. 11 (b) respectively show
the effect of p and q on the transmission characteristics
(S21 parameter) when εr1 = εr2 = 4. The EBG structure
presents the dual-band characteristic at this time. When
q = 0.008 m, as p increases from 0.014 m to 0.018 m, the
performance of the first bandgap is slightly improved,
the central frequency of the second bandgap becomes
lower, and its bandwidth becomes narrower. When p =
0.016 m, as q increases from 0.004 m to 0.012 m, the
performance of the first bandgap is improved, the cen-
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Fig. 8. Effect of average relative permittivity on the central frequency and bandwidth of bandgap. (a) Caused by
εr3 (When b = 0.0072 m, εr2 = 14). (b) Caused by εr2 (When b = 0.0072 m, εr3 = 14). (c) Caused by b (When
εr2 = 18, εr3 = 14). (d) Caused by b (When εr2 = 14, εr3 = 18).

Fig. 9. Mesh model of the composite H-pillar. (a) The
coarse mesh scheme. (b) The subgridding scheme.

tral frequency becomes lower, and the bandwidth is basi-
cally unchanged; the performance of the second bandgap
is improved, and its central frequency becomes lower
while its bandwidth is obviously increased, meanwhile
the pass-band between the two bandgaps becomes nar-
rower.

Table 3 further shows the effect of q on central
frequency and bandwidth when p = 0.016 m, where

Fig. 10. Transmission characteristics (S21 parameter)
of metal EBG structures with different cross-section
shapes.

the suffixes 1-3 indicate the serial number of bandgaps,
and the BW-total denotes the sum of all bandwidths. It
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Fig. 11. The effect of geometric parameters on transmis-
sion characteristics. (a) Caused by p. (b) Caused by q.

Table 2: Bandgap parameters of metal EBG structures
with different cross-section shapes

Requirements Square-pillar H-pillar 1 H-pillar 2
f1(GHz) ≤ 1.28 1.27451 1.23632 1.18103
fh(GHz) ≥ 1.50 1.53956 1.55438 1.54754

can be seen that the EBG structure has three bandgaps
when q ≥ 0.016 m. As q increases, the central fre-
quency of the first bandgap becomes lower and its band-
width becomes narrower, but the design requirements
are still satisfied; the central frequency and bandwidth
of the second bandgap become lower and wider respec-
tively; the central frequency and bandwidth of the third
bandgap become higher and wider respectively. Over-
all, as q increases, the total bandwidth of bandgaps
increases.

Table 3: The effect of q on central frequency and band-
width of bandgaps

q/m f 0-1
(GHz)

BW-1
(GHz)

f 0-2
(GHz)

BW-2
(GHz)

f 0-3
(GHz)

BW-3
(GHz)

BW-total
(GHz)

0.016 1.370 0.392 1.997 0.085 2.105 0.074 0.551
0.020 1.355 0.405 1.920 0.091 2.072 0.075 0.572
0.024 1.343 0.415 1.904 0.113 2.071 0.079 0.607
0.028 1.329 0.405 1.908 0.134 2.100 0.098 0.636
0.032 1.317 0.409 1.892 0.149 2.101 0.103 0.660
0.036 1.302 0.404 1.869 0.170 2.106 0.099 0.673

Fig. 12. Effect of ε ′r on transmission characteristics when
εr1 = εr2. (a) S21 parameter. (b) Central frequency and
bandwidth.

By analyzing the effect of geometric parameters on
transmission characteristics of the composite H-pillar
EBG structure, it can be known that adjusting the size
of the H-pillar grooves can control the generation of the
second, and third bandgap and the movement of their
central frequencies.

C. Effect of electromagnetic parameters

The average relative permittivity of the dielectric re-
gions in the composite H-pillar is ε ′r = (εr1 + εr2)/2 and
the geometric parameters of H-pillar are p = 0.016 m
and q = 0.008 m. Figure 12 shows the effect of ε ′r on
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Fig. 13. Effect of ε ′r on transmission characteristics when
εr1 �= εr2.

Fig. 14. Effect of ε ′r on transmission characteristics when
εr1 is constant. (a) S21 parameter. (b) Central frequency
and bandwidth.

transmission characteristics when εr1 = εr2. As ε ′r in-
creases from 3.5 to 6.0, the first bandgap remains prac-

Fig. 15. Effect of εr2 and εr2 on transmission characteris-
tics when ε ′r = 5. (a) S21 parameter. (b) Central frequency
and bandwidth.

tically unchanged, the central frequency of the second
bandgap becomes lower and its performance decreases,
and the widest bandwidth appears when ε ′r = 4.5.

The effect of ε ′r on the transmission characteristics
when εr1 �= εr2 is shown in Fig. 13. It can be seen that
the EBG structure exhibits the triple-band characteristic
when the dielectric parameters in grooves are different.
Moreover, the exchange of the left and right dielectric pa-
rameters does not affect the transmission characteristics.
As ε ′r increases, the central frequency of the first bandgap
remains unchanged while the second and third bandgaps
become lower.

Figure 14 shows the effect of ε ′r by adjusting εr2 on
the transmission characteristics when εr1 = 3.5. As εr2
increases from 4.0 to 6.5, ε ′r increases, the central fre-
quency, and bandwidth of the first and third bandgaps
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remain practically unchanged, the central frequency of
the second bandgap gradually becomes lower and ap-
proaches the first bandgap, and its bandwidth remains
unchanged. Combining the results shown in Fig. 13 and
Fig. 14, it can be seen that the increase of dielectric
parameters in both grooves may cause the central fre-
quency of the second and third bandgap both become
lower, and the increase of one-side dielectric param-
eter only affects the central frequency of the second
bandgap.

The influence of simultaneous change in εr1 and εr2
on transmission characteristics when ε ′r = 5 is shown in
Fig. 15. We defined the bandgap with lower central fre-
quency as reference bandgap 1 and the higher central
frequency as reference bandgap 2 when εr1 = εr2 = 5
(the black dash line in Fig. 15). It can be seen that the
EBG structure exhibits a triple-band characteristic when
ε ′r = 5 but εr1 �= εr2, the second and third bandgaps
are distributed on both sides of the reference band 2.
Meanwhile, the closer the values of εr1 and εr2 are, the
closer the second and third bandgaps are to the reference
bandgap 2, and the narrower the bandwidth of the third
bandgap is.

The influence of electromagnetic parameters on
transmission characteristics of the composite H-pillar
EBG structure is analyzed by changing the average rel-
ative permittivity ε ′r. First of all, for the dual-band sit-
uation with εr1 = εr2, the increase of ε ′r has little ef-
fect on the first bandgap but causes the central frequency
of the second bandgap obviously becomes lower. Sec-
ondly, for the triple-band situation when εr1 �= εr2, the
increase of ε ′r caused by the simultaneous increase of
εr1 and εr2 causes the central frequency of the sec-
ond and third bandgaps to decrease, the increase of
the dielectric parameter on one side (εr1orεr2) only
causes the central frequency of the second band be-
comes lower. Finally, when the second bandgap of
the EBG structure with ε ′r = εr1 = εr2 = 5 is de-
fined as the reference band, as the value of εr1 and
εr2 change simultaneously and get closer but ε ′r re-
mains unchanged, the second and third bandgaps are dis-
tributed on both sides of the reference band but become
closer to it.

In conclusion, the composite H-pillar EBG struc-
ture can effectively save metal materials on the basis
of satisfying the design requirements. By adjusting the
geometric and electromagnetic parameters, the EBG
structure can exhibit dual- or triple-band characteris-
tics while maintaining the characteristics of the first
bandgap constant. The central frequency of the second
and third bandgaps are adjustable, which increases the
total bandgap width of the EBG structure and can pre-
vent the propagation of electromagnetic waves in multi-
ple frequency ranges.

V. CONCLUSION

In this paper, the transmission characteristics of a di-
electric square-pillar EBG structure and a composite H-
pillar EBG structure are analyzed. The Floquet theorem
is combined with the SSMF-FETD method to simulate
the periodically arranged 2-D pillar-array EBG struc-
tures while the subgridding technique and the periodicity
of the EBG structure are used to reduce the calculation.
The influence of geometric and electromagnetic param-
eters on EBG structures with different cross-section
shapes and materials are compared in detail through the
transmission coefficient and S21 parameters. From the
analysis of geometric parameters, it is verified that the
optimal filling ratio of the dielectric square-pillar EBG
structure is 0.5, and the composite H-pillar EBG struc-
ture is effective in saving metal materials while satisfying
the design requirements and exhibits dual- or triple-
bandgap characteristic. The analysis of the electromag-
netic parameters leads to the conclusion that the central
frequency of the bandgap decreases as the average rela-
tive permittivity increases, the changes are more obvious
in the high-frequency bandgaps of the composite H-pillar
EBG structure. The electromagnetic parameters are also
the factors that affect the number of bandgaps. The EBG
structure exhibits triple-bandgap characteristics when the
dielectric parameters on both grooves are different. The
change of one-side dielectric parameter only affects the
central frequency of the second bandgap, but for both
sides, the central frequency and bandwidth of the sec-
ond and third bandgaps are affected simultaneously. The
work of this paper can provide references for the design
and development of EBG structures.
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Abstract – In this paper a new method of applying
Chebyshev distribution for series fed antenna array was
proposed for radar applications. The first part of this
study consists of applying the proposed method on
antenna arrays working at 2.3 GHz (S-band radar appli-
cations) with 6, 8, 10, 14, and 28 elements, whereas the
second part of the study is applying the method on an-
tenna arrays working at 5.2 GHz (C-band radar applica-
tions) with the same number of elements. The achieved
sidelob level is around (19.6- 24 dB).The obtained an-
tenna gain is around (10-17.4 dB) depending on the num-
ber of elements. Whereas the horizontal half-power beam
width is around (7◦ – 20◦).

Index Terms – Antenna array, Chebyshev distribution,
series fed, side lob level.

I. INTRODUCTION

Radars can be used in many fields such as marine
applications, air traffic control, and military fields. There
are many frequency bands dedicated to radar applica-
tions, for example, X-band (8.5-10.5 GHz), S-band (2.3-
2.38 GHz), and C- band (5.2-5.8 GHz) [1].

In general, antennas play a significant role in radar
systems and they affect the performance of the radar sys-
tems. There are many types of antennas used in radars
applications such as parabolic antennae, horn antennae,
and microstrip antennae. The accuracy of radar detection
depends on several antenna parameters for instance side
lobe level, HPBW, polarization, and gain. Microstrip an-
tenna arrays are widely used in radar applications, due
to their unique features such as high gain, low cost,
lightweight, and low profile, and can accurately con-
trol the radiation patterns [2]. The desired radiation pat-
tern of the antenna array can be formed depending on
the spacing between the elements. It is also relying on
the excitation’s distribution of the elements. The most
popular methods of amplitude distribution are uniform,
Chebyshev and Binomial distribution. Feeding of mi-

crostrip patch antenna array can be achieved by sin-
gle feed or multiple ports. Because of the simplicity of
a single feed port, it is widely used in radar antennas.
Chebyshev method was chosen to apply to the series feed
array antenna with single.

Reducing the side lobe of antenna arrays has at-
tracted much research in recent years [3–8]. Designing
a series-fed microstrip array antenna for x-band Indone-
sian maritime radar was proposed by Hajian M. et al.
In the mentioned work, the researchers designed an 8-
and 16element antenna array and they used the spacing
between elements as a parametric study to optimize the
radiation pattern [9]. Chen Z. and Otto S. studied a ta-
per optimization of a microstrip patch antenna array [10].
A 2*16-element antenna array working at 9.35 GHz for
marine radar applications were proposed by Kuo F. Y.
and Hwang R. B. [11]. The researchers used s-parameter
analysis to find the values of main feed line impedances
by which the Chebyshev distribution is achieved [11].
Milijić M. et al studied the influence of feeding structure
on the side lobe level [12]. A 4*4 non-uniform antenna
array working at 0.9 GHz was designed by Inserra D., Hu
W., and Wen G. They used a sequentially rotated series
power divider to apply a Chebyshev tapering [13]. Toan,
Tran, and Giang proposed a double-sided printed dipole
linear array antenna working at 5.5 GHz for WLAN out-
door applications. The proposed antenna consists of 10-
element double side; also the researchers used series-fed
Chebyshev tapering [14].

The main idea behind this paper is to examine a
new analysis method to apply Chebyshev distribution
for a series-fed microstrip antenna array. The distribu-
tion of amplitude excitations of the array elements is
controlled by changing the width of the main feed line.
The variation of the width was evaluated depending on
the impedance values, which were calculated by the pro-
posed method. By applying this method of analysis,
a wider feed line was obtained as compared to other
works. This technique allows more power to be trans-
mitted through the antenna array due to the fact that
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impedance values are reduced with increasing the width
of the feed line. In addition, the increased width of the
feed lines is an advantage from the manufacturing per-
spective since less fabrication accuracy is needed. Fur-
thermore, the proposed method in this work has shown
that the variation of the feed line’s impedance is too small
where the impedance values are ranging from 43 to 70
Ω, which in fact doesn’t necessitate the use of λ /4 trans-
form. All these advantages of the proposed technique
cause the proposed antenna arrays to exhibit low com-
plexity and low fabriction cost in addition to handling
higher power while maintaining the standard acceptable
performance.

II. THEORETICAL ANALYSIS

The analysis of the feeding network was achieved
by considering each feed line of the elements as a tee
junction, which is denoted by T1, T2....T6 as shown in
Fig. 1, [11]. The distance between the two elements was
chosen to be one wavelength λ , whereas the length of
the feeding line of each element is λ /4 see Fig. 1. The
power ratio between the tee junction ports is depending
on the characteristic impedance of the microstrip lines.
The impedances of the main feed line are denoted by Zi,
where i = 1, 2. . . 7 as explained in Fig. 2. The value of
Z1 was assumed to be 70 Ω. The impedances of the feed
lines of all the elements were assumed to be the same
and denoted by Z = 50 Ω except element 7, which was
assumed to be 45 Ω. The values of Z(in,1) to Z(in,6) which
represent the impedances seen after i-th tee junction were
calculated depending on the power divider relation. For
example, to calculate Z(in,1), at tee junction 1 the power
divider relationship is given by [13]:

PinZ1 = Pin,1Zin,1. (1)
Where: Pin is the total power fed to the one side of the
feeding network. Pin,1 is the power delivered to port 2 of
the first tee junction and it is given by Eq. 2.

Pin,1 = Pin −P1. (2)
Where P1, P2 . . . . . . . Pi is the power fed to each ele-
ment of the array, which was calculated according to
the Chebyshev distributions. Therefore, the values of
Z(in,1) to Z(in,6) were evaluated using Eq. 1. To calcu-
late the values of Zi, a reverse impedance analysis was
applied. The values of the calculated Zi are listed in
Table 1. Depending on the assumed values of Z1 and Z,

Fig. 1. The proposed antenna array configuration (14 el-
ements).

Fig. 2. Equivalent circuit of the right side 14-element an-
tenna array.

Table 1: Values of calculated impedances of the main
feed line

Impedance Value of the
Impedance Ω

Width of the
Line (mm)

Z1 (assumed) 70 1.5
Z2 49.5 3
Z3 51.1 2.85
Z4 51.7 2.8
Z5 52.5 2.7
Z6 61 2.04
Z7 43 3.8

the obtained range of Zi is extended from 43 to 70 Ω. On
the other hand, this assumption excludes the use of λ /4
transform between the elements but only one λ /4 trans-
form is used in the feed that separates both sides of the
antenna array.

III. ANTENNA DESIGN

A rectangular microstrip antenna was chosen to be
the basic element of the array. The width (W) and length
(L) of the elements were optimized to satisfy the de-
sired frequency bands. At the S-band, the dimensions of
the patch antenna is W = 39.18 mm and L = 30.4 mm,
whereas W = 17.1 mm and L = 12.8 mm at the C-band.

At the beginning, a 14-element antenna array work-
ing on 2.3 GHz was designed. The array is divided into
two symmetrical parts each part contains 7 elements as
shown in Fig. 1. The proposed antenna array was imple-
mented on FR4 substrate with relative dielectric constant
εr = 4.3, thickness of 1.6 mm and tangent loss δ=0.025.

The feeding network was designed according to the
Chebyshev distribution. The amplitude excitation of each
element was calculated based on the Chebyshev method
[1] and listed in Table 2. To validate the proposed method
of feeding network analysis, two steps were applied.
The first step is to change the number of elements (6, 8
and 10) for the proposed antenna array at 2.3 GHz. The
second step of validation is to redesign the same antenna
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Fig. 3. Geometry of the 2∗14-element antenna array at C-band.

Table 2: Calculated Chebyshev amplitude excitation
Amplitude
Excitation
of the i-th
Element

6
Elements

8
Elements

10
Elements

14
Elements

a1 1 1 1 1
a2 0.72 0.818 0.89 0.786
a3 0.37 0.544 0.706 0.496
a4 —— 0.33 0.485 0.266
a5 —— —— 0.357 0.138
a6 —— —— —— 0.077
a7 —— —— —— 0.0065

arrays (6, 8, 10 and 14 elements) at different frequency
band (5.2 GHz). To increase the gain of the array, the
number of elements was duplicated as shown in Fig. 3 to
be a 2∗14-element antenna array.

IV. RESULTS ANALYSIS

This section presents the simulated results of the
proposed antenna arrays in terms of reflection coeffi-
cient (S11), surface current distribution, half power beam
width (HPBW), antenna gain and sidelobe level at two
frequency bands (S and C band). These simulated re-
sults are obtained by CST software package. The sim-
ulated reflection coefficients for the two arrays are ex-
plained in Figs. 4 (a) and (b). Each array is simulated
with different number of elements (6, 8, 10, 14 and 28
elements) to show their effect on the bandwidth. It is
clear from figures that the obtained bandwidth fluctuated
when increasing the number of elements in both bands.
These fluctuations can be related to the effect of the feed-
ing network. By increasing the number of elements the
feeding network becomes more complex and the over-
all impedance of the antenna array will change. This
will affect the S11 and bandwidth results. Additionally,
it can be noticed that there is a small shift in the operat-
ing frequency bands. This shift happened because of the
change of the total physical length of the array antenna
due to the change in the number of elements in each
array.

Fig. 4. S11 of the designed antenna arrays at: (a) S-band.
(b) C-band.

Furthermore, the 2D-Normalized antenna array pat-
terns in xz-plane were plotted in Fig. 5 while the
antenna parameters of the presented antennas like
HPBW, antenna gain and side lob level were listed in
Tables 3 and 4. These tables show the natural trend of
decreasing HPBW with increasing the number of radiat-
ing elements in 1-D antenna array [2]. This means com-
pressing the radiation pattern in the xz-plane (horizon-
tal) and expanding the radiation pattern in the yz-plane
(vertical). The only exception for the previous scenario
is in the case of the 2∗14 element where the horizontal
HPBW is slightly increased approximately by 2◦. This
increase is resulted from duplicating the number of ele-
ments from 14 to 2∗14 element, which leads to compress
the pattern in elevation and expand the pattern in the hor-
izontal plane.
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Table 3: HPBW, Gain and SLL of array antennas at
2.35 GHz
No. of Elements HPBW

(deg.)
xz-

Plane

HPBW
(deg.)

yz-
Plane

BW
(MHz)

Gain
(dB)

SLL
(dB)

6 20.3 78 44 10 −22
8 19.5 79 40 10.8 −20
10 17 81 76 11.3 −23
14 7.4 89 169 14.5 −20
2*14 9.1 86 199 17.4 −21.5

Table 4: HPBW, Gain and SLL of array antennas at
5.2 GHz
No. of
Ele-

ments

HPBW
(deg.) xz-

Plane

HPBW (deg.)
yz- Plane

BW
(MHz.)

Gain
(dB)

SLL
(dB)

6 20.4 79 240 10.1 −19.7
8 20 79 387 10.3 −19.6
10 13.1 82 290 11.4 −21.9
14 8.4 85 408 13.2 −20.1
2*14 10.8 83 357 17 −23.1

Moreover, the tables indicate that the gain of an-
tenna arrays are increased with increasing the number
of elements. A 3dB gain enhancement was obtained by
duplicating the radiating elements from 14 to 28. Re-
garding to the achieved side lob level, it is approximately
-19 down to -25 dB. On the other hand, the surface cur-
rent distribution for the 2∗14-element antenna array is
shown in Fig. 6. It evident that the radiating elements
at the center of the arrays have higher amplitude ex-
citation compared to the elements at the edges of the
arrays as shown in the amplitude excitation values in
Table 2. Finally, the 3D and 2D radiation patterns for
28 elements were illustrated in Fig. 7 and Fig. 8 at the
two bands.

V. EXPERIMENTAL RESULTS

To validate the simulation results, 14 and 28-
element prototype antenna arrays at 5.2GHz were cre-
ated on a PCB board as shown in Fig. 9. A vector net-
work analyzer (VNA) was used to test the S-parameter
of the printed antennas. Comparisons between the sim-
ulated and measured outcomes for the two proposed an-
tennas are depicted in Fig. 10. It is clear from these com-
parisons that the results of the 2∗14-element antenna ar-
ray have the same tendency whereas some differences
were noticed in the results of the 14-element antenna
array.

The radiation pattern is another significant parame-
ter that should be tested practically inside the anechoic
chamber to show the side lobes levels and compare it

(a)

(b)

Fig. 5. 2D Radiation pattern in x-z plane of the designed
antenna arrays at: (a) 2.35 GHz; (b) 5.2 GHz.

(a)

(b)

Fig. 6. Surface current distribution of 28 element at: (a)
2.35 GHz; (b) 5.2 GHz.

with the simulation ones. The x-y plane radiation pat-
tern was plotted. Figure 11 shows the comparison of the
x-y plane radiation pattern of the theory with the simu-
lated and measured results. The theory results were ob-
tained using the equations listed in [1]. The array fac-
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(a) (b)

(c)

Fig. 7. Far-field radiation pattern of the antenna array at
2.35 GHz.: (a) H-plane; (b) E-plane; (c) 3D pattern.

(a) (b)

(c)

Fig. 8. Far-field radiation pattern of the antenna array at
5.2 GHz: (a) H-plane; (b) E-plane; (c) 3D pattern.

tor was calculated first and then multiplied with the ra-
diation pattern of the single-element antenna. It is clear
from Fig. 11 that a good agreement is achieved between
simulated and measured results for the two proposed an-
tenna arrays. All the obtained results are summarized in
Table 5. It is clear from the table that the experimental re-
sults have the same trend as those obtained by simulation
with small differences.

Finally, the differences between simulation and
measurements results in Figs. 10 and 11 can be related

Fig. 9. Fabricated antenna arrays and experimental setup.
(a) 14-elements fabricated antenna array. (b) 28-elements
fabricated antenna array. (c) experimental setup.

Fig. 10. Comparison of S11 results between Simulation
and Measurements at C-band.

to the assumed values of the εr of the substrate and the
effect of non-ideal environment of the Lab. In addition,
due to the toleration of manufacturing and soldering,
there are some deviations between the measured and
simulated data. In general, the proposed antennas have
achieved the expected SLL. The differences between the
theory against the simulation and measurement results
can be related to the fact that the theory does not take
into account the effect of mutual coupling between the
elements.
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Fig. 11. Comparison of xy-plane results for the printed
antenna array at 5.2 GHz. (a) 14-elements. (b) 28-
elements.

Table 5: HPBW, gain and SLL of array antennas at
5.2 GHz of the simulated and measurement results

No. of Elements HPBW
(deg.) xz

plane

BW
(MHz)

Gain
(dB)

SLL
(dB)

14 Simulated 8.4 408 13.2 −20.1
14 Measured 12 318 12.1 −20
2*14 Simulated 10.8 357 17 −23.1
2*14 Measured 10 540 15.7 −24

VI. COMPARESION WITH OTHER WORKS

Table 6 shows a comparison between the obtained
results of the proposed antenna arrays in this article with
other works. To make a fair comparison, the performance
of the antenna array was compared with other works in
literature that have the same number of elements. It was
observed that a good agreement with such works is ob-
tained in terms of HPBW and SLL. However, the val-
ues of BW that are obtained in this work outperform
other reported works. In addition, there are some differ-
ences in gain values, which can be related to the num-
ber of elements or to the geometry of the antenna ar-

Table 6: Comparing with results from other works
This
work
Sim.

This
work
Sim.

This
work
Meas.

[10] [14] [11]

No. of El-
ements

1*10 2*14 2*14 1*10 1*10 2*16

Freq/GHz 5.2 5.2 5.2 5.8 5.5 9.35
HPBW/ 0 13.1 10.8 10 10 10.4 5.3
BW/ MHz 290 357 540 90 212 100
Gain / dB 11.4 17 15.7 —- 17.5 22
SLL / dB −21.9 −25.6 −24 −20 −26 −26.4

ray as shown below. Finally, the overall agreement be-
tween the obtained results and the other works validate
the proposed method of applying the Chebyshev distri-
bution with gaining the advantage of less complexity and
cost.

By comparing the design of 10 elements with a ref-
erence [10], a good correlation was observed between
the results. In [10], a symmetric 10-element antenna ar-
ray with a Chebyshev tapering operating at 5.8 GHz has
been designed by two methods of tapering. The first is
the patch width tapering method and the second is the
feed line tapering method [10]. As compared to [14],
there is a difference in the results of the SLL and gain
for the design of 10-element antenna array at the C-band.
The difference of the gain values is due to the effect of
the driven element, which is found above each element in
the array reported in [14]. Whereas the difference of the
SLL can be related to the methodology of the design and
the type of the material (Roger RT /Duroid). The main
difference between this work and [14] is the methodol-
ogy of the design. Shunt stubs were added to the main
feed line to achieve Chebyshev tapering with calculated
values of the impedances of these stubs ranging from 45-
178 Ω whereas in this work they are from 43-70 Ω. In
addition, in [14] the value of the higher impedance is
178 Ω and the width of the strip line less than 0.8mm,
which represent weakness when using high power. In
[11] the researchers designed a 2*16-element antenna ar-
ray. They used the width of the main feed line to achieve
the Chebyshev distribution. They considered each junc-
tion of the feed line of the element as a tee junction then
they found the s-matrix of the tee junction. Depending on
the analysis of the s-matrix, they found the impedances
of the main feed line. In addition, they considered the
impedance value of feed lines of the elements to be equal
to 100 Ω. It can be noticed that they use a λ /4 trans-
former after each junction. Referring to [11], the SLL re-
sults of the design of the 2∗14-element antenna array is
approximately equal. On the other hand, the gain values
of this work are lower by 5dB. This difference in the
gain values is caused by the effect of two metallic plates
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bounding the antenna array in [11], which acts as a direc-
tor. It is true that the gain was improved by using such a
director, but this gain is at the price of complexity and
reliability. Thus, careful consideration should be paid to
such tradeoffs.

VII. CONCLUSION

A new method of applying Chebyshev distribution
on a microstrip antenna array is produced. The method is
tested by designing two sets of antenna arrays that work
at the S-band and C-band respectively. As mentioned
previously, the values of the impedances of the main
feed line is around (43-70 Ω) which means the quarter
wavelength transformers are not needed. The feed line
of the proposed array is wider than the previous designs
of the other researchers, which allows more power to
be transmitted through it. The practical measurements
show an agreement with the simulation results. The pro-
posed antenna (2∗14 Element) is suggested for radar
applications.
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Abstract – To improve the reliability of simulation
results, uncertainty analysis methods were developed in
the Electromagnetic Compatibility (EMC) field. Random
variables are used to describe random events. The more
random variables you have, the less efficient the simu-
lation is. Therefore, many high-accuracy methods have
the problem of dimensional disaster, which means the
calculation efficiency decreases exponentially with the
increase of the number of random variables. A random
variable reduction strategy based on sensitivity analysis
method is proposed in this paper, so as to improve the
computational efficiency of the global uncertainty analy-
sis method.

Index Terms – dimensional disaster, electromagnetic
compatibility, random variable, sensitivity analysis
method, uncertainty analysis method.

I. INTRODUCTION

To describe random events and unknown parameters
in a practical engineering environment, the uncertainty
analysis method is becoming popular in the EMC field.
The random variable model is used to describe the actual
uncertainty factors instead of the deterministic values.

Uncertainty analysis methods can be divided into
two categories. In one class, some of the methods need
to change the original solver, such as the Perturba-
tion Method [1], the Stochastic Galerkin Method [2, 3],
and the Stochastic Testing Method [4]. In general, to
describe complex electromagnetic compatibility prob-
lems in practical engineering environment, the finite ele-
ment analysis method is used to construct model parame-
ters, and then commercial simulation software is needed.
The software is not open source, and cannot change the

original internal solver. Therefore, this class of uncer-
tainty analysis method is not competitive in the EMC
field.

Another class of methods does not need to change
solver, represented by the Monte Carlo Method [5, 6],
the Stochastic Reduced Order Models [7], the Moment
Method [8], and the Stochastic Collocation Method
(SCM) [9, 10]. They are suitable for different EMC sim-
ulation situations. The Monte Carlo Method has high
accuracy and low computational efficiency. It is suit-
able for uncertainty analysis with a short simulation
time. For complex problems, it will lose competitive-
ness because of its low computational efficiency. The
advantage of the Stochastic Reduced Order Models and
the Moment Method is high computational efficiency.
However, in most cases, their accuracy is not as good
as other methods. The Stochastic Reduced Order Mod-
els have low accuracy due to the lack of an appropri-
ate convergence criterion. The Moment Method assumes
that the simulation input and simulation output are
linear, which leads to its low accuracy. The advan-
tages of the SCM combine computational efficiency and
accuracy, but it is trapped in the problem of dimen-
sion disaster. This means that the number of colloca-
tion points increases exponentially with the number of
random variables. Many scholars have improved the
SCM to alleviate the dimension disaster problem slightly
[11]. To completely solve this problem, it is still nec-
essary to fundamentally reduce the number of random
variables.

Based on the thoughts of the Moment Method, this
paper proposes a fast sensitivity calculation method,
which directly transfers the random variables with low
sensitivity to the average values. It can be predicted
that the longer single EMC simulation time, the more
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significant the improvement of computing efficiency
will be.

II. SENSITIVITY ANALYSIS BASED ON
THE RICHARDSON EXTRAPOLATION

METHOD

When the EMC simulation model is in the form of
random variables, the output will present uncertainty.
The contribution of each random variable to the uncer-
tainty of simulation output is different. If the contribu-
tion can be expressed quantitatively, the random variable
with a smaller contribution can be replaced by its aver-
age value, so as to achieve the reduction of the random
variables.

The contribution can be described by means of sen-
sitivity analysis, while all uncertainty analysis methods
can realize sensitivity analysis by calculating standard
deviation. It should be noted that the sensitivity analysis
method proposed in this paper is a pre-processing step
of the uncertainty analysis method, so its solving speed
must be far better than that of the uncertainty analysis
method, otherwise, the reduction of random variables
will be meaningless.

In the Moment Method, the sensitivity analysis of
each random variable is used to estimate variance values.
The sensitivity calculation process is shown below:

S(i) =
dyξ

dξi

=
UEMC

(
ξ1, · · · ,ξi +δi, · · · ,ξn

)
δi

−
UEMC

(
ξ1, · · · ,ξi, · · · ,ξn

)
δi

.

(1)

Among them, ξi represents the mean value of ran-
dom variable ξi, and UEMC

(
ξ1, · · · ,ξi, · · · ,ξn

)
repre-

sents the EMC simulation result at a certain point
(ξ1,ξi, · · · ,ξn). δi is a small perturbation, and S(i) is the
sensitivity analysis result corresponding to random vari-
able ξi. Its principle is to transform the differential for-
mula into a difference formula.

The selection of perturbation is based on the uni-
form distribution. Suppose that the uncertainty parameter
is k (ξi) = A+B×ξi, where ξi is the uniform distribution
variable of the interval [-1,1] . In this case, the perturba-

tion is δi =
B
A

. However, not all uncertain parameters are
in the form of uniform distribution, thus it is necessary
to convert them into an equivalent uniform distribution.
It is assumed that the mean value of uncertain parame-
ters is kM , the variance of that is kσ . The equation can be
converted as follow:

{
kM = A

kσ =
1
3

B2.
(2)

Therefore, the perturbation is δi =

√
3kσ

kM
.

Reference [8] mentions that the Moment Method
does not achieve very good accuracy, which is mainly
due to the following two reasons. On one hand, the
Moment Method assumes that the input and output are
in a linear relationship, which leads to calculation error
of sensitivity S(i) in formula (1). On the other hand, this
formula only considers the disturbance quantity when
it is greater than the average value, the sensitivity esti-
mated does not represent the whole situation at this time.
To solve this nonlinear problem, the Richardson extrap-
olation method is proposed to improve the different pro-
cesses in formula (1), as shown below:

ISpos(i) =
dyξ

dξi

= 2×
UEMC

(
ξ1, · · · ,ξi +

δi

2
, · · · ,ξn

)
δi

2

−2×
UEMC

(
ξ1, · · · ,ξi, · · · ,ξn

)
δi

2

−
UEMC

(
ξ1, · · · ,ξi +δi, · · · ,ξn

)
δi

+
UEMC

(
ξ1, · · · ,ξi, · · · ,ξn

)
δi

,

(3)

ISneg(i) =
dyξ

dξi

= 2×
UEMC

(
ξ1, · · · ,ξi − δi

2
, · · · ,ξn

)
δi

2

−2×
UEMC

(
ξ1, · · · ,ξi, · · · ,ξn

)
δi

2

−
UEMC

(
ξ1, · · · ,ξi −δi, · · · ,ξn

)
δi

+
UEMC

(
ξ1, · · · ,ξi, · · · ,ξn

)
δi

.

(4)

The proposed algorithm considers both sides, that is,
there are positive sensitivity ISpos(i) and negative sen-
sitivity ISneg(i). The mathematical derivation of the
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Richardson extrapolation method is as follows. The com-
plete calculation formula corresponding to formula (1)
is:

dyξ

dξi
=

UEMC

(
ξ1, · · · ,ξi +δi, · · · ,ξn

)
δi

−
UEMC

(
ξ1, · · · ,ξi, · · · ,ξn

)
δi

− δi

2
× y′′ξ +o(δi) .

(5)

When using formula (1) to calculate sensitivity, the error

is
δi

2
× y′′ξ .

By changing the perturbation in formula (5) into
δi

2
,

formula (6) can be obtained:

dyξ

dξi
=

UEMC

(
ξ1, · · · ,ξi +

δi

2
, · · · ,ξn

)
δi

2

−
UEMC

(
ξ1, · · · ,ξi, · · · ,ξn

)
δi

2

− δi

4
× y′′ξ +o(δi) .

(6)

Multiplying formula (6) by 2 and subtracting formula
(5), formula (7) is presented:

dyξ

dξi
= 2×

UEMC

(
ξ1, · · · ,ξi +

δi

2
, · · · ,ξn

)
δi

2

−2×
UEMC

(
ξ1, · · · ,ξi, · · · ,ξn

)
δi

2

−
UEMC

(
ξ1, · · · ,ξi +δi, · · · ,ξn

)
δi

+
UEMC

(
ξ1, · · · ,ξi, · · · ,ξn

)
δi

+o(δi) .

(7)

By means of approximation, formula (3) results. Simi-
larly, negative sensitivity shown in formula (4) can also
be derived. Obviously, the approximate error is o(δi),

which is better than
δi

2
× y′′ξ in formula (5).

A comprehensive index of both sides can be
obtained by adding absolute values directly.

IS(i) =
∣∣ISpos(i)

∣∣+ ∣∣ISneg(i)
∣∣ . (8)

The contribution of each random variable is represented
by the percentage as follow:

P(i) =
IS(i)

N
∑

i=1
IS(i)

. (9)

III. ALGORITHM VALIDATION

This section presents a benchmark calculating
example in [10] to verify the accuracy of random variable
reduction algorithm. It is a crosstalk simulation example
with 6 uncertain parameters shown in Fig. 1. There is
crosstalk source voltage Um(ξ ), the height of two paral-
lel cables h1(ξ ) and h2(ξ ), length of parallel cables l(ξ ),
resistance value at load side R1(ξ ) and R2(ξ ).

Um(ξ ) = 1.05+0.05×ξ1 V, (10)
h1(ξ ) = 0.04× (1.1+0.1×ξ2)m, (11)

h2(ξ ) = 0.03× (1.15+0.15×ξ3)m, (12)
l(ξ ) = 1.1+0.1×ξ4 m, (13)

R1(ξ ) = 50× (1.05+0.05×ξ5)Ω, (14)
R2(ξ ) = 50× (1.04+0.04×ξ6)Ω. (15)

Among them,ξ1, ξ2, ξ3, ξ4, ξ5 and ξ6 are all uniform
distribution random variables in the interval [-1,1]. The
horizontal distance between the two cables is 0.05m, and
the frequency of crosstalk results is in 50MHz. The other
detailed information of the model is completely consis-
tent with reference [10].

Table 1 shows the sensitivity calculation results of
the random variables. It can be seen that the sum weight
of the random variables ξ5 and ξ6 is only 1.7%, thus the
average values can be adopted to replace them, as shown
below.

R1(ξ5 = 0) = 50×1.05 = 52.5Ω, (16)
R2(ξ6 = 0) = 50×1.04 = 52Ω. (17)

In this case, there are only four random variables left in
the simplified EMC model.

Fig. 1. Benchmark calculating example in [10].

Table 1: Sensitivity analysis results of random variables
Variable Sensitivity

ξ1 22%
ξ2 16.9%
ξ3 24.3%
ξ4 35.1%
ξ5 1%
ξ6 0.7%
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Taking the SCM as an example, the uncertainty anal-
ysis results of voltage crosstalk in load side are calcu-
lated in both original model and simplified model respec-
tively. According to the SCM, uniform distribution ran-
dom variable in the interval [-1,1] is corresponding to the
Legende orthogonal polynomial. If the probability den-
sity function is arbitrary, the chaotic polynomial form
can be obtained by the three-term polynomial recursive
formula in the Stieltjes Procedure. For details, please
refer to literature [12].

Zero points of the 7th-order Legendre orthogonal
polynomial are considered as the collocation points, they
are shown as follows.

Pξi = {0.9491,0.7415,0.4058,0,

−0.4058,−0.7415,−0.9491}. (18)

In multiple random variables situation, the selection of
collocation points takes the form of tensor product:

Pξi ⊗Pξi ⊗Pξi ⊗Pξi ⊗Pξi ⊗Pξi . (19)

Multivariate Lagrange interpolation at the collocation
points is implemented, the result in the form of random
variables polynomial will be obtained.Through statisti-
cal sampling, the final uncertainty analysis results can be
got, such as expectation, standard deviation and proba-
bility density curve.

Figures 2 and 3 show the Probability Distribution
Function (PDF) results and the Cumulative Distribu-
tion Function (CDF) results of crosstalk voltage values
respectively. The results of 4-variables model and orig-
inal model variables model are given at the same time.
It is clearly seen that two curves are almost exactly
the same in both Figs. 2 and 3, and it means that
the reduction has no impact on accuracy. For quanti-
tative comparison, the mean value calculated by orig-
inal model is 0.01506 V, and the standard deviation is
9.8058×10−4 V. For 4-variables model, the mean value
is 0.01506 V and the standard deviation is 9.7870 ×
10−4 V.

The Mean Equivalent Area Method (MEAM) is
a validity evaluation method of uncertainty analysis
results. The MEAM can evaluate the accuracy of simula-
tion results by quantifying the similarity between simu-
lation results and standard data. When the MEAM value
of the simulation result is better than 0.95, its accu-
racy is considered “Excellent” [13]. For random variable
reduction problem in this paper, the uncertainty analy-
sis results of the original model are taken as the standard
data, and the uncertainty analysis results of 4-variables
model must be at the level of “Excellent”, so that the
reduction is meaningful. In Figs. 2 and 3, the MEAM
value of 4-variables model is 0.9981, which proves that
the effect of reduction is good.

According to the generalized polynomial chaos the-
ory [4], the original model requires the number of deter-

Fig. 2. PDF results of 4-variables model.

Fig. 3. CDF results of 4-variables model.

ministic simulations is 76 = 117649. As a comparison,
the number of pre-processing simulations in 4-variables
model is 4×6+1 = 25, that of deterministic simulations
is 74 = 2401 Thus, in 4-variables model, a total of 2426
deterministic simulations are required. It means that the
calculation amount of 4-variables model is only 2% of
that of the original model. It is worth noting that the
longer the single simulation time, the better the improve-
ment of computational efficiency.

In summary, by comparing the required single sim-
ulation times, it is verified that the proposed reduc-
tion method in this paper improves the efficiency of the
uncertainty analysis method. The validity of the reduc-
tion method is verified by comparing the expected value,
standard deviation and MEAM value. Thus, it is proved
that the reduction method can alleviate the dimension
disaster of the SCM to some extent.
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IV. DISCUSSION OF THE WEIGHT
THRESHOLD

In Table 1, the percentage of ξ5 and ξ6 is small,
so they can obviously be reduced. The effectiveness of
reduction has been proved in Section III. If another ran-
dom variable is reduced too, the computational efficiency
will inevitably increase, but with the risk of accuracy
decline. In this section, the weight threshold of percent-
age sum of retained random variables is quantitatively
determined. As shown in Table 1, the percentage of ξ1
and ξ2 is the next smallest, two new simplified models
are proposed. One is with the random variables ξ1, ξ3
and ξ4. The other is with ξ2, ξ3 and ξ4.

Figures 4 and 5 show PDF results and CDF results
under random variables ξ1, ξ3 and ξ4. The mean value of
the result is 0.01507 V, and the standard deviation of that
is 9.2107×10−4 V. The MEAM value is 0.9393, which
is less than 0.95, but still in the acceptable range.

Figures 6 and 7 show PDF results and CDF results
in random variables ξ2, ξ3 and ξ4. The mean value of
this model is 0.01507 V, and the standard deviation is

Fig. 4. PDF results of the model with ξ1, ξ3 and ξ4.

Fig. 5. CDF results of the model with ξ1, ξ3 and ξ4.

Fig. 6. PDF results of the model with ξ2, ξ3 and ξ4.

Fig. 7. CDF results of the model with ξ2, ξ3 and ξ4.

8.8981×10−4 V. The MEAM value is 0.9074, which has
a gap of 0.95. In this case, the error of reduction is iden-
tified as large, so it is not acceptable.

After quantitative comparison of these two simpli-
fied models, the former one is barely acceptable, while
the latter one is unacceptable. The weight threshold of
them is 22% + 24.3% + 35.1% = 81.4% and 16.9% +
24.3% + 35.1% = 76.3%. It can be seen that when the
weight threshold is below 85%, the uncertainty analy-
sis results of the reduction model are not satisfactory. To
ensure, it is better to set the weight threshold within the
range of 90% to 95% in practical application, so as to
ensure that the MEAM value can be maintained above
0.95, in an “Excellent” level.

V. CONCLUSION

Based on the Richardson extrapolation method, a
sensitivity analysis method to evaluate the contribu-
tion of random variables is proposed to improve the
EMC uncertainty simulation computational efficiency.
The effectiveness of the proposed reduction method is
verified by using a benchmark simulation example. On
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the premise of maintaining the original accuracy, the pro-
posed method greatly improves the computational effi-
ciency of the SCM, and the time required is only 2% of
the previous time. It is proved that the reduction strategy
can alleviate the dimension disaster problem of the SCM
to a certain extent. Finally, through quantitative calcu-
lation by using the MEAM, it is determined that from
90% to 95% is a reasonable selection range of weight
threshold.
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Abstract – To meet the high- performance requirements
of new energy vehicle drive, the optimization design of
8/6 Switched Reluctance Motor is realized based on fi-
nite element parametric modeling of the motor. Firstly,
the initial design of motor structure parameters is car-
ried out based on the mathematical model of Switched
Reluctance Motor, and the simulation model of the mo-
tor is built using RMxprt platform, and the debugging
of the characteristics of the wide speed range of the
motor is finished. Then, the parametric finite element
model of the motor is generated, and the stator and ro-
tor pole arc coefficients of the motor are selected as the
optimization variables, and the multi-objective compro-
mise optimization of the torque characteristics and ef-
ficiency of the motor is carried out by using the Quasi-
Newton method weighting method. Finally, the magnetic
field distribution, torque characteristics, efficiency and
speed range characteristics before and after optimization
are compared, proving that the optimized Switch Re-
luctance Motor can achieve multi-objective performance
optimization. The motor designed by this modeling opti-
mization method can improve the requirements of vehi-
cle driving better.

Index Terms – multi-objective performance optimiza-
tion, parametric finite element modeling, Switched Re-
luctance Motor, wide speed regulation characteristics.

I. INTRODUCTION

In order to meet the requirements of various work-
ing conditions of new energy vehicles, the drive system
has higher performance requirements. Switched Reluc-
tance Motor (SRM) has the advantages of large starting
torque, wide speed range, strong load capacity, high op-
eration efficiency and high reliability [1], making it one
of the best driving options for electric vehicles. However,
due to its double salient pole structure and magnetic sat-

uration nonlinearity, the torque pulsation is large. In ad-
dition, there are still high losses such as iron core loss
and copper loss, which reduce the operating efficiency
of the motor [2]. Therefore, it is necessary to further im-
prove the modeling accuracy of SRM and optimize its
electromagnetic performance.

A parameter analysis model of the motor should be
established first to optimize the performance of the mo-
tor drive system. Look-up data tables-based modeling of
SRM was realized by Memon et.al [3], but the storage
of magnetization curve data requires a lot of hardware
resources. The function fitting method [4] adopted the
appropriate functional analytical formula to fit or model
the relationship between flux or torque, phase current,
and rotor position according to the modeling accuracy
in practical application, but the parameters must be op-
timized and determined based on the family of magneti-
zation curves obtained from experiments and finite el-
ement analysis. In [5], SRM rapidly converged to the
optimal design in different aspects such as loss, cost,
and weight with the help of Magnetic Equivalent Cir-
cuit (MEC) analysis;, the MEC method was fast, but it
involved the assumption of magnetic flux, so the calcu-
lation results may not be accurate. Although the com-
putation time of Finite Element Analysis (FEA) [6] was
long, it could realize higher precise multi-physical do-
main simulations such as electric, magnetic, and noise,
and comprehensively test and optimize the performance
of the motor and drive system.

In addition, the optimization of motor model param-
eters is one of the effective methods for realizing mo-
tor performance optimization. In [6–8], the torque ripple
and efficiency optimization of SRM was realized based
on the finite element method, but the power speed range
was not considered. Three evaluation indexes of SRM
performance for electric vehicles were proposed, and the
performance of motors such as torque, copper loss, and
torque ripple was optimized by a multi-objective control
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strategy in [9]. However, only the influence of turn-on
and turn-off Angles on performance was considered, and
the influence of structural parameters of the motor on
performance was not considered.

An 8/6 structure SRM model suitable for a new en-
ergy vehicle drive system is designed based on the fi-
nite element parametric modeling method in this paper.
Quasi-newton method and weighting method are used to
optimize the efficiency, torque, and torque ripple of the
motor. The comparison of motor performance before and
after optimization proves that the optimized motor model
can achieve the comprehensive optimization of torque
ripple, speed range, and lose efficiency.

II. MATHEMATICAL MODEL OF SRM

SRM operates on the principle of least reluctance,
where the flux closes according to the magnetic circuit
with the lowest reluctance [10]. Due to the non-uniform
distribution of the flux at the end of the motor, the non-
linearity of the flux density, and the depth saturation of
the magnetic circuit, the parameters of the flux Ψ, induc-
tance, L and current i of the motor phase winding will
change periodically with the rotor position angle θ and
meet the nonlinear relationship. According to the the-
ory of electromagnetic field, the conversion relationship
between electrical, magnetic, and mechanical energy of
SRM is presented [11]. It can be expressed by the fol-
lowing equation.

A. Circuit equation

Assuming that the four-phase structure of the motor
is symmetric, the balance equation of Phase K is:

Uk = Rkik +
dΨk

dt
, (1)

where Uk, Rk, ik, and Ψkare the applied voltage, resis-
tance, current, and flux of the K- phase winding.

The phase inductance Lk(ik,θ) is a function of the
phase current ik and the rotor position angle θ due to the
double salient pole structure of the SRM and the satu-
ration effect of the magnetic circuit. Ignoring the hys-
teresis effect, eddy current effect, and phase-phase mu-
tual inductance of SRM, the phase winding flux Ψkis the
product of phase inductance Lk(ik,θ) and phase current
ik, and the flux equation can be obtained as:

Ψk(ik,θ) = Lk(ik,θ)ik. (2)
Take the derivative of the left and right sides of equa-

tion (2)and substitute it into equation (1) to get:

Uk = Rkik + ik
∂Lk

∂θ
dθ
dt

+(ik
∂Lk

∂ ik
+Lk)

dik
dt

. (3)

B. Electromechanical relation equation

As a speed regulating system, the key to the control
of SRD is the control of electromagnetic torque, which is
the electromechanical coupling term generated by SRM
through the coupling magnetic field at the mechanical

port. If the influence of mutual inductance between wind-
ings is not considered, the electromagnetic torque gener-
ated by the motor when one phase works independently
is:

Tk =
∂W (ik,θ)

∂θ
| ik = const, (4)

where Tk is the instantaneous electromagnetic torque of
one phase, and the magnetic common energy W ′(ik,θ)
of the phase winding is expressed as:

W ′(ik,θ) =
∫ ik

0
Ψ(ik,θ)dik =

∫ ik

0
Lk(ik,θ)ik,dik. (5)

Substitute equation (5) into equation (4) to obtain:

Tk =
∂W ′(ik,θ)

∂θ
|ik = const =

∫ ik

0

∂Lk(ik,θ)
∂θ

ikdik. (6)

The direction of SRM torque depends on the trend
of the inductance curve, but has nothing to do with the
direction of the current.

The total electromagnetic torque Te of SRM can be
obtained by:

Te =
m

∑
k=1

Tk. (7)

where m is the phase number of the motor.

C. Mechanical equation

According to the relevant mechanical knowledge,
the mechanical equation of the rotor can be expressed
as:

J
dϖ
dt

= Te −TL −Dϖ , (8)

where ϖ is rotor angular velocity, and ϖ = dθ
dt .

III. DESIGN AND ESTABLISHMENT OF
SRM MODEL

In this design, the SRM rating parameters used in
electric vehicles are set as shown in Table 1.

Table 1: Motor rating parameter settings
Parameter Value Parameter Value

Rated speed
(rpm)

1500 Rated output
power (kW)

10

Voltage rating
(V)

330 Operating
temperature

(cel)

120

A. Model parameters of motor initialization design

The selection of motor parameters is determined by
the designer according to the motor performance and
process production requirements, combined with their
own design experience [12]. Table 2 lists the specific
structural parameters of SRM.

In addition, the stator and rotor of SRM are made of
silicon steel sheets laminated, and air gaps are unavoid-
able. Different silicon steel sheet materials have differ-
ent magnetization curves, resulting in different magnetic
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Table 2: SRM structural parameter
Parameter Value Parameter Value
Number of

stator
8 Number of

rotor
6

Dos (Stator
outer diameter)

(mm)

240 Dor (Rotor
outer diameter)

(mm)

126.4

Dis (Stator
inner diameter)

(mm)

127.2 Dir (Rotor inner
diameter) (mm)

40

Hcs (Stator
yoke height)

(mm)

13 Hcr (Rotor yoke
height (mm)

20

β s (Stator pole
arc) (deg)

21 β r (Rotor pole
arc) (deg)

21

Stator core
length (mm)

140 Rotor core
length (mm)

140

Winding turns
(turns)

40 Advance
conduction

angle (degrees)

20

Upper and
lower current

(A)

80-78 Pulse width
(deg)

110

load performances [13]. DW310 35 type silicon steel
sheet is used in this design. Figure 1 shows its magne-
tization curve and the magnetic flux density B can be ex-
pressed as:

B = J+μ0H, (9)
where J is the magnetization strength, μ0 is the vacuum
permeability, H is the magnetic field strength.

Fig. 1. Magnetization curve of silicon steel sheet
DW310 35.

When the magnetic field intensity H reaches the or-
der of 105, the magnetization curve enters the satura-
tion phase. However, since the magnetic induction inten-
sity μ0H in the space occupied by the medium doesn’t
saturate and rises slowly, the synthesized magnetization
curve shows that B still increases slightly with the in-
crease of H.

B. Establishment of SRM simulation model

After determining the parameters of each part, sim-
ulation modeling of the designed SRM is carried out as
shown in Fig. 2 below.

The SRM simulation model established in RMx-
prt is shown in Fig. 2 (a), where the main structural
parameters of the motor are marked. Figure 2 (b) is the
2D finite element model of SRM with mesh division im-
ported into Maxwell. The rotation region and boundary
of the model are respectively set, and the model is dis-
cretized by mesh division for a finite element solution.

(a)

(b)

Fig. 2. Simulation model of SRM. (a) RMxprt simulation
model. (b) Maxwell 2D finite element model.
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IV. DEBUGGING OF SRM WIDE SPEED
REGULATION CHARACTERISTICS

The speed control characteristics of SRM is shown
in Fig. 3, where ωr is the base speed of SRM and ωsc
is the highest speed in the constant power region [10].
Current Chopper Control (CCC) is used when the ro-
tor angular velocity ωr is in the range of 0 ∼ ωb, which
makes the motor obtain the constant torque speed regula-
tion characteristic. When ωr is in the range of ωb ∼ ωsc,
SRM adopts Angle Position Control (APC), so that the
motor can obtain constant power speed regulation char-
acteristic. In addition, SRM works in series excitation
characteristic when ωr > ωsc.

Fig. 3. Speed control characteristics of SRM.

A. Constant torque speed control characteristics be-
low base speed (0 < ωr < ωb)

The rated speed of the motor is set as ωb =
1500rmp. CCC control is used and the upper and lower
amplitude of the current is set to 80A 78A in the speed
range of 0<ωr <ωb. The rated phase current and air gap
inductance waveform of SRM below base speed is shown
in Fig 4. The simulation results show that the output
power is 9756.25 W and the rated torque is 62.1102 N.m,
corresponding to excitation voltage Us = 330V and rated
speed ωb = 1500rmp. The constant torque speed regula-
tion characteristic of SRM can be achieved by maintain-
ing. Usωr during the debugging.

B. Constant power speed regulation characteristics
above base speed (ωb < ωr < ωsc)

APC control is used above base speed, and the con-
stant power characteristics can be achieved by adjust-
ing the turn-on angle θonand the turn-off angle θo f f of
the switch devices. The value of ωsc needs to be de-
termined first. It can be seen from the current wave-
form in Fig. 4 (a) that the abscissa electrical angle of
the point m1, where the phase current drops to 0A, is

156o, and the abscissa electrical angle of the point m2,
where the phase current begins to conduct in advance, is
340o. According to the torque waveform in Fig. 4 (b),
the point m3, where the inductance rises to the maxi-
mum value, corresponds to an electric angle of 181o on
the abscissa, while the point m4, where the inductance
drops to 0 mH, corresponds to an electric angle of 316o

on the abscissa. The current should be turned on at the
moment when the inductance is 0 mH, so that the current
reaches the maximum value before the inductance rises,
and it should also fall to 0A before the inductance rises
to the maximum value, so as to avoid negative torque of
the motor [6]. Therefore, the angle corresponding to cur-
rent conduction in advance can be further advanced by
25o, and the width of current can be further increased
by 25o.

(a)

(b)

Fig. 4. Waveform of rated phase current and airgap in-
ductance of SRM below base speed. (a) Rated current
waveform of SRM below base speed. (b) Air gap induc-
tance waveform of SRM below base speed.

According to the above conclusion, the advance con-
duction angle and opening width of the switch devices
are adjusted accordingly. The simulation results show
that, at that time of ωsc = 6900rpm, the output power
is 9764.48 W and the output torque is 13.5136 N.m,
that is, SRM can achieve the constant power operation
characteristics in the wide speed regulation range of
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1500rpm∼6900rpm. The phase current waveform of
SRM corresponding to ωsc is shown in Fig. 5.

Fig. 5. Phase current waveform of SRM corresponding
toωsc

C. Series excitation speed regulation characteristics
above base speed (ωr > ωsc)

When the motor speed ωr > ωsc = 6900rpm, the
corresponding data of the speed, output power and output
torque obtained from the simulation results are shown
in Table 3. The output torque of SRM will decreases by
ω−2

r with the decrease of the speed to realize the serial-
excitation operation characteristics.

Table 3: Speed and output power of SRM corresponding
to ωr > ωsc

Rotor Speed Power Output Output Torque
7000 rpm 9618.24 W 13.1211 N.m
8000 rpm 8347 W 9.9635 N.m
9000 rpm 7370.38 W 7.82022 N.m
10000 rpm 6605.74 W 6.30801 N.m

The debugging results show that SRM can achieve
constant power speed regulation in the range of the speed
ωr of 1500rpm ∼ 6900rpm above the base speed, which
can reach 2∼3 times of the rated speed, and meet the per-
formance requirements of wide speed regulation range of
electric vehicle driving motor.

V. FINITE ELEMENT
PARAMETERIZATION OPTIMIZATION OF

SRM

The structural parameters optimal design of SRM
can improve motor performance and prolong motor life.
The Quasi-Newton method is used to optimize the fi-
nite element parametric model of SRM in this design.
Figure 6 shows the specific optimization steps of finite
element optimization.

Fig. 6. Specific steps of Quasi-Newton optimization.

A. Optimization performance evaluation index of
SRM

Based on the wide speed range characteristics of
SRM obtained in previous section, SRM should achieve
large working torque and small torque ripple as much as
possible under the condition of high efficiency. The op-
timization performance evaluation indexes of SRM are
represented by average torque, torque ripple coefficient
and efficiency, which are defined as follows.

(1) Average torque

According to the principle of electromechanical
conversion, the average torque Tav of SRM when it
is in steady state operation is defined as:

Tav =
1
θ

m

∑
k=1

∫ (θon+θp)

Tk(θ , i)dθ , (10)
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where θp represents the period of phase current, m
represents the number of phases, and Tk represents
the phase torque and θon represents the turn-on an-
gle of the switch device. The larger Tav is, the higher
the average torque of SRM is.

(2) Torque ripple coefficient

The torque ripple of SRM can be characterized by
the torque ripple coefficient Kp and is defined as:

Kp =
Tmax −Tmin

Tav
(11)

where Tmaxis the maxmum of torque, and Tminis the
minimum of torque. The smaller Kp is, the smaller
the torque ripple of SRM is.

(3) Efficiency

SRM roughly includes three kinds of losses,
namely, core loss, winding copper loss, additional
loss. The total loss of the motor can be obtained af-
ter each loss of the motor is solved, and then the ef-
ficiency of the motor can be judged. The efficiency
of SRM can be characterized by Ei and defined as:

Ei =
P2

P2 +Pcore +PCu +Pf w +Ps
=

Tavω
Tavgω +Ptotal

,

(12)
where P2, Pcore, PCu, Pf w, Ps and Ptotla represent out-
put power, core loss, copper loss, mechanical loss,
stray loss and total loss respectively [12]. The me-
chanical loss Pf w generally includes the frictional
loss and windage loss. The stray loss Ps denotes
power loss in semiconductors (diodes and IGBTs),
conduction, and switching losses separately [14].
The larger the evaluation index Ei is, the higher the
efficiency of SRM.

B. Selection and constraints of design variables

The pole arcs of the stator and rotor of SRM are ones
of the important parameters affecting the performance of
the motor, the saturation degree of magnetic circuit and
the mechanical strength of the rotor. Therefore, the sta-
tor pole-arc coefficient ebs and rotor pole-arc coefficient
ebr of the motor are selected as the optimization design
variables, which can be expressed as:{

ebs = βs
2π/Ns

ebr = βr
2π/Nr

,
(13)

where Ns and Nr are the pole number of the stator and
rotor of SRM.

In order to realize the self-starting of the motor, it
is necessary to ensure that the adjacent salient poles of
the stator and rotor have the overlapping regions when
the salient pole axis of the stator and rotor are critically

aligned [15]. The pole arcs of the stator and rotor need to
meet the following condition [1]:.{

min(βs,βr)≥ 2π
mNr

βs +βr ≤ 2π
Nr
.

(14)

Based on the mechanical design requirements of the
motor and the above constraints, the pole arc coefficients
ranges of stator and rotor of the four-phase 8/6 structure
SRM are determined. The value ranges of the optimiza-
tion design variables ebs and ebr are [0.45, 0.65] and
[0.35, 0.6], respectively.

C. Torque performance optimization of SRM

ebs and ebr are changed to optimize the average
torque and torque ripple [7]. Figure 7 shows the op-
timized 3D diagram of the average torque and torque
ripple of SRM. According to the analysis of Fig. 7 (a)
and Fig. 7 (b), when the values of ebs and ebr are 0.55
and 0.4 respectively, maxTav of SRM is 66.3714N.m,
and the torque ripple coefficient Kp is 1.37889. When
the values of ebs and ebr are 0.5 and 0.45 respectively,
minKp of SRM is 1.35036, and the average torque Tav is
66.1522 N.m.

D. Efficiency optimization of SRM

As illustrated in Fig. 8, the efficiency of SRM varies
from 84% to 89% with the increase of the optimization
design variables ebs and ebr, and both ebs and ebr have
a great influence on the motor efficiency. As can be seen
from Fig. 8 (a), with the increase of the rotor pole arc
coefficient ebr, the efficiency Ei of SRM increases first
and then decreases. When ebr is 0.55, maxEi = 0.895. It
can be seen from Fig. 8 (b) that the efficiency increases
with the increase of the stator pole-arc coefficient ebs.

ebs and ebr are changed to optimize motor effi-
ciency. Figure 9 shows the optimized 3D diagram of the
efficiency of SRM. When ebs and ebr are 0.55 and 0.5
respectively, maxEi of SRM is 89.66%.

E. Multi-objective optimization of SRM

From the results of single objective optimization,
the pole-arc coefficients of the stator and rotor have dif-
ferent optimal values respectively, which make the ef-
ficiency and average torque maximum and the torque
ripple coefficient minimum. Therefore, a multi-objective
optimization function is proposed in this paper, which
is defined by using three weight factors and three base
values. When the multi-objective function is maximized,
an appropriate tradeoff among efficiency, average torque,
and torque ripple coefficient can be obtained. The multi-
objective optimization function can be expressed as:

W = ωE
Ei

Eb
+ωT

Tav

Tb
+ωk

1
KpKb

, (15)

Tb = maxTav, (16)
Kb = max1/K p, (17)
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(a)

(b)

Fig. 7. Optimized 3D diagram of average torque and
torque ripple. (a) Optimized 3D diagram of the average
torque. (b) Optimized 3D diagram of torque ripple.

Eb = maxEi, (18)

ωT +ωk +ωE = 1, (19)
where, W is the designed multi-objective function,
ωT ,ωK and ωE are the weighting factors of average
torque, torque ripple coefficient and efficiency respec-
tively, whose values are 0.4, 0.4 and 0.2. Tb, Kb, and Eb
are the base values of average torque, torque ripple coef-
ficient, and efficiency respectively, and are the maximum
values determined by single objective optimization.

According to the multi-objective optimization curve
family in Fig. 10, when the values of ebs and ebr are

(a)

(b)

Fig. 8. Curve family of Ei as a function of optimization
variables. (a) Curve of Ei as a function of ebr. (b) Curve
of Ei as a function of ebs.

Fig. 9. Optimized 3D diagram of Ei.
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Fig. 10. Multi-objective optimization curve family of
SRM.

(a)

(b)

Fig. 11. Comparison of magnetic field distribution of
SRM before and after optimization. (a) Magnetic field
distribution of SRM before optimization. (b) Magnetic
field distribution of SRM after optimization.

0.5 and 0.45, respectively, the maximum value maxW
of the multi-objective weighting function is 0.9958, and

the corresponding objective function values of aver-
age torque, torque ripple coefficient, and efficiency are
66.1522 N.m, 1.35036, and 89%.

VI. MOTOR PERFORMANCE
COMPARISON BEFORE AND AFTER

OPTIMIZATION

The optimized pole-arc parameters of SRM were
brought into the motor model, and the limiting current
controlled by CCC was reduced to meet the correspond-
ing rated power requirements. Then, the magnetic field
distribution, torque characteristics, and efficiency Map
calculation results were analyzed and compared between
the two motor models before and after optimization in a
wide speed range.

A. Comparison of SRM magnetic field distribution
before and after optimization

By comparing Fig. 11 (a) and Fig. 11 (b), it can be
seen that the flux leakage at the critical position, where
the salient poles of the stator and rotor coincide, is signif-
icantly reduced after optimization. In addition, the color
representing the size of magnetic flux density B is ob-
viously lighter at the pole tip where the salient poles of
the stator and rotor coincide, which means that the satu-
ration degree of the magnetic circuit is significantly re-
duced after optimization, so the torque ripple caused by
the switching point in the torque overlap area will be sig-
nificantly reduced [8].

B. Comparison of torque characteristics before and
after optimization

The average torque and torque ripple coefficient
were calculated in the time range of 2ms∼8ms. The com-
parison of torque characteristics before and after opti-
mization is shown in Fig. 12.

The average torque decreases slightly before and
after optimization, but the ripple coefficient decreases
greatly from 1.2093 to 0.8965, which proves that increas-
ing the stator and rotor pole-arc coefficients of SRM can
improve the torque ripple performance of the motor ef-
fectively [16].

Fig. 12. Torque comparison of the motor model before
and after optimization.
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C. Efficiency comparison before and after
optimization

The RMxprt model rated load performance compar-
ison of SRM before and after optimization is shown in
Table 4. Due to the obvious reduction of copper loss in
the optimized model, the motor efficiency is increased
from 89.9% to 91.5%, which proves that the stator and
rotor pole arc coefficients also have a great impact on the
motor efficiency.

Table 4: Comparison of efficiency at rated load before
and after pole arc coefficient optimization of SRM
Indicators Initial Optimized
Iron loss (W) 282.578 314.449
Copper loss (W) 895.011 685.805
Efficiency (%) 89.9018 91.4525

D. Comparison of speed range before and after
optimization

The stator and rotor pole-arc coefficients of SRM
are increased, and the lower and upper limits of chopper
current are adjusted to 69 and 71, to keep the rated out-
put power almost the same before and after optimization.
According to the comparison of the two output power

(a)

(b)

Fig. 13. Comparison of output power Map calculation
of motor model before and after optimization. (a) SRM
output power Map before optimization. (b) Output power
Map of SRM after optimization.

map calculations of the motor model in Fig. 13, the con-
stant power speed range of the motor is reduced after
optimization, but the highest speed ωsc in the constant
power region is still satisfied with 2 to 3 times of the rated
speed, which can fully meet the operation requirements
of the wide speed regulation range for the driving motor
in EV.

VII. CONCLUSION

Because SRM has the advantages of large starting
torque, wide speed range, strong load capacity, and high
efficiency, it is especially suitable for new energy vehicle
driving. According to the design requirements of the new
energy vehicle drive, a 10 kW 8/6 structure SRM motor
model is designed, and the wide speed range debugging
of the motor model and the optimization of the motor
performance based on parametric modeling is completed
in this paper.

It can be seen from the performance comparison of
the SRM model before and after optimization that the
average torque of the optimized SRM model is basically
unchanged, but the torque ripple coefficient is greatly re-
duced under the condition of meeting the design power
requirements. The optimization of motor structure pa-
rameters also plays a role in optimizing the efficiency
of the motor. The comparison of the output power Map
before and after optimization shows that the increase of
the pole-arc coefficients makes the constant power range
of the motor smaller, but it can better meet the require-
ments of electric vehicles for the speed range. In the fu-
ture, more structural parameters of the motor should be
considered, and more performance optimization should
be realized, including power density, vibration noise, etc.
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Abstract – A novel ‘T’ square wideband fractal antenna
is proposed for satellite communication. The Wideband
is achieved through the ‘T’ square fractal design and
CPW feed. At first, a conventional square-shaped patch
antenna is designed. Then the square-shaped patch is re-
placed by a Type-I fractal to achieve wideband. Finally, a
Type-II fractal with an L-Shaped boundary is used to en-
hance the bandwidth to a greater extent. The gain of the
proposed antenna ranges from 4 dB to 6.3 dB for the en-
tire frequency range of 6.2 GHz to 14 GHz. The radiation
efficiency of the antenna is noticed up to 84%. The fractal
antenna resonates well throughout the entire frequency
range with a VSWR of less than 2. The antenna having
such a wide band characteristic can be found suitable for
a wide range of applications like earth exploration satel-
lites, fixed satellites, radiolocation, maritime radio nav-
igation, and aeronautical radio navigation. A metal re-
flector is also introduced at the bottom of the antenna to
produce a unidirectional radiation pattern. This increases
the gain up to 9.8 dBi and a front-to-back ratio is noticed
above 20 dB. The design is fabricated and the measure-
ment results are found to be in good agreement with the
simulation results.

Index Terms – CPW fed antenna, fractal antenna, reflec-
tor, satellite application, ‘T’ Square fractal, wideband.

I. INTRODUCTION

Satellite communication carries an important aspect
of the global telecommunication system. A satellite de-
vice consists of an antenna, transponders to receive and
retransmit signals, a propulsion unit, and a power grid.
The cost of launching the satellite is very high and it
depends on its weight. Hence, lightweight satellites are
preferable nowadays. Due to this reason, low-profile and
lightweight microstrip patch antennas are the best candi-
dates for the purpose. These conformal antennas have the
ability to operate in more than one band to be selected for
a wide range of satellite communications. Narrow band-
width is the major concern in conventional microstrip an-
tennas. Many methods are available in the literature for
improving the impedance bandwidth of microstrip patch
antennas so that a single antenna can be used for many

applications. These methods include using a thick dielec-
tric material with low dielectric constants, coupling the
feed instead of connecting it directly to the patch, etch-
ing different shaped slots in the patch, using a single
layer metamaterial superstrate, using a defected ground
structure, etc. The bandwidth of Microstrip patch anten-
nas can be enhanced by increasing substrate thickness
[1]. The increase in the thickness of the substrate results
in the excitation of the surface waves which affects the
performance of the antenna. By decreasing the dielectric
constant of the substrate [2] also wider bandwidth can be
achieved, but it increases the overall size of the antenna.
In [3], an inverted U-shaped slot was implemented on
the radiating patch to improve the impedance bandwidth
to 17.8%. In [4], although the microstrip antenna with
a stacked structure provides a very wider bandwidth, it
is having a very complex structure. Similarly, wideband
is achieved with U-shaped parasitic elements in [5]. Us-
ing the metamaterial-based technique, a wider fractional
bandwidth of 30% is achieved in [6]. But again, it can-
not fulfill the requirement of a wider range of satellite
communications. Most of the prevailing methods can in-
crease the impedance bandwidth to some extent, how-
ever, it is necessary to further enhance the bandwidth
to meet the needs of broadband wireless communica-
tion systems. In [7], the narrow band property of the
conventional microstrip antenna is improved by adding
a gap between the substrate and ground, which further
decreases the effective permittivity of the substrate. This
results in achieving improved bandwidth of up to 58%
along with the use of defected ground structure. In [8],
a simple structure of singly-fed wideband dielectric res-
onator antenna (DRA) is designed. This DRA has one
rectangular and two half-split cylindrical dielectric res-
onators with excitation via a stair-shaped slot. The multi-
ple orthogonal mode pairs are excited and an impedance
bandwidth of 49.67% is achieved by tuning and merging
the orthogonal mode pairs.

Along with the other methods, wider bandwidth can
also be achieved by the use of fractal antennas. Frac-
tals are self-similar geometry at different scales used in
patch antennas to achieve miniaturization, multi-band,
and wideband due to their self-similar and space-filling
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nature. Complex shapes of fractals generate many elec-
tric current modes or distinct current distributions which
further give rise to radiation. Hence, fractal antennas
can have a wider bandwidth than conventional antennas.
There are many deterministic fractals available such as
Minkowski, Sierpinski, Koch, cantor set, etc., which can
be used to achieve wideband, multiband, and miniatur-
ized antennas. In [9], a printed Cantor monopole multi-
band antenna with a reduced size covering multiple
applications has been proposed. In [10], the Fractal con-
cept based on a square ring structure using circular ring
elements is developed for multiband applications. Three
iterations of the antenna have been designed and inves-
tigated. The last iteration shows better results in terms
of antenna bandwidth. This improvement along with
multiband characteristics for the fractal antenna makes
it a suitable candidate for different wireless applications.
In [11], a rectangular dielectric resonator antenna with
Minkowski and Sierpinski fractals is used for wideband
applications. The fractal antenna offers a wide bandwidth
of 66%. In [12], for bandwidth improvement of a fractal
monopole antenna, a compact Grounded CPW feeding
method is proposed. This feeding technique changes the
multiband behavior of fractal elements to the wideband
property. But a comparatively lesser gain is noticed in
the designed antenna. In [13], a wideband antenna is de-
signed using Sierpinski fractal geometry. Even though
it could achieve an impedance bandwidth of 120%, the
gain was only 3.35 dB and the radiation pattern was also
not unidirectional. Microstrip-line-fed printed wide-slot
antenna is proposed in [14] to increase the bandwidth
with a fractal structured slot. After etching the fractal
slot, it can be observed that the impedance bandwidth
is improved significantly. In [15], a wideband fractal slot
antenna is proposed and fabricated. The broadband char-
acteristic is achieved by implementing a Sierpinski frac-
tal into a square slot without increasing the overall size
of the antenna. It is also observed that the number of
resonances increases with the increase in fractal itera-
tions in the slot. In [16], fractal Minkowski curves are
used to design a compact dual-band microstrip ring an-
tenna. The sides of the ring have been replaced with the
first and second iterations of the fractal geometry to de-
sign the compact antenna with dual-band operations. Al-
though the use of fractals in the above-discussed arti-
cles enhances the bandwidth to some extent, other per-
formance parameters of the antenna are not up to mark
for their use in satellite communication. Hence, a novel
method is proposed here combining two different fractal
types to achieve a bandwidth of up to 76% with balanced
performance parameters.

In this article, a novel ‘T’ square wideband fractal
antenna is proposed for satellite communication. CPW
feed is used here to have an impedance matching over the

entire bandwidth. At first, a conventional square-shaped
patch antenna is designed. Then the square-shaped patch
is replaced by a Type-I fractal to achieve wideband. Fi-
nally, a Type-II fractal with an L-Shaped boundary is
used to enhance the bandwidth to a greater extent.

II. ANTENNA DESIGN AND ANALYSIS
A. Antenna geometry

The design procedure of a microstrip antenna starts
with selecting the proper substrate and feeding technique
to achieve the required specifications. Here, in particular,
the design goal is to improve the bandwidth of the an-
tenna. To achieve wider bandwidth in our case, a CPW
feed is used [17]. The feed, radiating patch, and ground
plane are positioned on the same side of the substrate.
FR4 with dielectric constant 4.3 is used as the substrate
with a height of 1.6 mm. The dimension of the substrate
is kept at 35 mm x 30 mm to accommodate the radiating
patch and the ground plane. Figure 1 shows the proposed
CPW-fed wideband fractal antenna. The dimensions of
the same antenna are tabulated in Table 1.

The proposed antenna geometry consists of a T-
square fractal geometry and is designed in two different
stages. In the first stage, a plus-shaped radiator is gen-
erated from a conventional square patch antenna. The
conventional square patch antenna is considered here as
Design 1 and the antenna with a plus-shaped radiator is
named Design 2. In the next stage, each square of the

Fig. 1. Geometry of the proposed fractal antenna.
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Table 1: Dimensions of the proposed antenna
Parameters Description Value (mm)
Lr Length of the radiat-

ing square
8

Wr Width of the radiating
square

8

W Width of rectangle
strip

1

Wf Width of CPW
feedline

2.4

G Gap of CPW line 0.4
Lsub Length of Substrate 30
Wsub Width of Substrate 35
Lgnd Length of the Ground 13.4
Wgnd Width of the Ground 5.7
-d Gap between

radiating elements
1

plus-shaped patch is replaced with a wired structure hav-
ing a strip width of 1 mm and length of 8 mm for De-
sign 3. Then following the space-filling property of frac-
tal two L-shaped strips are added at the top corners and
named Design 4. Finally, two more L-shaped strips are
added to the structure at the bottom corners for the final
Design 5. Two finite ground planes of the same dimen-
sions are positioned symmetrically on both sides of the
CPW feed. The dimension of the ground plane of the
coplanar waveguide is 6.5 mm x 13.4 mm. The length of
the feed is taken as 8 mm with a width of 2.4 mm. A gap
of 0.4 mm is maintained between the coplanar ground
plane and the signal strip used to feed the radiating patch.
The detailed design procedure of the proposed fractal an-
tenna along with the generator and initiator descriptions
are given in the next section.

B. Design procedure

In this section, the complete design procedure for
the proposed fractal antenna is described in five different
design stages. In the first stage, a conventional square-
shaped radiator is designed with dimensions of 22 mm x
22 mm, as shown in Fig. 2 (a). This square-shaped patch
antenna is designated as Design 1 and yields a simulated
bandwidth of 2.7 GHz from 11 GHz to 13.7 GHz. In the
next stage, Design 2 is generated from Design 1 by re-
placing the initiator with the generator structure as shown
in Fig. 2. Here, the square patch is considered as the ini-
tiator whereas, four square slots in the four corners with
a center square slot is etched out as the Type-I genera-
tor structure for Design 2. This modified antenna gives
a wider bandwidth from 7.8 GHz to 11 GHz compared
to Design 1. The simulated S11 vs. frequency graph is
plotted in Fig. 4.

From Fig. 4, it can be seen that the s11 curve of
Design 2 is not perfectly matched. The resonating fre-

Fig. 2. Construction of Design 2 from Design 1 with ini-
tiator and generator structure.

quency is shifted towards the left due to the increase in
the current path length. Hence, to improve the impedance
matching, a ‘T’ square fractal is introduced in Design
3 as the third stage. Again, in Design 3 all the square
shapes of the plus-shaped initiator are replaced with a
Type-II generator structure as shown in Fig. 3. The Type-
II generator structure consists of four rectangular strips
with a width of 1 mm and a length of 8 mm.

Fig. 3. Construction of Design 3 from Design 2 with ini-
tiator and generator structure.

The scaling dimension relation is used here to de-
termine the dimension of the fractal design. The first it-
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eration of the fractal is three times wide and three times
taller than the generator. So, it is said to be scaled by a
factor of 3. To construct iteration 1, four copies of the
original generator are required. Design 3 is formed by
combining four copies of the generator.

Fig. 4. S11 vs. frequency graphs of Design 1, 2, and 3.

Using scaling dimension relation [18],

C = Sd ,

Number of copies = scaling f actordimensiom

4 = 3d

log 4 = log 3d

d = log 4/log 3
d = 1.26.

The dimension of the above-designed fractal an-
tenna is 1.26. After introducing the ‘T’ square fractal in
Design 3, the antenna resonates from 9 GHz to 12 GHz.
The s11 value has also improved up to −21 dB which
can also be observed from Fig. 4. In Design 2, the two
resonances are wide apart but in Design 3 both the res-
onances came closer to behaving as a single wide band.
The Fractals with self-similar properties help in achiev-
ing this wider bandwidth in Design 3.

Although we have achieved a wider bandwidth of
3 GHz in Design 3, to improve the impedance band-
width further, two L-shaped elements are introduced in
the fourth stage at the top corners in Design 4 as shown
in Fig. 5 (a). These L-shaped elements maintain a cou-
pling gap with the radiator which results in improved
impedance bandwidth. The coupling gap gives the ca-
pacitive effect and the inductive effect is compensated
by this capacitive effect to get a wideband impedance
matching characteristic from 8.7 GHz to 12 GHz in De-
sign 4. The bandwidth of this antenna can be improved

further if the antenna utilizes efficiently the available
area, with its geometrical configuration. This is known as
the space-filling property of fractal. Hence, to satisfy this
property of fractal, in the last stage, two more L-shaped
elements are added at the bottom corners of the radiator
in Design 5 which is shown in Fig. 5 (b). This further
increases the bandwidth from 8.4 GHz to 14 GHz. How-
ever, the s11 curve degrades and touches the −10 dB line
at 12 GHz. The comparison among S11 curves of Design
3, 4, and 5 is shown in Fig. 6 over the wide range of fre-
quency. To get a perfect impedance matching in Design
5, the parametric optimization method is adopted. De-
tailed procedure of the parametric optimization and its
results are discussed in the coming section.

Fig. 5. (a) Design 4, (b) Design 5.

Fig. 6. S11 vs. frequency graphs for Design 3, 4, and 5.

C. Parametric analysis

A parametric analysis method is adopted here, for
the optimization of the proposed antenna. At first, the
sensitivity of the design parameters is examined over the
resonance properties of the antenna. Then two design pa-
rameters, d and Wgnd are selected for the optimization
process due to their impact on the antenna performance
over other design parameters.
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Here d is the gap between the L-shaped element and
the ‘T’ square fractal and Wgnd is the width of the CPW
ground. At first, the gap between the L-shaped element
and the radiator, d is varied from 0.1 to 1 with a gap of
0.5 mm by keeping the width of the ground Wgnd, con-
stant. The same process is repeated for 3 different values
of Wgnd, 6.3 mm, 6 mm, and 5.7 mm.

Fig. 7. S11 vs. frequency graphs for the variation of ‘d’
for Wgnd = 6.3 mm.

The variations of S11 for different values of ‘d’ are
plotted in Fig. 7 for Wgnd of 6.3 mm. The same varia-
tions of S11 are plotted in Figs. 8 and 9, for the values of
Wgnd 6 mm and 5.7 mm, respectively. It can be clearly
observed from all these three figures that the bandwidth
is increasing with good impedance matching when the
gap d is increased from 0.1 mm to 1 mm for a constant
value of Wgnd. Variation in d doesn’t have any effect
on the upper resonant frequency. However, it helps in
increasing the bandwidth by dropping the lower reso-
nant frequency of the proposed fractal antenna. So, from
here one can conclude that the S11 graph for the pro-
posed antenna performs well for the maximum value of

Fig. 8. S11 vs. frequency graphs for the variation of ‘d’
for Wgnd = 6 mm.

Fig. 9. S11 vs. frequency graphs for the variation of ‘d’
for Wgnd = 5.7 mm.

d i.e., 1 mm, for a constant value of Wgnd. Hence, in
the next step of parametric analysis, S11 graphs are com-
pared in Fig. 10 for different values of Wgnd by keeping
d constant as 1 mm. The values of ground plane width
Wgnd, is varied by 6.3 mm, 6 mm, and 5.7 mm for this
comparison.

Fig. 10. S11 vs. frequency graphs for the variation of
‘Wgnd’ for d = 1 mm.

From Fig. 10, it can be seen that all the s11 curves
are well below the −10 dB line and the impedance band-
width is also improved compared to the last paramet-
ric analysis. The bandwidth is increasing here while de-
creasing the width of the ground plane from 6.3 mm to
5.7 mm. Hence, we can conclude that Wgnd = 5.7 mm
and g = 1 mm gives the optimum result with a wider
bandwidth from 7.7 GHz to 14 GHz and a good match-
ing throughout this wide range of resonating frequen-
cies. Figure 11 shows the S11 comparison plot for the
proposed antenna before and after its optimization. An
improvement in bandwidth and impedance matching can
be observed in the optimized result compared to the un-
optimized one.
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Fig. 11. S11 vs. frequency graphs for the proposed design
before and after optimization.

Impedance also plays a vital role in verifying the
reflection characteristics and their matching for the an-
tenna. The characteristic impedance has two compo-
nents, the real part, and the imaginary part. The real part
includes the resistance, whereas, the imaginary part is
the reactance. To have a better insight into the reflection
characteristics of the antenna, both the real and imagi-
nary parts of the impedance are plotted in Fig. 12. It in-
cludes the impedance plots of the design before and af-
ter optimization. The simulated Z11 characteristics of the
design in Fig. 12 elucidate that, for the whole range of
the operating band, the impedance graphs are maintain-
ing their values near the 50-ohm impedance line for the
real part and 0 Ω reactance line for the imaginary part in
both before and after optimization. However, compared
to the unoptimized one, a wider bandwidth is found in
the design after optimizing the design parameters d and
Wgnd for the antenna.

Fig. 12. Re, Img (Z11) vs. frequency plot of the proposed
antenna before and after optimization.

Although the proposed optimized antenna shows
good reflection characteristics throughout a whole range
of frequencies, the radiation patterns of the proposed
wideband antenna need to be examined at different res-
onant frequencies. The radiation patterns for the op-
timized design at different frequencies are plotted in
Fig. 13.

(a) 8 GHz (b) 10 GHz

(c) 12 GHz (d) 13 GHz

Fig. 13. Radiation pattern at (a) 8 GHz, (b) 10 GHz, (c)
12 GHz, and (d) 13 GHz without a reflector.

The XZ and YZ-plane radiation patterns are plot-
ted at 4 different frequencies, 8 GHz, 10 GHz, 12 GHz,
and 13 GHz for the optimized wideband antenna. From
Fig. 13, it can be observed that the radiation patterns
at all the frequencies have adequate gain values. How-
ever, from the application point of view, satellite anten-
nas need to be unidirectional to radiate in a particular
direction. But it can be seen from Fig. 13, the radiation
patterns of the wideband antenna are not unidirectional.
Hence, to fulfill this criterion of satellite communication,
a reflector is introduced at the back of the radiator to
change its radiation pattern to unidirectional. This will
also improve the gain and front-to-back ratio of the pro-
posed antenna.

III. ANTENNA WITH REFLECTOR

The antenna proposed here is designed with the help
of the time domain (transient) solver of CST Microwave
Studio. This solver makes use of Finite Integration Tech-
nique (FIT) as a computational method to solve ex-
tremely large, complex, and detailed simulations. It uses
a hexahedral mesh type to analyze the designed antenna.
Method on-demand approach of CST to allocate suitable
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solver and mesh to best fit the problem, make it more
efficient and accurate for the design and analysis. Per-
fect boundary approximation further simplifies the anal-
ysis process. Adaptive mesh refinement, parallelization
of time domain solver, automatic parametric studies, and
inbuilt optimization methods can be availed in CST Mi-
crowave Studio to successfully design the 3D model and
analyze the reflection and radiation properties of the an-
tenna. For simplification of the design procedure, CST
also allows us to define the properties of the background
material. Pre-loaded structure templates, and excitation
settings help us in the easy realization of the simulation.
The hexahedral mesh view for the proposed antenna is
shown in Fig. 14 for the reference of the reader. Figure 14
shows the top and side view of the proposed fractal an-
tenna with a metal reflector below the substrate along
with its mesh view for xy-and yz-planes. The reflector is
used here below the substrate to reduce the back radia-
tion. The distance between the antenna and the reflector
plays an important role in creating a 1800 phase shift in
the back radiations, which ultimately produces a unidi-
rectional pattern. To achieve this, the gap between the an-
tenna and reflector (g) should be λ/4. Since the proposed
antenna is resonating over a wideband ranging from 6.2
to 14 GHz, the center frequency of 10 GHz is considered
for calculating the gap λ/4.

g =
c

4 f
= 7.5 mm. (2)

The size (length and width) of the reflector is taken
as two times lambda.

For Centre frequency 10 GHz, λ = 30 mm. Hence,
2λ = 60 mm.

The above-designed reflector acts as an infinite
ground plane and reflects back the radiations to the
frontal lobe for the whole wide range of frequencies.
This results in a unidirectional pattern for the proposed
antenna at all operating frequencies.

Figure 15 shows the radiation pattern for the pro-
posed antenna after the addition of the reflector. From
this figure, a clear indication can be noticed in the change
in back lobes after adding the reflector at the back of
the antenna. This further produces a unidirectional ra-
diation pattern in the proposed antenna by diverting the
back lobes toward the front of the radiator, which helps
in increasing the overall gain of the antenna.

The antenna proposed here is linearly polarized. The
axial ratio of the proposed antenna is found to be 40 dB,
which confirms the linear polarization. Linear polariza-
tion can offer significant advantages over circular po-
larization. At high-frequency bands, linear polarized an-
tennas perform well with respect to atmospheric effects
such as rain attenuation. Hence, for the frequency bands
where atmospheric effects are dominant and when maxi-
mum frequency re-use is needed, the advantages of linear

(d) (e)

Fig. 14. (a) Top view, (b) Side view, and (c) trimetric
view of the proposed fractal antenna with reflector. (d)
Mesh view of the proposed antenna in xy-plane and (e)
Mesh view of the proposed antenna in yz-plane.

polarization can be utilized [19]. Further, in linear polar-
ization, co-polar side-lobe suppression and cross-polar
discrimination can also be achieved in the receiving an-
tenna.

FBR has a huge impact on the directivity of the
antenna. It is the ratio of the magnitude of directional
radiation in a single direction divided by the radiation
wasted by the antenna in other unwanted directions. An-
tennas with a higher front-to-back ratio can improve the
signal to noise plus interference ratio efficiently which
increases the overall performance of the antenna. The
higher the ratio, the antenna is more directional. A di-
rectional antenna should have a front-to-back ratio of a
minimum 15 dBi to accommodate itself in high-range
communications [20]. Always a high front-to-back ratio
is preferred as in this case less energy radiates behind the
antenna in unwanted directions. The proposed antenna
proves to be more efficient with a front-to-back ratio of
more than 20 dB having a unidirectional pattern and a
signal-to-noise plus interference ratio. As it can be seen
from Fig. 16, the FBR of the antenna without a reflec-
tor is below 20 dB and when the reflector is added to the
design, it increases up to 40 dB with an average FBR of
30 dB.

Figure 17 shows the gain of the fractal antenna with
and without the reflector. The reflector helps in improv-
ing the gain of the antenna from 6.3 dBi to 10 dBi. The
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(a) 8 GHz (b) 10 GHz

(c) 12 GHz (d) 13 GHz

Fig. 15. Radiation pattern at (a) 8 GHz, (b) 10 GHz, (c)
12 GHz, and (d) 13 GHz, with reflector.

Fig. 16. FBR of the proposed antenna with and without
a reflector.

average gain of the antenna was found to be 3.5 dBi
higher after the addition of the reflector.

The radiation efficiency of antennas is the ratio of to-
tal power radiated by an antenna to the total input power
received from the generator. In the case of an antenna
with low radiation efficiency, the input power mostly dis-
sipated because of internal losses such as metal conduc-
tion, dielectric, and magnetic losses within the antenna.

Fig. 17. Gain of the proposed antenna with and without
a reflector.

Fig. 18. Radiation efficiency of the proposed antenna.

Figure 18 shows the Radiation efficiency plot of the pro-
posed antenna. The fractal antenna is radiating well with
a maximum Radiation efficiency of 84% and average
Radiation efficiency of 80% throughout the operating
band. From CST Microwave Studio, an accepted power
of 0.498 W and radiated power of 0.404 W is found for
our proposed antenna at 10 GHz. Hence, the radiation
efficiency is found to be 0.81 at 10 GHz for the proposed
antenna. The remaining 0.094 W is dissipated in terms
of Dielectric loss, metal loss, and magnetic losses.

The comparison of FBR, gain, sidelobe level, and
Radiation efficiency of the antenna with and without a re-
flector is presented in Table 2. It is seen from the compar-
ison table that the sidelobe level is also decreased while
using a reflector.

IV. EXPERIMENTAL RESULTS AND
DISCUSSION

The Antenna is fabricated on an FR4 dielectric sub-
strate with the reflector. At first, the reflection charac-
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Table 2: Comparison of antenna performance parameters
with and without the reflector
Performance
Parameters

Without
Reflector

With
Reflector

FBR (dB) 22 45
GAIN (dBi) 6.3 9.8
SLL (dB) −11.6 −21.8
Radiation efficiency (%) 82 84

teristics of the proposed antenna are measured in VNA.
Then the radiation pattern of the fabricated antenna pro-
totype is measured in an anechoic chamber. A horn an-
tenna having an operating frequency range of 1-20 GHz
is taken as a reference at the transmitter side, whereas
the proposed T-shaped fractal antenna is placed at the
receiver end as an antenna under test (AUT) for the ra-
diation pattern measurement. A minimum distance of
2D2/λ is maintained to accommodate the far-field dis-
tance between the transmitter and the receiver. The radi-
ation patterns of the fabricated antenna are measured for
both XZ- and YZ-planes.

(a) (b)

Fig. 19. (a) Fabricated antenna prototype. (b) Antenna
with reflector in an anechoic chamber.

The measured results need to be verified with the
simulated results. The magnitude of S11 parameters mea-
sured using the VNA is presented in Fig. 20. A good
agreement is found between the simulated and measured
results. The simulated and measured radiation patterns
of the proposed antenna are plotted at 8 GHz, 10 GHz,
12 GHz, and 13 GHz frequencies for both ϕ = 0◦ and ϕ
= 90◦ and shown in Figs. 21 (a), (b), (c), and (d) respec-
tively. It can be observed from the figure, that the mea-
sured radiation patterns follow the simulated trend and
a slight mismatch can be found due to minor fabrication
errors.

A performance comparison is carried out for the
proposed antenna with other antennas from various
literature in Table 3. All the antennas are compared

Fig. 20. Simulated and measured S11 Vs. frequency for
the proposed antenna.

according to three important performance parameters,
bandwidth, antenna gain and size of the antenna. Af-
ter the application of the fractal technique, the proposed
antenna exhibits a high gain of 6.3 dBi with a band-
width of 7550 MHz. Dwivedi et al have designed an
antenna in [13], having the highest fractional bandwidth
of 120% than other designs. However, the same antenna
has a low gain of 3.35 dBi compared to our antenna gain
of 6.3 dBi. The antenna reported by Boualem et al. in
[22], has a very small size but again the gain and band-
width of this antenna are low compared to our design.
After going through all the parameters of the compar-
ison table, it is inferred that the proposed fractal an-
tenna reported here is superior among all, in terms of
its size, gain, and other performances. The proposed
fractal antenna miniaturization technique is one of the
simplest methods to achieve size reduction and other
improved performance parameters. The antenna having
such a wide band characteristic can be found suitable for
a wide range of applications like earth exploration satel-

Table 3: Comparison of antenna performance parameters
with other literature
Design Res.

Freq
(GHz)

Fractional
Band-
width (%)

Dimension
(mm3)

Bandwidth
(MHz)

Gain
(dBi)

[7] 11.75 58.7 60×60×1.6 6900 6.5
[13] 6.25 120 27×28×1.6 7500 3.35
[21] 8.12 64 50×50×1.6 5200 4.9
[22] 8.6 37.2 24×22×0.25 3200 4
[23] 11 32 50×50 3280 4.7
[24] 9.4 37.5 25×30×9.8 3600 6
[25] 11 29 35×35×4.5 3200 4.78
[26] 4.65 71 26×47×1 3300 5
Proposed

Antenna

10 76 30×30×1.6 7550 6.3
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(a) 8 GHz (b) 10 GHz

(c) 12 GHz (d) 13 GHz

Fig. 21. Simulated and measured radiation pattern at (a)
8 GHz, (b) 10 GHz, (c) 12 GHz, and (d) 13 GHz.

lite, fixed satellite, radiolocation, maritime radio naviga-
tion, and aeronautical radio navigation.

V. CONCLUSION

A CPW fed ‘T’ square fractal antenna is designed
for C, X, and Ku Band applications using CST Mi-
crowave Studio Software. The antenna is resonating
from 6.2 GHz to 14 GHz with VSWR less than 2. Such
wideband is achieved here by the use of a ‘T’ square
fractal patch in combination with CPW feed. Due to the
application of fractal, miniaturization is also achieved
and the antenna performs well throughout the wide-
band with moderate gain from 6.3 to 10 dBi. A metal-
lic reflector is incorporated in the design to make its
radiation pattern unidirectional, thereby enhancing the
Front-to-back ratio and the gain by minimizing back-
ward radiations. The fractal antenna can be found suit-
able for many satellite applications with its balanced per-
formance characteristics.
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Abstract – An efficiently-decoupling method for
multiple-input multiple-output (MIMO) antenna systems
is proposed in this paper. A planar-modified monopole
antenna operating at the WLAN band is chosen as the an-
tenna unit. The antenna structure is based on the printed
circuit board technique. By observing and analyzing the
ground plane’s field distribution generated by high-order
modes, it is found that several stable minimum current
points can be excited along the edges of the ground
plane. In doing so, a high isolation can be obtained if the
other antenna is placed at one of these points. The mea-
sured results and simulated results have a good agree-
ment with each other, which well validates the proposed
design concept. In addition, compared with the tradi-
tional decoupling technology, this method can improve
the isolation between antennas without adding additional
structures, which has excellent practicality in wireless
communication system applications.

Index Terms – decoupling, MIMO, wireless communi-
cation system, WLAN.

I. INTRODUCTION

Nowadays, multiple-input multiple-output technol-
ogy (MIMO) has been widely applied to modern wire-
less communication systems [1, 2]. However, as limited
by internal space in some specific terminal devices, the
mutual coupling of MIMO antennas will inevitably incur
in these devices [3]. If the mutual coupling problem is
not resolved properly, the antenna’s radiation efficiency
will be significantly influenced, which will largely dete-
riorate the communication performance.

To reduce the mutual coupling between adjacent an-
tennas, a lot of decoupling methods have been proposed
[4–10] and one of the effective methods is to place a
defective ground structure (DGS) between two adjacent
antennas [11]. To further reduce the degree of mutual
coupling, parasitic loading is introduced to generate con-
trary coupling, while [12] has proposed the technique of
embedding non-radiating elements between antenna ele-
ments to alter the current distribution that results in af-
fecting the antenna radiation and achieves the purpose
of reducing the mutual coupling. However, the above
methods [11, 12] usually require enough spacing among
antenna units, increasing the whole size of the antenna
system. Thus, to reduce the size and simplify the de-
coupling network, another effective technique to achieve
good mutual decoupling is introducing a decoupling net-
work using reactive lumped elements [13]. Although this
method can obtain good impedance matching, as well as
high port-to-port isolation of the entire antenna system,
the introduction of the reactive lumped components will
produce parasitic effects, and the antenna efficiency will
not be very high.

Even though all the aforementioned methods can
achieve good mutual decoupling between adjacent an-
tennas, they also have some limitations and compli-
cations. For example, if the ground size of the two-
antenna MIMO system is relatively small, it will be
very challenging for the antenna engineer to select the
optimized positions that can yield the best isolation
level between the antennas. Thus, it is imperative to
seek a method with a lesser complex design, appli-
cable to smaller ground plane sizes, and not involve
any additional decoupling network. This paper proposes
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a method of achieving good mutual decoupling between
two adjacent monopole antennas without the need to
load any additional complicated decoupling network.
The monopole antennas are placed at the selected min-
imum points generated by one of MIMO antenna while
observing along the edges of the ground plane, and a high
isolation between the two adjacent monopole antennas
can be obtained in a small space (or ground size), which
can achieve a compact size of the WLAN terminals (like
routers), as well as a high radiation efficiency.

II. ANTENNA STRUCTURE

For easy illustration, the MIMO antenna system is
simplified, as shown in Fig. 1. It is mainly composed of
the ground plane and the monopole antennas, which are
placed perpendicularly to the ground plane. To form a
dual-antenna MIMO system with the proposed decou-
pling technique, after Antenna 1 (Ant. 1) is fixed on the
ground plane, Antenna 2 (Ant. 2) can be freely placed on
the platform. In particular, Ant. 2 is sequentially moved
from points 1 to 6 on the ground plane during the de-
sign investigation. The points’ positions are the same as
those shown in Fig. 2 (a). According to the dimensions
marked in Fig. 3 (b), the size of the ground plane is: L
= 170 mm and W = 80 mm, and the dimensions of the

(a)

(b)

Fig. 1. Physical structure of the proposed MIMO an-
tenna. (a) 3-D view of the whole antenna. (b) The de-
tailed structure of the two antennas.

(a) (b)

Fig. 2. Configuration of the proposed MIMO an-
tenna system. (a) Positions of Ant. 2. (b) Dimensional
parameters.

Fig. 3. Simulated E-field distribution on the ground plane
at different phases. (a) 0◦. (b) 45◦. (c) 90◦. (d) 135°.

monopole antenna are L1 = 50 mm and W1 = 13 mm.
The physical dimension of Ant. 1 and Ant. 2 are iden-
tical. The dimensions are L4 = 66 mm, W2 = 64 mm,
and L5 = 66 mm when Ant. 2 is placed at points 1 - 3 .
In the case that Ant. 2 is located at points 4 - 6 , the
dimensions are L6 = 74 mm, W3 = 50 mm, and L7 =
73 mm. The monopole antenna is designed using FR-4
PCB board with a thickness of 1.0 mm (εr = 4.4, tanδ =
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0.02). In addition, the ground plane is also made up of
an FR-4 substrate with 1.6 mm thickness. Table 1 tabu-
lates the optimized dimensions of the proposed MIMO
antenna system.

Table 1: Dimensions of the antenna system
Parameter Value Parameter Value
L 170 mm L5 66 mm
W 80 mm L6 74 mm
L1 50 mm L7 73 mm
W1 13 mm W2 64 mm
L2 24 mm W3 50 mm
L3 23 mm H1 1.0 mm
L4 66 mm H2 1.6 mm

III. WORKING MECHANISM OF THE
PROPOSED DESIGN

A. Minimum point of field distribution on ground

As is well known, a monopole antenna can excite
two traveling waves on the ground plane, which prop-
agate in opposite directions along the edges [14], [15].
When these two traveling waves overlap with each other
at the edges of the ground plane, an extra standing wave
region can appear between the two traveling wave re-
gions. The standing wave region contains a stable mini-
mum point, while the traveling wave one contains a prop-
agation minimum point.

The simulated electric field (E-field) distribution on
the ground plane at 2.4 GHz at four different phases is
shown in Fig. 3. It can be observed that six field ampli-
tude minima are found on the ground plane marked by
1 , 2 , 3 , 4 , 5 , and 6 , respectively. Black color

numbers refer to stable minimum points under the con-
ditions of different phases, while the red ones refer to
the unstable minimum points, which move along with
the phases. Besides, the direction of the minimum trav-
eling points is represented by the red arrows. While the
black ones show the area covering the stable minimum
points. The minimum points 1 and 3 are placed at the
left edge of the ground plane, and they propagate along
the edge from the bottom to the top when the phase of
the E-field changes. The minimum point 2 is placed at
the bottom edge of the ground plane and moves from left
to right along the bottom edge of the ground plane. The
minimum point 5 is placed at the upper edge of the
ground plane and moves from left to right along it. On
the contrary, the minimum points 4 and 6 are placed
at the right edge of the ground plane, these points remain
unchanged with the variation of the phase of the E-field.

B. Performance of MIMO antenna system

The configuration of the proposed MIMO antenna
system is provided in Fig. 2. Two monopole antennas op-

erating at 2.4 GHz, i.e., Ant. 1 and Ant. 2, are utilized in
this system. The E-field distribution on the ground plane
is influenced by following factors: the antenna’s size, the
antenna’s position, the shape of the ground plane, and the
size of the ground plane. To obtain better isolation in the
MIMO antenna system while Ant. 2 is placed at different
minimum points, the size of the antenna and its ground
plane should be slightly modified.

Figure 4 shows the simulated E-field when Ant. 2
is placed at the minimum points 1 - 6 , which indicates
that both Ant. 1 and Ant. 2 are located at the minimum
points excited by the other antenna.

The simulated S-parameters in this case are shown in
Fig. 5. S11 and S22 at 2.4 GHz at each minimum point are
below -18 dB, but the isolation level is different. When
Ant. 2 is placed at the points 1 , 2 , and 3 , the iso-
lation is approximately 12.5 dB, 15 dB, and 15 dB, re-
spectively. Therefore, one can conclude that when Ant. 2
is placed at the traveling minimum point, the E-field ex-
cited by Ant. 1 is nearly zero in some particular phases
around Ant. 2. Ant. 2 can still be coupled via the E-field,
and energy is still transmitted between the MIMO an-
tennas, so the isolation is not well. As can be seen in
Fig. 5 (b), when Ant. 2 is placed at the stable minimum
point, the isolation of the dual-monopole MIMO antenna
system has a better isolation level at around 2.4 GHz.
Specifically, when Ant. 2 is placed at points 4 and 6 ,
the isolation is better than 22.5 dB and 25 dB respec-
tively. In addition, when the antenna is at minimum point
5 , the isolation is approximately 25 dB. When Ant. 2 is

placed at these positions, the E-field around Ant. 2 is al-
ways close to zero. In this case, the energy transferred
between the antennas is very weak, so the isolation is
largely improved. Hence, a significant improvement can
be obtained by optimizing the positional isolation of the
MIMO antennas.

Fig. 4. Simulated E-field distribution when Ant.2 is
placed at different points. (a) point 1 . (b) point 2 . (c)
point 3 . (d) point 4 . (e) point 5 . (f) point 6 .
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Fig. 5. Simulated S-parameters: Ant. 2 placed at the min-
imum points. (a) points 1 - 3 . (b) points 4 - 6 .

The simulated 3-D radiation patterns when Ant. 2 is
placed at different minimum points are shown in Fig. 6,
from which it can be observed that the radiations are not
very stable when Ant. 2 is placed at the minimum points
1 , 2 , and 3 . However, if Ant. 2 is placed at the points
4 , 5 , and 6 , the radiation pattern is approximatively

omnidirectional.

C. Parametric study

To in order to achieve the desired MIMO antenna
system, the dimensions of the antenna radiator and the
ground plane can be slightly modified to reach better iso-

Fig. 6. The 3-D radiation patterns when Ant. 2 is placed
at the minimum points 1 - 6 .

lation when Ant. 2 is moved to different minimum points.
This paper performs a parametric study to find

the optimum antenna position with the best isolation.
Figure 7 shows the simulated reflection coefficient and
isolation at different ground plane lengths (L). As the
length increases, the isolation first increases and then
decreases. When L = 170 mm, the entire working fre-
quency band has the best isolation. In contrast, the re-
flection coefficient of the two antennas has only a slight
change, which shows that the length of the ground plane
will only have a certain impact on the isolation. Figure 8
shows the simulated S-parameters of the different an-
tenna spacings (L6). With the increase of L6, the re-
flection coefficient of the MIMO antennas basically does
not change, but the isolation becomes worse. This shows
that better isolation can be obtained only when Ant. 2 is
placed at a proper position.

According to the previous analysis, it can be con-
cluded that by changing the ground plane length, an-
tenna spacing and other parameters, the reflection coeffi-
cient of the two antennas would not change significantly,

Fig. 7. Simulated S-parameters with different ground
lengths (L).
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Fig. 8. Simulated S-parameters with different antenna
spacings (L6).

and their isolation could be affected to a certain extent.
Therefore, it is necessary to select proper design parame-
ters and ensure that there is the best isolation at 2.4 GHz
to get the most compliant MIMO antenna system.

IV. RESULTS ANALYSIS

Figure 9 shows three prototypes of the proposed
MIMO antennas for WLAN terminal application. The
size of the prototypes is similar to a typical Wi-Fi router
in the commercial market. The antennas’ location corre-
sponds to Ant. 2 placed at the minimum point 3 , point
4 , and point 6 . As shown in Fig. 9, the two monopole

antennas are printed on the FR-4 dielectric substrate and
fed with SMA connectors. To verify the operational char-
acteristics, the proposed MIMO antennas are fabricated
and measured.

As shown by the comparison chart in Fig. 10, there
is a good agreement between measured and simulated
results. It can be seen from Fig. 10 (a) that if Ant. 2 is
placed at the point 3 , S11 and S22 are both greater than
-10 dB, and the port-to-port isolation is better than 15
dB at the operating frequency. Figures 10 (b) and 10 (c)
show that when Ant. 2 is placed at stable minimum point
4 and point 6 , S11 and S22 are also both below -10

dB, while the isolation can be improved to 20 dB. Com-
pared with Fig. 10 (a), S11 and S22 are almost identi-
cal, but the isolation is improved. Generally, a larger dis-
tance between the monopole antennas will result in a bet-
ter isolation. However, in the proposed MIMO antenna
system, compared with Ant. 2 placed at the point 3 ,
the spacing between the antennas is obviously shorter
when Ant. 2 is at minimum point 4 , but its isolation is
increasing.

Fig. 9. Prototypes of the proposed MIMO antenna (three
prototypes placed next to each other).

Figure 11 shows the comparison of the simulated
and measured radiation pattern of proposed MIMO an-
tennas in E-plane (xoz) and H-plane (you) at 2.4 GHz.
It can be seen that the measurement result is approach-
ing the simulation result. The results show that the peak
achieved gain of Ant. 1 and Ant. 2 are both greater than
2.7 dBi.

To verify the diversity performance of the designed
MIMO antenna system, Table 2 shows the envelope cor-
relation coefficients (ECC) when Ant. 2 is placed at min-
imum point 3 , point 4 , and point 6 . ECC describes
the level of channel independence, which is frequently
used to evaluate the performance of the MIMO antenna
system. The larger mode diversity of different antenna el-
ements will produce lower ECC values, so for the MIMO
antenna system, the smaller the value of ECC is, the
weaker the coupling between antennas would be. It can
be seen from the table that when Ant. 2 is at minimum
point 3 , the ECC increases; on the contrary, when it is
at stable minimum point 4 and 6 , the ECC decreases,
which means the coupling between antennas is weaker.
This further verifies that Ant. 2 has better radiation per-
formance when it is at the stable minimum point.

V. CONCLUSION

This paper proposes a method for efficiently decou-
pling the monopole antennas from the ground plane un-
der the operation of high-order modes, which is suitable
for WLAN MIMO platform applications. The monopole

Table 2: ECCs of the proposed MIMO antenna
Minimum
Point 3

Minimum
Point 4

Minimum
Point 6

ECC 0.057 0.024 0.018
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(a)

(b)

(c)

Fig. 10. S-parameters of measurement and simulation
when Ant. 2 is placed at different points. (a) point 3 .
(b) point 4 . (c) point 6 .

(a)

(b)

(c)

Fig. 11. The 2-D radiation patterns of measurement and
simulation when Ant. 2 is placed at different points. (a)
point 3 . (b) point 4 . (c) point 6 .

antenna will generate a particular electric field dis-
tribution on the ground plane under the operation of
high-order modes. These high-order modes will pro-
duce some stable E-field points. Then, by placing the
other monopole antenna at these points, high isolation
can be obtained between these two antennas without af-
fecting their operation. This attractive method can real-
ize the decoupling between antennas without utilizing
extra elements or another decoupling network, which
can make the decoupling mechanism simpler and also
has a higher isolation value.
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Abstract – In this paper, a coplanar waveguide (CPW)
fed slot antenna using fractal shaped isosceles trape-
zoidal corrugations is designed and presented for Ultra-
Wideband (UWB) applications. The proposed antenna
is formed by a regular hexagonal patch fed through
a CPW feed line and radiates amidst a notched wide
hexagonal slot. The edge of the wide slot is shaped
by a fractal structure that is formed by five trape-
zoidal notches. The antenna is printed on RO4350B sub-
strate having a compact size of 0.305λ0 × 0.313λ0 ×
0.012λ0 at 2.35 GHz. Good agreement is registered be-
tween the experimental results of the fabricated pro-
totype and the calculated ones. By using an Agilent
8722ES vector network analyzer, the fabricated proto-
type confirms that the antenna has an excellent matching
impedance over the bandwidth 2.35-10.65 GHz (127%)
which covers the entire UWB band. Furthermore, good
radiation performances are measured in an anechoic
chamber. Consistent radiation patterns with a reasonable
peak gain are measured over the entire working band-
width. Therefore, the designed structure may be wor-
thy considered for different wireless communications
systems.

Index Terms – coplanar waveguide (CPW), fractal an-
tenna, isosceles trapezoidal corrugations, slot antenna,
ultra-wideband (UWB) antenna.

I. INTRODUCTION

Over the last few years, the appliance of the Ultra-
wideband (UWB) technologies for modern wireless
communication systems has received much apprecia-
tion owing to their promote features over a wide trans-
mission capacity, such as low power level consum-
ing, low signal disturbances, opportunity of low-cost
transceivers, simplicity, and higher data transmission rate
[1–3]. UWB systems have attracted enormous preoccu-
pation due to the large bandwidth of 7.5 GHz extend-
ing from 3.1 to 10.6 GHz, which was attributed by the
FederalCommunications Commission in February 2002
[4]. In today’s world, UWB technology has been applied
for several applications, such as radar detection, satellite
communications, and vehicular communications systems
[5]. Recently, enormous attempts have been concentrated
on the expansion of UWB microwave components to be-
come more compact and to improve their performances
[6]. Typically, printed monopole planar antennas offer
the main requirements and considered as excellent de-
vices for UWB applications; dues to the characteristics
that are proposed, such as low cost, low profile, com-
pact sizes, possibility of incorporation with other RF de-
vices, larger bandwidth, and consistent radiation patterns
with acceptable gains over the considered bandwidths.
For these reasons, the development of UWB antennas has
spurred academic and industrial research. In recent few
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years, several UWB planar antennas with miscellaneous
configurations have been designed. In this respect, vari-
ous techniques have been used to improve the main re-
quested bandwidth such as the use of large etched slot in
the ground plane as in [7]. Another method is to use frac-
tal structures that are also able to diminish the attributed
size and to enhance the antenna adaptation as in [8]. Un-
fortunately, most of the existing antennas in the literature
don’t cover the entire licensed UWB bandwidth and/or
have complex and large configurations. In [9], an octag-
onal ring shaped antenna was proposed for UWB appli-
cation. However, the main disadvantage of this antenna
is that it doesn’t cover the entire licensed UWB range. A
bi-directional tapered slot antenna that has a large size of
55 × 48 × 1.5 mm3 has been proposed in [10]. A probe-
fed hexagonal UWB antenna with AMC reflector having
a complex structure and a bulky size of 100 × 100 ×
15 mm3 has been proposed in [11]. A narrow-band Fabry
Perot cavity UWB antenna that has a complex structure
and a large size of 169 × 169 × 38.46 mm3 has been in-
troduced in [12]. In [13], a narrow band antipodal UWB
Vivaldi antenna that has a complex structure and a bulky
size of 100 × 104 × 1.5 mm3 has been proposed. A
closed loop resonator based compact UWB antenna that
has a complex structure and a large size of 100 × 100 ×
16 mm3 has been proposed in [14]. A complex geometry
that covers only the frequency range of 1.31 – 6.81 GHz
has been presented in [15].

II. ANTENNA CONFIGURATION AND
DESIGN

The geometrical configuration of the proposed wide
hexagonal slot fractal antenna is presented in Fig. 1.
It is designed using RO4320B substrate having a rela-
tive permittivity εr= 3.66, a thickness of 1.524 mm and
a loss tangent of 0.004. The proposed CPW-fed UWB
slot antenna is basically composed of a wide-hexagonal-
slot antenna and a parasitic hexagonal patch fed by a
CPW. Thus, there are two radiating elements: the wide-
hexagonal-slot and the hexagonal patch which acts as a
tuning stub. Moreover, five trapezoidal slots are inserted
symmetrically on the perimeter of the wide-hexagonal-
slot antenna to improve the impedance characteristics.
The hexagonal patch antenna has been designed by re-
lating the areas of a circular patch with the one of the
hexagonal patch structure. As given in [16], the side
length B of a hexagonal patch can be calculated using the
equation

B ≈ 1.1 re, (1)
where re is the equivalent radius of a comparable circular
patch given by the formula

re =

√
r2 − 2hr

πεr

(
ln

πr
2h

+1.7726
)

, (2)

where ε is the dielectric constant of the substrate, c is
the speed of light in free space, h is the thickness of the
substrate, and r is the radius of a comparable circular
patch. The resonant frequency fr of the hexagonal patch
can be calculated using the formula (3).

fr ≈ Ymnc
2πre

√
εr
, (3)

where Ymn is the mth zero of the derivative of the Bessel
function of order n. The values of Ymnare given in
Table 1.

Table 1: Values of Ymn

Modes Ymn
TM01 0
TM11 1.841
TM21 3.054
TM02 3.832
TM31 4.201
TM41 5.317
TM51 6.415

The edge of the proposed wide slot is constituted by
a fractal structure that is formed by notching a succes-
sion of five regular isosceles trapezoidal from the middle
of the ribs constituting the hexagonal slot that having a
length of A = 16.2 mm. The isosceles trapezoidal notches
have three identical ribs of length h1= 3.2 mm and one
lengthy rib of length h2= 6.4 mm.

The radiating element is lodged inside a ground
plane having the same outer dimensions of the substrate
of 0.305λ0 × 0.313λ0 at 2.35 GHz. The patch consists
of a regular hexagon with a length of B = 10.5 mm and
is fed by a CPW with an input impedance of value 50
Ω. The strip width W f and the gap g between the feed
line and the ground plane have of values 2.9 mm and

Fig. 1. Geometrical configuration of the proposed UWB
slot antenna.
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0.275 mm, respectively. As illustrated in Fig. 1, the de-
signed antenna has a compact size of 0.305λ0 × 0.313λ0
× 0.012λ0 at 2.35 GHz. The detailed dimensions of the
proposed UWB fractal antenna are listed in Table 1.

III. RESULTS AND PARAMETRIC STUDY

The electromagnetic solver, CST Microwave Stu-
dio [17], was used to numerically calculate and opti-
mize the proposed fractal antenna. The reflection coef-
ficient |S11|of the simulated antenna, with the optimized
parameters listed in Table 1, is depicted in Fig. 2. As
a consequence of applying isosceles trapezoidal fractal
elements on the proposed antenna the impedance band-
width is enlarged by a 4.79 GHz; the high-frequency side
is shifted up from 8.35 GHz to 12.75 GHz and the low-
frequency side of the working bandwidth is also shifted
down from 2.66 GHz to 2.27 GHz. Thereby, a 60.8%
fractional bandwidth expansion is achieved (from 77.7%
to 138.5%). Therefore, a UWB ranging from 2.27 to
12.75 GHz is exhibited which covers the entire UWB
spectrum from 3.1 to 10.6 GHz. to show the effect of

Fig. 2. Simulated return loss of the two antennas: for ref-
erenced antenna (dashed line); for the proposed UWB
slot antenna (solid line).

Table 2: Optimized dimensions of the proposed slot an-
tenna in term of wavelength at 2.35 GHz
Parameters Dimensions

[m]

Parameters Dimensions

[m]

A 0.1269λ 0 Lsub 0.3055λ 0
B 0.0823λ 0 Wsub 0.3133λ 0
h1 0.0251λ 0 W f 0.0227λ 0
h2 0.0501λ 0 L f 0.0760λ 0
hg 0.0204λ 0 g 0.0021λ 0

the antenna parameters on the bandwidth performance,
a parametric study was carried out by changing one of
the parameters while keeping all other parameters fixed
as listed in Table 2. The first parametric study is on the
length h1 of the trapezoidal fractal notch elements. The
influence of this parameter on the impedance bandwidth
and the adaptation of the simulated antenna for differ-
ent values 0.5, 1.5, 3.2, 4.5, and 5.5 mm are plotted in
Fig. 3 (a). It can be seen that as the length h1 augments
from 0.5 to 3.2 mm the impedance bandwidth increases
greatly by 36.52% (from 102.07% to 138.62%). How-
ever, the bandwidth decreases when the length h1 ex-
ceeds 3.2 mm. Therewithal, the optimal length of the
trapezoidal corrugations is found to be at h1=3.2 mm. In
addition, the lower frequencies of the bandwidth change
slightly by increasing the length h1 of the trapezoidal
notches, while at the middle and the high frequencies,
the augmentation of this parameter combines the reso-
nances of the bandwidth that leads to improving the up-
per frequency of the bandwidth from 8.3 to 12.4 GHz

(a)

(b)

Fig. 3. Continued.
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(c)

(d)

Fig. 3. Effect of different parameters on the reflection
coefficient of the proposed antenna: (a) effect of the
trapezoidal notch length; (b) effect of the parasitic patch
length; (c) effect of the gap between the parasitic patch
and the ground plane; (d) effect of the ground plane
length.

and, consequently, the UWB characteristic of the pro-
posed antenna is achieved. Therefore, the parameter h1
represents a major impact on the impedance-matching
performance of the proposed antenna. The impact of ad-
justing the patch side length B on the bandwidth perfor-
mance is also studied. The antenna was calculated for
different values of parameter B commencing from 7.5 to
11.5 mm with an increment of 1 mm, the obtained results
are presented in Fig. 3 (b). As can be observed, the im-
pact of patch length B on the impedance bandwidth and
the adaptation performances is clearly visible. It is shown
that the antenna bandwidth becomes wider by 9% (from
129.62% to 138.62%) when increasing the side length
B from 7.5 to 10.5 mm. However, the bandwidth does
not augment any further when the side length exceeds
10.5 mm. It can be noticed that as the patch augments in
length a better adaptation performance is achieved over
the working bandwidth. As illustrated in Fig. 3 (b), when

B1 exceeds 9.5 mm, the matching characteristics of the
proposed antenna are enhanced at 10.7 GHz. When the
length B1 exceeds 10.5 mm, the |S11|becomes narrower
because of the growth of the capacitive coupling between
the radiating element and the ground plane. Thus, the
patch leads to augmenting greatly the upper frequency
of the operating bandwidth. Thereby, the optimum value
of the parameter B1 is taken at 10.5 mm. The mutual
coupling between the feed and the patch has an impor-
tant impact on the antenna adaptation performance. For
this reason, the impact of the gap d separating the patch
and the ground plane is furthermore studied. Figure 3 (c)
depicts the |S11|for various values of gap d varying be-
tween 0.35 and 1.15 mm with an increment of 0.2 mm.
As it is shown, this gap d augments the upper side of the
bandwidth augments, whereas, the lower side is nearly
invariable. Therefore, the adaptation improves and the
total impedance bandwidth augments. The optimum dis-
tance separating the patch and the ground plane is ob-
tained at 0.75 mm. When the gap d exceeds 0.75 mm, the
|S11|becomes narrower because the antenna impedance
matching is going bad.

Figure 3 (d) presents the impact of the ground plane
length hg on the |S11|. Its influence was studied for dif-
ferent lengths of the ground plane ranging from 1.8 to
3.4 mm with an increment of 0.4 mm. It can be seen
that as the length hg augments, the lower side of the
impedance bandwidth as well as the upper side of the
bandwidth changes slightly. Therefore, it is clearly ob-
served that the length hg has not a considerable im-
pact on the antenna bandwidth. The optimum ground
plane length for the proposed antenna was optimized at
2.6 mm.

IV. MEASURED RESULTS AND
DISCUSSION

To give credence to the calculated results, a proto-
type of the proposed UWB slot antenna with the op-
timized geometrical dimensions were constructed and
measured. Figure 4 presents a photograph of the realized
prototype. The reflection coefficient |S11|of the fabri-
cated antenna is then measured using an Agilent 8722ES
vector network analyzer. Figure 5 shows the measured
reflection coefficient against their simulated results. It in-
dicates that the fabricated antenna exhibits a measured
impedance bandwidth as large as 8.32 GHz and covers
the band ranging from 2.35 GHz to 10.67 GHz, relatively
about 127%, which is suitable for UWB applications.

The comparison between simulated and measured
results of the coefficient reflection indicates that there
is a slight difference. At lower frequencies, an excel-
lent concordance is observed between the calculated and
measured results. Besides, there is a little disagreement
at high frequencies which is mainly due to the fabrication
tolerance and connector soldering.
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Fig. 4. Photograph of the proposed CPW-fed UWB slot
antenna.

Fig. 5. Simulated and measured return loss S11 [dB]
against frequency.

Furthermore, the H- and E- plane patterns of the fab-
ricated antenna were measured in an anechoic chamber
and compared with the predicted ones. Figure 6 shows
the both measured and simulated 2-D far-field radiation
patterns of the fabricated antenna in two principal planes,
the E and H-planes for three respective frequencies 3,
5, and 9.5 GHz. Excellent agreements are achieved be-
tween the measured results and the calculated ones. In
addition, the quasi-omnidirectional patterns can be ob-
served in the H-plane at all frequencies, while in the E-
plane, a bidirectional radiation pattern is achieved at the
frequencies 3 and 5 GHz. At high frequencies around
9.5 GHz, the measured radiation pattern in the E-plane is
no longer bidirectional. The small deformation at higher
frequencies is probably due to the excitation of higher-
order modes [18–19]. Figure 7 depicts the measured and

(a) 3 GHz

(b) 5 GHz 

(c) 9.5 GHz

Fig. 6. Measured and simulated normalized radiation pat-
terns of the proposed UWB slot antenna in E-plane (left)
and H-plane (right) at three frequencies: (a) 3 GHz, (b)
5 GHz, and (c) 9.5 GHz.

Fig. 7. Gain of the proposed UWB slot antenna versus
frequency.
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Table 3: Comparison of the fabricated antenna with other recently published antennas
Ref.
No.

Antenna structure Ground
plane (GP)

Substrate/
permittivity

Electrical size Bandwidth
(GHz)

Bandwidth
(%)

Peak
Gain
(dBi)

Ease of
fabrica-

tion
[24] Microstrip

line-fed
monopole
antenna

Partial GP FR4
εr=4.6

0.338λ 0
×0.347λ 0
× 0.014λ 0

2.6-12.3 130.2 5.52 Easy

[25] CPW-fed
U-shaped
monopole
antenna

Partial GP FR4
εr=4.4

0.402λ 0
×0.435λ 0
× 0.0201λ 0

4.02-10.7 90.76 3.54 Easy

[26] L-shaped feed
line aperture

antenna

Slotted GP FR4
εr=4.4

0.568λ 0
×0.568λ 0
×0.0116λ 0

2.9-8 93.5 4.9 Easy

[27] CPW-fed printed
monopole
antenna

Partial GP FR4
εr=4.4

0.358λ 0
×0.358λ 0
×0.0057λ 0

2.15- 6.97 105.70 5 Easy

[28] Metasurface-
based

microstrip-fed
planar antenna

Partial GP FR4
εr=4.4

0.34λ 0
×0.34λ 0
×0.05λ 0

3.1-10.6 109.49 6.8 Hard

[29] Coaxial probe-fed
microstrip patch

with
metamaterial-

inspired reactive
impedance

surface

Full GP RO4003
εr =3.38

0.58λ 0
×0.58λ 0
×0.1λ 0

4.64-7.3 44.5 7.2 Hard

[30] CPW-fed
cauliflower

shaped antenna

Partial GP RO-4350B
εr=3.48

0.368λ 0
× 0.417λ 0
×0.015λ 0

3.05-10.96 113 5.68 Hard

[31] Microstrip
line-fed question

mark shaped
antenna

Partial GP FR4
εr=4.4

0.347λ 0
×0.393λ 0
×0.017λ 0

3.47-12.11 110.91 6 Easy

This
work

CPW-fed slot
antenna with
fractal shaped

isosceles
trapezoidal

Slotted GP RO-4350B
εr=3.66

0.305λ 0
× 0.313λ 0
× 0.012λ 0

2.35-10.65 127 7.02 Easy

simulated peak gain of the fabricated prototype. Accept-
able values are achieved in the whole UWB range with
a maximum gain of 7.02 dBi attained at about the fre-
quency of 5.15 GHz. The discrepancy between the sim-
ulated and measured gains may be due to many reflec-
tions into the electromagnetic waves between the tested
antenna and reference antenna (double ridged horn an-
tenna AH-118 operating between 1 and 18 GHz). The
reflections may come from the room floor and ceiling,
chamber scattering, and track inside the anechoic cham-

ber. Figure 8 shows that the designed CPW-UWB slot
antenna reveals acceptable values of efficiency within the
operating band which are nearly over 80% that are supe-
rior to the ones achieved in [20–21]. The simulated group
delay along the working bandwidth is plotted in Fig. 9
for a distance of 30cm between the front faces of two
similar CPW-fed UWB slot antennas. A feeble variation
below 1ns is obtained which is nearly comparable to the
results presented in [22–23]. To demonstrate the useful-
ness of the fabricated model, the main parameters of the
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Fig. 8. Efficiency of the proposed UWB slot antenna ver-
sus frequency.

Fig. 9. Group delay of the proposed UWB slot antenna
versus frequency.

proposed antenna are compared with the ones of some
existing antennas in Table 3. It can be deduced that the
parameters of the fabricated model are better or compa-
rable to those of other existing antennas.

V. CONCLUSION

A compact printed CPW-fed slot antenna us-
ing fractal-shaped isosceles trapezoidal corrugations
for UWB applications has been designed and mea-
sured in this work. The implementation of the
isosceles trapezoidal fractal structure along the edge

of the hexagonal slot has improved the working
bandwidth. Experiments have been implemented to
prove the antenna performances confirming that the fab-
ricated antenna offers a large impedance bandwidth of
about 127%, extending from 2.35 GHz to 10.67 GHz;
which covers the entire UWB. Moreover, stable radia-
tion patterns measured with an acceptable peak gain are
measured over the whole working bandwidth. Thus, it
can be concluded that the proposed design can be an ad-
vantageous candidate for many wireless communication
systems.
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Abstract – In this article, the design and the development
of ultra-wideband UWB branch-line couplers BLCs with
a novel method to control the coupling imbalance is pro-
posed. The proposed UWB BLC is suitable for the 5G
low-noise amplifier (LNA) design. UWB 4-branch BLC
is designed using design curves developed using even
and odd mode analyses to cover the 5G (3.3-5 GHz) fre-
quency bands. The vertical branches of the UWB BLC
are replaced by modified ones, and their effect on the
coupling imbalance is investigated. The proposed BLC
occupies an area of 33.9×15.7 mm2. Both conventional
and modified BLC are fabricated, and their measured S-
parameters are compared with analytical and simulated
models. Based on the balanced amplifier topology, a
5G UWB low-noise amplifier is designed. The proposed
BLCs and the MGF3022AM InGaP-HBT (Heterojunc-
tion Bipolar Transistor) are used to produce acceptable
UWB performance. The balanced amplifier return loss,
noise figure, and gain are investigated as BLCs coupling
imbalance varies. The ultra-wideband LNA exhibits an
acceptable small-signal gain, noise figure, input return
loss, and output return loss across the 5G different fre-
quency bands.

Index Terms – Branch-line coupler, balanced LNA am-
plifier, imbalance coupling, UWB.

I. INTRODUCTION

High data rates, spectral efficiency enhancement,
shorter latency, and high Quality of Service (QoS) are
the main requirements for 5G wireless communication
networks [1–3]. For outdoor coverage, 5G sub-6 GHz
bands are used [4]. The 5G frequency bands are classified
as n46 (5.15-5.925), n47 (5.855-5.925), n77 (3.3 GHz–
4.2 GHz), n78 (3.3 GHz–3.8 GHz), and n79 (4.4 GHz–
5 GHz) [5]. These bands are within the ultra-wideband
UWB frequency band (3.1 GHz - 10.6 GHz) that is
authorized by Federal Communications Commission
(FCC). Ultra-wideband refers to radio technology that

is above 500 MHz or 20% bandwidth, depending on its
center frequency [6]. In all RF and microwave receivers,
the low noise amplifier (LNA) is the first level of the re-
ceived signal amplification. There are two possible con-
figurations for the LNA wideband operation. The first
is the unbalanced structure, which consists of a multi-
stage amplifier with inter-stage matching circuits. The
second is a balanced amplifier, which employs 3 dB hy-
brid couplers to improve the matching across the wider
bandwidth [7].

In this paper, an imbalanced coupling UWB BLC
with an unbalanced structure is adopted to achieve a
high-gain LNA over the UWB frequency range for the
5G applications. Other parameters such as input re-
turn loss, output return loss, noise figure (NF), and iso-
lation are kept at an acceptable level. For that, both
conventional UWB BLC and the proposed UWB im-
balanced coupling BLC are designed, fabricated, and
measured.

It had been shown in [8–12] that hybrid couplers
may have arbitrary output power division by controlling
the characteristic impedances of the λg

4 sections, where
λg is the guided wavelength. Few researchers were con-
cerned by the coupling imbalance CI of the couplers. In-
troducing a shorted stub, single section λg

4 transformers,
circular sector patch, impedance varying, and phase in-
verter are the most used techniques, [13–18]. In [13], the
vertical branch lines of the BLC were loaded by parallel-
shorted stubs. In [14], single-section quarter-wave trans-
formers at each port were integrated to achieve wideband
and coupling imbalance operation. In [15], four circu-
lar sector patches were combined to form the coupler
and the coupling imbalance was achieved by varying
the impedance of the sectors. In [16], the conventional
uniform transmission lines of BLC were replaced with
nonuniform lines governed by a truncated Fourier series.
In [17], a conventional two-section branch-line coupler
with an additional phase inverter was used to control the
coupling imbalance and the wideband operation. In [18],
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the BLC’s vertical branch lines were loaded with a short
circuit stub. Parallel notches were also introduced at the
T-junction of the BLC.

II. BLC DESIGN AND ANALYSIS
PROCEDURE

In this section, even and odd mode analyses were
used to obtain a developed design curve for the UWB
BLCs over the entire frequency band of the 5G. Also,
the S-parameters are calculated using a developed MAT-
LAB code and then verified by CST and measured coun-
terparts.

A. Even and odd mode analysis of conventional UWB
BLC

Considering the analytical model of a one-section
branch-line coupler [19], the analytical theory is ex-
tended to model four-branch BLC. Figure 1 shows
a conventional four-branch BLC and its characteristic
impedances of through and branch lines. The through
lines’ characteristic impedance are Z1 and Z3, and their
lengths are θ1 and θ3 respectively. The branch lines’
characteristic impedance is Z2 and their length is θ2.
Both Port 1 and 4 are excited by in-phase and amplitude
of 1

2 signals which leads to an equivalent open circuit
at the line of symmetry. Similarly, two out-of-phase and
amplitudes of 1

2 signals lead to an equivalent short circuit
at the line of symmetry. By superposition, the sum of the
two cases is a single signal of unit amplitude at Port 1.
The resultant signals from the four ports are also the su-
perposition of the results obtained in the even mode and
odd mode cases. In each case, the problem reduces to
that of a two-port network.

Fig. 1. Four branches of conventional BLC.

For the even mode, Figs. 2 (a) and (b) show the even
mode excitation and the open stubs equivalent circuit,
respectively. The even mode ABCD parameters are ob-
tained in Equation (1). Similarly, Figs. 2 (c) and (d) show
the odd mode excitation and the short stubs equivalent
circuit, respectively. The odd mode ABCD parameters
are obtained in Equation (2).

(a)

(b)

(c)

(d)

Fig. 2. Decomposition of BLC into (a) even–mode exci-
tation; (b) even–mode equivalent circuit; (c) odd–mode
excitation; (d) odd–mode equivalent circuit.
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Using ABCD to S parameters transformation [20],
and the fact that AD − BC = 1 and A = D, the S-
parameter for the four-branch BLC is obtained. The re-
quired characteristic impedance, Z2 of the branch line for
the conventional four-branch, BLC is between 135 Ω and
264 Ω in Butterworth and Chebyshev designs [21]. In
[22], the through characteristic impedance Z1 and Z3 are
obtained as Equations (3) and (4).

Z1 =

√√√√√ Z0Z3
2

√
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f actor −Cf actor Z2
0Z2

2

Cf actor
(
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2 −Z2
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, (3)
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2
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1 −Z2
2
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where the coupling factor Cf actor is related to S21 and
S31 in [4]:

S21 =
√

1−C2
f actorandS 31 = jCf actor.

For physical realizations, the branch characteristic
impedance Z2 is recommended to be within the range of
135 Ω to 145 Ω. MATLAB code was developed based
on this assumption and Equations (3) and (4). Consider-
ing the frequency effect (3 GHz – 6 GHz), line-width-to-
substrate-height ratio (w/h), and the effective dielectric
constant εe f f , Fig. 3 shows how to choose the through
and the branch characteristic impedance values simulta-
neously, and then choose the aspect ratio (w/h) and the
effective dielectric constant εe f f of branch line Z2 only.
Figure 4 shows the aspect ratio (w/h) and the effective
dielectric constant εe f f of the through impedances Z1 and
Z3 at different frequencies. In Table 1, the design process
starts by choosing the branch characteristic impedance
Z2 between 135 Ω to 145 Ω lines shown in Fig. 3 (b)
at 4 GHz. Z2 is chosen to be 143 Ω with an aspect ra-
tio (w

h )2 = 0.1 and (εre f f )2 = 3.23. Also, Z1 and Z3 are
found to be 54 Ω and 57.7 Ω, respectively. The through
characteristic impedances aspect ratio and effective di-
electric constant are extracted from Fig. 4 (b) and are
shown in Table 2.

Figure 5 shows the calculated S-parameters of the
UWB BLC using the developed MATLAB code. For

Fig. 3. Characteristic impedances of branch and through
lines values at (a) 3 GHz; (b) 4 GHz; (c) 5 GHz; (d)
6 GHz.

verification purposes, the conventional UWB BLC is
simulated using CST and then fabricated and both mea-
sured and simulated results are shown in Fig. 6. Good
agreements were obtained between simulated and mea-
sured results over the frequency band, which extends
from 3.3 GHz to 5 GHz. The conventional UWB coupler
has simulated insertion loss and coupling of −3.77 dB
and −3.15 dB while the measured insertion loss and cou-
pling of −4 dB and −4.47 dB were obtained. The simu-
lated and measured isolation and return loss are less than
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Fig. 4. Characteristic impedances of branch and through
lines values versus aspect ratio w/h and effective dielec-
tric constant at (a) 3 GHz; (b) 4 GHz; (c) 5 GHz; (d)
6 GHz.

−16.5 dB with fractional bandwidth of 56%, and phase
imbalances less than 2o over the operating bandwidth.

B. Proposed UWB BLC with different coupling im-
balance

The UWB BLC coupling is controlled by replacing
the uniform branch line with a proposed non-uniform
one as shown in Fig. 7. The modified branch line has
two circular discs with a radius R at its upper and lower

Table 1: Comparison of proposed BLC with previous
works
Ref. Technique fo

(GHz)
BW
(%)

CI
(dB)

PE
(deg.)

13 Shorted
stubs

3 30.5 4-10 4

14 Single
section λ /4
transformer

3 50.9 6-14 2

15 Circular
sector patch

10 22.2 3-10 5

16 Impedance
varying

3 57 3-9 5

17 Phase in-
verter

2 48.2 3-10 5

18 Shorted stub
and parallel
notches

3.5 62 9-15 4

This
work

Circular
discs

3.19 103 1-12 2

Table 2: Conventional UWB BLC parameters
n Zn (Ω) (w

h )n (εre f f )n ln (mm)

2 143 0.1 3.23 10.4
3 57.7 1.4 3.54 10
1 54 1.59 3.58 9.9
0 50 1.8 3.63 1.8

Fig. 5. Calculated S-parameters of conventional UWB
BLC.

centers. As the disc radii increase the coupling imbalance
increase. At 4 GHz the coupling imbalance increases
from 0.8 dB to 12 dB as radius R increases from 0.25 mm
to 1.25 mm, Table 3.

Figures 8 (a) to (e) show the S-parameters of the
UWB BLC as discs radii increase. The proposed UWB
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(a) (b)

(c)

Fig. 6. Conventional UWB BLC (a) fabricated top view;
(b) fabricated bottom view; (c) measured and simulated
S-parameters.

Fig. 7. Proposed UWB BLC with controllable coupling
imbalance.

coupler has a coupling imbalance of 1 dB, 2 dB, 4 dB,
7 dB, and 12 dB over the bandwidth which ranges from
3.5 GHz to 5 GHz, 3.75 GHz to 4.65 GHz, 3.6 GHz to
4.5 GHz, 3.64 GHz to 4.2 GHz, and 3.5 GHz to 4 GHz as

Table 3: Coupling imbalance values at different disc radii
at 4 GHz
R (mm) 0.25 0.5 0.75 1 1.25
CIR (dB) 1 2 4 7 12

circular discs have radii of 0.25 mm, 0.5 mm, 0.75 mm,
1 mm, and 1.25 mm, respectively.

For verification purposes, the proposed UWB BLC
with a coupling imbalance of 7 dB is fabricated and mea-
sured. The top and bottom views of the proposed fab-
ricated BLC are shown in Figs. 9 (a) and (b), respec-
tively. Both measured and simulated results are shown
in Fig. 9 (c). The simulated frequency band with a 7 dB
imbalance extends from 3.5 GHz to 4.2 GHz while the

Fig. 8. Continued.
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(c)

(d)

(e)

( )

Fig. 8. UWB BLC with controllable coupling imbalance
S-parameters at (a) R = 0.25 mm; (b) R = 0.5 mm; (c)
R = 0.75 mm; (d) R = 1 mm; (e) R = 1.25 mm.

measured frequency band with a 7 dB coupling imbal-
ance extends from 3.3 GHz to 4.48 GHz. The simulated
insertion loss and coupling of 2.33 dB and −9.33 dB
while the measured insertion loss and coupling of 2.2 dB
and −8.1 dB are obtained, respectively. The simulated
isolation and return loss are less than 13 dB and 20 dB
with fractional bandwidth of 20.3%, and phase imbal-
ances less than 2o while the measured isolation and re-
turn losses are less than 14 dB and 16 dB with fractional
bandwidth of 36%, and phase imbalances less than 10o

for the entire operating bandwidth.

III. BALANCED UWB LNA

In wireless communication systems, balanced am-
plifiers have been widely used due to their low noise
figure, and better gain and stability as compared to a
single amplifier. The proposed LNA circuit consists of
four transistors with an impedance-matching network at
the input and output of each transistor. MGF3022AM
InGaP-HBT (Heterojunction Bipolar Transistor) has
opted for the proposed LNA circuit. The MGF3022AM
is designed for use in L-to-C-band amplifiers. Addi-
tional, two identical UWB BLC with different coupling

(c)

Fig. 9. Proposed fabricated UWB BLC (a) top view; (b)
bottom view; (c) measured and simulated S-parameters.
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(a)

Fig. 10. Proposed UWB LNA (a) circuit diagram; (b) sin-
gle transistor with input and output matching sections;
(c) input matching section; (d) output matching section.

Table 4: k− μ factors of the MGF3022AM InGaP-HBT
transistor
F (GHz) μ k
3.00 0.863 0.692
3.25 0.905 0.786
3.50 0.939 0.866
3.75 0.976 0.95
4.00 1.044 1.083
4.25 1.125 1.202
4.50 1.234 1.287
4.75 1.574 1.47
5.00 2.46 1.552
5.25 1.743 1.738
5.50 1.282 1.878
5.75 1.11 2.033
6.00 1.04 2.112

imbalanced designed in section II are included. Mi-
crowave transistors used to design UWB amplifiers are
generally not well-matched across the operating fre-
quency band. A wider bandwidth comes at the expense of
low gain and more circuit complexity. Thus, we propseda
circuit based on four amplifiers having a UWB coupler
to provide a good adaptation for the gain and bandwidth.
ADS simulator is used as a CAD tool to analyze the
circuit performance. The balanced amplifier circuit is
shown in Fig. 10 (a). Figure 10 (b) shows the transis-
tor block, which has S-parameters of VCE = 3 V and
IC = 33 mA, and it’s matching input and output circuits.
Figures 10 (c) and (d) shows the equivalent input and
output transmission line matching circuits designed at
F = 5 GHz, where Z is the line impedance in Ω and E is

(a)

(b)

Fig. 11. Proposed LNA circuit (a) S-parameters at dif-
ferent coupling imbalances of the UWB BLC and (b)
noise figure at different coupling imbalances of the UWB
BLC.
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Table 5: LNA parameters for different imbalance cou-
pling associated with different discs’ radii
R (mm) I/P RL

(dB)
O/P RL
(dB)

Gain
(dB)

NF (dB) CI
(dB)

n77 (3.7 GHz)
0 11.9 17.2 19.5 0.38 0.99
0.25 11.7 17 20.3 0.38 2.2
0.5 11.4 16.3 20.7 0.38 3.3
0.75 13.2 17.8 20.1 1.1 4.1
1 13.3 16.9 20.6 1.1 7.2
1.25 14.8 16.1 21.2 1.1 11.8
n57 (3.5 GHz)
0 11.9 13.2 21.5 0.34 1.4
0.25 11.5 12.5 22.1 0.35 2.8
0.5 10.7 11.5 22.3 0.32 3.8
0.75 12.7 11.9 20.23 1.1 4.6
1 11.9 10.8 19.98 0.97 7.6
1.25 11.97 10.01 18.9 0.99 12.4
n79 (4.7 GHz)
0 17.4 25.9 4.6 0.83 0.79
0.25 17 26.7 3.6 0.83 2.1
0.5 17.2 29.1 3.7 0.74 3.8
0.75 16.1 22.9 8.3 1.69 5.2
1 18.1 20.5 6.8 1.8 11.7
1.25 16.1 13.7 10.7 2.13 15.5
4 GHz
0 15.9 20.9 13.5 0.54 0.82
0.25 15.8 21.8 15 0.54 0.82
0.5 15.5 22 16.2 0.56 1.87
0.75 16.3 22.8 16.8 1.34 3.85
1 16.9 25.3 19.1 1.29 6.96
1.25 20 31.8 21.11 1.26 12.13

the electrical length of the open stub in degree. Table 4
shows the k and μ factors of the MGF3022AM InGaP-
HBT transistor after adding the input and output match-
ing sections. The k and μ factors are given by [5] as:

K =
1−|S11|2 −|S22|2 + |Δ|2

2 |S12S21| , |Δ|= |S11S22 −S12S21| ,

μ =
1−|S11|2∣∣S22 −ΔS∗11

∣∣+ |S12S21|
. (5)

The amplifier is nearly unconditionally stable across
the 5G operating frequency band.

Different coupling imbalances associated with dif-
ferent discs’ radii of UWB BLCs are used for the
balanced LNA performance analysis. Figure 11 (a)
shows the input return loss, output return loss, gain, and
isolation for the first three coupling imbalances associ-
ated with the first three discs’ radii of BLC balanced.
Figure 11 (b) shows the associated noise figure of bal-
anced LNA. Table 5 shows different LNA parameters for
imbalances associated with six different discs’ radii. For

the 5G n77 center band, the gain varies from 19.5 dB to
21.2 dB while NF is better than 1.1. The input and output
return loss, are better than 11.4 dB. For the 5G n57 cen-
ter band, the gain varies from 18.9 dB to 22.3 dB, while
NF is better than 1.1. The input and output return loss
are better than 10 dB. For the 5G n79 center band, the
gain varies from 3.6 dB to 10.7 dB, while NF is better
than 2.3. The input and output return loss are better than
13.7 dB. Additionally, at 4 GHz (the center frequency of
the UWB BLC), the gain varies from 13.5 dB to 21.11 dB
while NF is better than 12.13. The input and output re-
turn loss are better than 15.5 dB.

IV. CONCLUSION

We introduced a simple and new method of control-
ling the coupling imbalance of the UWB BLC. For ver-
ification, a conventional UWB BLC was designed, fab-
ricated, and measured. Additionally, a UWB BLC with
a coupling imbalance of 7 dB was designed, fabricated,
and measured. Both UWB BLC and UWB BLC with a
7 dB coupling imbalance were measured and simulated,
and their results were founded to be in good harmony.
The application of the proposed LNA-design BLC was
verified. The proposed BLC added a degree of freedom
in the design of the LNA considering gain and NF.

The UWB LNA that uses UWB BLC with an imbal-
ance coupling is suitable for 5G sub−6 GHz applications
as well as other wireless communication systems such as
navigation and radar applications.
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Abstract – The proposed antenna presents a microstrip
filter antenna with both filter out-of-band rejection
characteristics and antenna radiation characteristics for
WLAN communication system. The antenna consists of
four U-shaped microstrip resonators, one Γ-shaped an-
tenna, and one parallel coupling line. The Γ-shaped an-
tenna has the filtering function as the last order resonator,
and the parallel coupling line integrates the filter and
antenna as the conductance converter. After simulation
and test, the results show that the center frequency of
the filter antenna is 5.25 GHz, the fractional bandwidth
is 8.0% (5.0 − 5.42 GHz), the in-band gain changes
smoothly, the maximum in-band gain is 3.059 dBi, the
gain at 150 MHz outside the passband rapidly decreases
to 10.0 dBi, and the overall out-of-band gain drops to
below −24 dBi. The filter antenna has a simple structure
and thin substrate, which optimizes the overall size of the
filter and antenna, reduces the transmission loss between
them, and is applicable to the RF front-end of wireless
communication systems.

Index Terms – compact design; filter antenna; microstrip
antenna; WLAN communication system

I. INTRODUCTION

In recent years, the rapid development of wireless
communications has led to an exponential growth in the
demand for passive devices. As one of the most widely
used wireless communication systems, WLAN technol-
ogy has become more and more mature. The data trans-
mission rate in the 5.0-GHz band (5.15− 5.35 GHz) of
the IEEE802.11a standard is relatively high, so it is able
to meet the needs of most high-speed communications
and, therefore, has been widely used. As an important
part of wireless communication system, antennas and fil-
ters play a very important role in the performance of the
whole wireless communication system, but their size is
often much larger than other devices. If antennas and

filters are integrated in a compact module that provides
both radiation and filtering functions, the size of the com-
munication system could be effectively reduced and the
communication quality could be improved by reducing
mutual interference. Therefore, filtering antennas [1] that
combine filters and antennas closely together have been
widely studied.

In the traditional design method of filtering antenna,
the antenna and filter are designed separately based on
the reference impedance, which is 50 Ω or 75 Ω, and then
they are connected directly because they share a common
characteristic impedance. However, this will easily cause
impedance mismatch and increase the insertion loss of
the circuit, leading to the deterioration of the entire sys-
tem. To eliminate this problem, an additional structure
for impedance transformation is used between the filter
and the antenna [2, 3], so that the filter can be correctly
integrated with the antenna in the required bandwidth
with good impedance matching. However, this structure
increases the circuit area and transmission loss in the
frequency range. Also, Bailey proposed a microstrip an-
tenna with filtering characteristics by coupling four lay-
ers of patches to each other [4]. However, none of the
above methods use an integrated design approach and
there is no generality. In 2016, Fakharian et al. pro-
posed an open/short-ended digital E-type resonator by
using two integrated PIN diodes and realized the cou-
pling connection between the filter and the antenna [5],
but it cannot be printed directly. Moreover, the method
of deploying simple parasitic elements was proposed to
expand the working bandwidth of the antenna by improv-
ing the roll-off performance of the upper edge of the ra-
diator and the selectivity of the upper and lower edges
[6–8]. Nevertheless, the above antenna only has one
polarization.

More advanced filtering antennas based on the
substrate integrated waveguide were proposed in [9,
10] and they have shown good filtering effects, but
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manufacturing the antenna becomes more difficult and
requires a much higher cost. Although the comprehen-
sive design method is adopted, the coupling structure
between the antenna and filter is more complicated and
manufacturing it is not easy [11]. In addition, a filter an-
tenna consisting of a sector patch antenna and a band-
pass filter is proposed in [12], which has a smooth in-
band gain but very limited out-of-band rejection. More
recently, a 2× 2 integrated filtering antenna array with
good out-of-band suppression characteristics was pro-
posed, but unfortunately, its impedance bandwidth can-
not cover the entire 5.0-GHz band of the WLAN com-
munication system [13].

Given the above problems, this paper proposes a
new type of microstrip filtering antenna for WLAN com-
munication systems. The filtering antenna is designed
through a comprehensive design method and integrates
four U-shaped open-loop resonators, a Γ-shaped an-
tenna, and a section of coupling line. The Γ-shaped an-
tenna, as the last resonator of the filter, has both radi-
ation characteristics and filtering characteristics. Sim-
ulation and measurement results show that the filter-
ing antenna has a center frequency of 5.25 GHz and
a maximum gain of 3.059 dBi. Also, it has a gentle
change of in-band gain and the maximum gain differ-
ence is 0.7 dBi. Furthermore, its out-of-band gain can
decrease rapidly and stabilize at −24 dBi finally, show-
ing an excellent filtering feature. The filtering antenna
not only presents good radiation and filtering characteris-
tics, but also has a compact size. The overall size is 41.49
mm × 26.25 mm × 0.288 mm, which is much smaller
than that of other structures [13]–[15]. With the attrac-
tive performance, the filtering antenna could be very
useful in the 5.0-GHz band of WLAN communication
system.

II. CONFIGURATION OF ANTENNA
A. Filter selection

An open-circuit resonator with a length that is an
integer multiple of the half wavelength has the charac-
teristics of a parallel resonant circuit. To realize the in-
tegrated design of the filtering antenna, the U-shaped fil-
ter is selected. The filter has a compact structure with
good indicators and has been widely used in RF and mi-
crowave engineering. Moreover, the U-shaped filter uses
a traditional open-loop resonator as the basic resonance
unit and the open-loop resonator is equivalent to a half-
wavelength resonator. A fifth-order bandpass filter is de-
signed by using the design method of integrated filter.
The filter has a center frequency of 5.25 GHz, a fractal
bandwidth of 10.0%, and a ripple coefficient of 0.01 dB,
respectively. The dielectric plate is Rogers 5880 with a
dielectric constant of 2.2 and a plate thickness of 0.254
mm. The coupling coefficient C of the resonator and the

Table 1: Chebyshev Normalized Component Values

n g1 g2 g3 g4 g5 g6

1 0.096 1.0
2 0.4489 0.4078 1.0
3 0.6292 0.9703 0.6292 1.0
4 0.7129 1.2004 1.3213 0.6476 1.0
5 0.7563 1.3049 1.5773 1.3049 0.7563 1.0

external quality factor Qext at the input and output can be
calculated by [16].

Ci,i+1 =
FBW√
gigi+1

, (1)

Qext,in =
g0g1

FBW
, (2)

Qext,out =
g5g6

FBW
. (3)

In the above equations, Ci,i+1 represents the coupling co-
efficient between i-th and (i+1)-th resonators, FBW rep-
resents the fractal bandwidth, and gi with g0 = 1 rep-
resent the Chebyshev normalized component values as
shown in Table 1 [16], where Qext,in represents the exter-
nal figure of merit at the input and Qext,out represents the
external figure of merit at the output, respectively. From
the formulas, we can obtain the coupling coefficients as
C12 =C45 = 0.1 and C23 =C34 = 0.07, and the Q-factors
at the input and output as Qext,in = Qext,out = 7.56, re-
spectively.

B. Determination of the filter’s sizes

To determine the physical sizes of the open-loop res-
onator, a single-port simulation model is created by us-
ing the well-known simulation tool HFSS, and the sim-
ulation is performed in an eigenmode. The resonant fre-
quencies of the resonator with different values of L1 are
obtained and shown in Fig. 1. It can be seen from the
figure that the resonant frequency decreases as the length
of the resonator increases. To achieve a resonant fre-
quency of 5.25 GHz, the length L1 of the resonator is
initially set to be 8.18 mm.

After the length of the resonator is set, the coupling
coefficient between the resonator and the external quality
factor of the output resonator is extracted by the com-
prehensive design method, and then the specific sizes
of the filter can be determined with the simulations of
HFSS. For mutual coupling resonators, the required cou-
pling coefficient can be obtained by adjusting the cou-
pling structure’s parameters. Because the U-shaped filter
keeps aligned up and down, the coupling strength of the
resonators is determined by the size of gap between the
resonators. The coupling coefficient C can be calculated
by [16].

C =
f 2
H − f 2

L

f 2
H + f 2

L
, (4)
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Fig. 1. Change of resonant frequency in terms of L1.

Fig. 2. Simulated parameters for (a) the gap of resonators
S and (b) the tap position T .

where fH and fL are the upper and lower resonant fre-
quency of the coupled resonator, respectively. Also, the
center frequency is fc =

√
fH fL and the coupling coeffi-

cient is positively related to the distance between the two
resonance peaks [17].

A simulation is performed with the length of L1 =
8.18 mm and the simulation model is shown in Fig. 2 (a).
The relationship between the gap of filtering resonators
and the coupling coefficient is obtained and shown in
Fig. 3. It can be seen that the coupling coefficient in-
creases as the coupling gap decreases. When the gap be-
tween the resonators is 0.23 mm and 0.34 mm, the cor-
responding resonance curves are shown in Fig. 4. The
calculated coupling coefficients are 0.1 and 0.07, respec-
tively, which can meet the need very well.

Because the fractal bandwidth of the filter is de-
signed to be 10.0%, which is relatively wide, and the
traditional slot-coupled feeding structure is thought of as
complicated, we use a tap line to feed directly in the filter
design so that the external figure of merit can be adjusted
by changing the parameters of feeding structure. The ex-
ternal figure of merit of a resonator is mainly determined
by the tap’s feeding position at both ends in the filter.

Fig. 3. Relationship between the gap of resonators S and
coupling coefficient C.

Fig. 4. Resonant responses of the two open-loop res-
onators.

To obtain the required figure of merit, a single-port sim-
ulation is performed with a single resonator and the sim-
ulation model is shown in Fig. 2 (b). The external figure
of merit Qext is calculated by [16].

Qext =
f0

� f±90◦
, (5)

where f0 represents the resonant frequency of the res-
onator and Δ f±90◦ represents the difference of frequen-
cies corresponding to the phases of higher and lower 90◦
than the phase at f0. When the resonator’s length is de-
termined, the single-port simulations are performed by
taking different values for the tap position T . The chang-
ing curve of the external quality factor Qext in terms of
the tap position T is shown in Fig. 5 and it can be seen
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Fig. 5. Relationship between Qext and T.

Fig. 6. Amplitude and phase of S11 when T = 0.09 mm.

that Qext is inversely related to T . When T = 0.09 mm,
the changing curve of the amplitude and phase of the S11
is shown in Fig. 6. According to Equation (5), the ex-
ternal figure of merit is 7.60, which basically meets the
requirement.

C. Optimization of the filter

In the previous design and analysis, the structural
parameters of the filter are preliminarily determined, i.e.,
the resonator’s length is L1 = 8.18 mm, the tap position
is T = 0.09 mm, and the coupling gaps are S1 = 0.23
mm and S2 = 0.34 mm, respectively. The model of ini-
tial filter is established in the HFSS and then optimized
for each structural parameter. The optimized structure is
shown in Fig. 7 and its S-parameter is plotted in Fig. 8. It
can be seen that the range of −10 dB bandwidth is from
5.03 GHz to 5.57 GHz, the center frequency is 5.25 GHz,
the reflection coefficient is greater than −15 dB, and the

Fig. 7. Structure of the optimized filter.

Fig. 8. S parameter of the optimized fifth-order filter.

insertion loss is less than −1.5 dB, which can meet the
design requirements fully.

D. Γ-shaped antenna and its integration with the filter

The Γ-shaped antenna is a deformed monopole an-
tenna, the structure and equivalent circuit of which are
shown in Fig. 9. In the figure, Ra is the radiation resis-
tance of the antenna, Ca is the resonance capacitance, La
is the resonance inductance, and Cg is the added par-
allel capacitance which is used to maintain the same
impedance characteristic as that of the antenna in a wider
bandwidth [17]. The antenna and the filter’s circuit board
have a common ground, and an impedance conversion
line is connected to the microstrip antenna. The line can
adjust the resonance characteristic of the antenna at 5.25
GHz and the antenna actually becomes the last resonator
of the filter. The antenna needs to have the same figure
of merit Qext as the filter, and the external figure of merit
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(a)

(b)

Fig. 9. Antenna part of the proposed filtering antenna. (a)
Structure. (b) Equivalent circuit.

Qa of the antenna can be extracted by [17].

Qa =
f0

2Re[Zin( f0)]

d[Im(Zin)]

d f

∣∣∣∣
f= f0

(6)

where f0 is the corresponding frequency with the maxi-
mum value of resistance and Zin is the input impedance at
the antenna’s feeding point. The resonance frequency of
the Γ-shaped antenna is determined by the total length of
L23, L24, and L25, and it is approximately the half wave-
length at the center frequency. From the simulations, we
find that the current density in the vertical arm connected
to the coupling line is the strongest and it is shown in
Fig. 10. Also, the length L23 can be adjusted to obtain
a matching figure of merit while keep the total length
unchanged approximately. After designing the bandpass
filter and the Γ-shaped antenna, we then use a couple of

Fig. 10. Current density distribution of the antenna.

parallel coupling lines as an admittance transformer to
connect the filter with the antenna. The parallel coupling
lines and their equivalent circuit are shown in Fig. 11
[18].

The parity analysis method is used to analyze the
parallel coupling lines. If the two structures have the
same electrical properties, the ABCD matrices of the two
structures should be equal. When the electrical length is
θ = π

2 , we can obtain the following relationship

Z0e

Z0
= 1+ JZ0 +(JZ0)

2, (7)

Z0o

Z0
= 1− JZ0 +(JZ0)

2, (8)

JZ0 =
2FBWθ√

g4g5
, (9)

where Z0e and Z0o are the even- and odd-mode
impedances, respectively, Z0 is the input impedance, and
g4 and g5 are the original values of the filter. The even-
and odd-mode impedances can be obtained when Z0 is
given, and the physical dimensions of the parallel cou-
pling lines can then be determined. When all structural
parameters of the filtering antenna are determined, the
overall optimization can be performed in the HFSS. The
complete structure of the filtering antenna is shown in
Fig. 12 and it has three layers. The middle layer is the
substrate and the bottom of the substrate is a ground plate
which is made of copper. Also, the copper’s resonance
unit and the antenna are attached to the upper layer of the
substrate. The parameters of overall structure are shown
in Fig. 13, and the specific values of those parameters are
listed in Table 2.

Fig. 11. A couple of parallel coupling lines. (a) Structure.
(b) Equivalent circuit.

Table 2: Structural Parameters of the Filtering Antenna
(unit: mm)

L Lb L0 L01 L11 L12 L13 L21 L22

41.49 31.59 5 0.47 8.17 8.23 8.3 2.34 9.66
L23 L24 L25 W W0 W01 W1 W2 S1

9.84 5.34 2.34 26.25 0.9 0.2 0.6 1.1 0.26
S2 S3 T B

0.37 0.18 0.08 5
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Fig. 12. Complete structure of the filtering antenna.

(a)

(b)

Fig. 13. Structural parameters of the filtering antenna. (a)
Top view. (b) Back view.

III. PERFORMANCE OF THE FILTERING
ANTENNA

The physical PCB board of the filtering antenna is
manufactured according to the structural parameters ob-
tained from the optimization simulations and it is shown
in Fig. 14. The S11 parameter and gain of the filtering
antenna are measured using a vector network analyzer
and the comparison between the simulation results and

Fig. 14. Proposed filtering antenna. (a) Physical image.
(b) Size comparison.

Fig. 15. S11 parameter and gain of the filter antenna.

measurement results are illustrated in Fig. 15. From the
figure, we can see that the center frequency of the filter-
ing antenna is 5.25 GHz, the fractal bandwidth at −10.0
dB is 8.0% (5.0−5.42 GHz), and the return loss is lower
than −15.0 dB. There is a small frequency offset in the
measurement result due to the inevitable errors in the ex-
perimental setup and manufacturing of PCB board. In ad-
dition, the gain of the filtering antenna is 2.79 dBi at the
frequency of 5.25 GHz and the change of in-band gain
is gentle because the maximum deviation of gain is only
0.7 dBi. Outside the band, the gain drops to −10 dBi at
150 MHz and the gain drops overall to −24 dBi finally.

We also present the radiation patterns of the filtering
antenna at 5.25 GHz by simulations and they are shown
in Fig. 16. In the XOY plane, there is an 8-shaped pattern
similar to that of a monopole antenna. Moreover, there
is a depression in the direction of 260◦ and it is mainly
caused by the coupling loss between the antenna’s end
and the ground plate.
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Fig. 16. Simulated radiation patterns of the filtering an-
tenna. (a) XOY plane. (b) YOZ plane.

Table 3: Comparison on the Performances od Antennas

Reference BW (GHz) Size (mm) Gain∗ (dBi)
[14] 3.1-10.6 40 × 30 3.05
[19] 3.5-5.97 49 × 37.85 4.177
[20] 5.15-5.825 64.3 × 34.8 3.5
[21] 5.15-5.825 98.93 × 42.93 7.40
[22] 5.15-5.825 93.53 × 38.82 7.30
[23] 5.25-5.35 21.075 × 17 3.93-4.45

This work 5-5.42 41.49 × 26.25 3.059
*The gain is obtained in the band of 5−5.42 GHz.

We compare the antenna proposed in this paper with
the typical antennas proposed in previous papers and the
result is shown in Table 3. It can be seen that the filter an-
tenna proposed in this paper has higher gain than the an-
tenna proposed in [14], much smaller physical size than
those antennas proposed in [19]–[22], and wider band-
width than the antenna proposed in [23]. The bandwidth
of proposed antenna can cover the 5.0- GHz band to meet
the requirements of practical applications.

IV. CONCLUSION

This paper proposes a microstrip filtering antenna
for WLAN communication system in the 5.0-GHz band
by using an integration design method of filters. The
antenna becomes the fifth-order resonator of the filter
through the integration of parallel coupling lines, which
realize the combination of antenna’s radiation property
and filter’s out-of-band rejection characteristic. The sim-
ulation and measurement results show that the filtering
antenna has a smooth in-band gain and good out-of-band
suppression feature. Also, the antenna has a compact
structure whose overall size is much smaller than that of
other structures. Based on the excellent performance, the
proposed filtering antenna can be a good candidate for
WLAN communication system in the 5.0-GHz working
band.
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Abstract – For a typical frequency modulated continuous
wave automotive radar system, a design using a novel
leaky-wave antenna is proposed that has a simple, cheap
and easy manufacturing structure whose performance is
compared with two different antenna arrays. The soft-
ware used were MATLAB and CST Microwave Studio.
The first antenna system was an inset-fed patch array,
and the second antenna system was a circular patch array
with a Buttler beamforming network as a beam scanning
mechanism. The simulation results of the three proposed
designs are obtained using the range-Doppler method for
multi-target scenarios. The proposed leaky-wave antenna
excels the antenna arrays, which offer cheaper and sim-
pler solutions for the automotive industry.

Index Terms – buttler beamforming network, frequency
modulated continuous wave (FMCW), inset-fed patch
antenna array, leaky-wave antenna (LWA), multi-target
detection

I. INTRODUCTION

Road safety has always been a challenging issue all
around the world. The National Highway Traffic Safety
Administration (NHTSA) is an agency that provides
annual statistics on road casualties as shown in Fig. 1
As we see, in 2019 alone there were 36,096 fatalities on
US roads [1].

Different solutions have been so far proposed to
increase road safety. But amongst the proposed methods,
frequency-modulated continuous wave (FMCW) radars
are one of the most promising solutions compared to
other types of automotive radar systems. These radars are
low-cost, simple in architecture, and have robustness in
foggy or rainy weather, which makes them more appeal-
ing compared to LIDAR or cameras. In general, there are
two types of radars: pulse radars and continuous wave
(CW) radars. In pulse radars, we transmit a very short
pulse accompanied by high average power.

Radar resolution ΔR is equal to c/2BW , where C
is the speed of light and BW is the system bandwidth.
Continuous wave radars, as the name implies, continu-
ously send radar signals toward targets, and thus provide

Fig. 1. US Road’s Fatality Rate per 100 million VMT,
1975-2019 [1].

continuous radar updates on the target. In CW radars the
peak-to-average power is quite low (a few watts) and this
factor makes such radars more economical for automo-
tive applications compared to pulse-waveform radars [2].

There are many interesting applications or aspects
of FMCW radars to be improved such as in [3], where
authors mention improving the low resolution of FSK
radars using LFM waveforms. In [3] and [4], the empha-
sis is on the design of a baseband signal processing
system for FMCW radar where a three-ramp chirp is
used to increase radar accuracy and shorten the mea-
surement time without complicating the RF front-end.
In [5] the authors have introduced a 60GHz LWA to
do a simultaneous estimation of the direction of arrival
(DOA) and ranging of objects providing 60◦ beam steer-
ing by sweeping from 50GHz to 60GHz. Human track-
ing is a vital research area. There is already a proposed
microstrip LWA for tracking humans as shown in [6].
In [7] the authors have assessed different ways of walk-
ing such as slow or fast walking using the FMCW radar
system. One of the most challenging issues of the multi-
target FMCW radar systems is the existence of ghost tar-
gets. Any radar detection other than the main targets is
considered a ghost target. It could have different causes
and so the solutions are as diverse as the types of ghost
targets themselves. For example, in [8] the ghost tar-
gets are caused by inter-radar interference and to sup-
press such ghost targets, authors use a carrier sensing
method and interference replica to suppress the ghosts.
In our proposed system there is an easy solution which
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will be discussed in section IV. The antenna used in any
radar system is one of the main factors that determine the
overall cost of the system. In this work, we have studied
the application of a comb-line leaky-wave antenna for
radar systems to explore the interesting characteristics of
these antennas. In fact, leaky-wave antennas are modified
waveguiding structures which might have modifications
such as periodic slots or stubs. They allow electromag-
netic waves to leak through them as they travel along the
structure, giving leaky-wave antennas interesting prop-
erties [9]. The mechanism of wave leakage through each
periodic slot is explained in [10]. The Floquet periodicity
theorem [11] was applied to periodic leaky-wave anten-
nas whereby the field of each slot could be expanded as a
multiplication of a periodic function by the general expo-
nential wave function of the form e− jβ ze−αz, in which β
is propagation constant and α is attenuation factor. In a
recent work [12], a periodic LWA has been used in a joint
communication radar. In [13], a circularly polarized peri-
odic LWA has been used for radar imaging.

II. FMCW WAVEFORMS

A typical FMCW radar system is shown in Fig. 2
which includes the following block diagrams of the
transmitter, receiver, mixer, and analog to digital con-
verter (A/D).

In simple words, an FMCW signal is generated at
the transmitter side and sent via the transmitter antenna
toward the receiver. At the receiver’s side, after receiving
the echo signal reflected from a target, a mixer combines
the chirp signal (reference signal) and the reflected sig-
nal. A low pass filter removes the higher frequency har-
monics and keeps the intermediate frequency (IF) signal
which then goes to the analog-to-digital converter and
finally to the signal processing block for detection and
range-Doppler mapping.

Fig. 2. Schematic of a generic FMCW Radar system.

A. FMCW signal model

The transmitted signal can be considered as
equation(1):

stx (t) = Atxcos(2π fct +2π
∫ t

0
ftx (τ)dτ), (1)

in which, ftx (τ) is the linear chirp function of the trans-
mit frequency equal to Bτ/T while chirp could be expo-
nential, quadratic, etc. but in this work, the linear chirp
has been used. fc is the working frequency of radar, B is
the bandwidth, Atx is the signal amplitude and T is pulse
duration. On the other hand, the receiving frequency is
described in equation (2).

frx (t) =
B
T
(t − td)+ fD, (2)

where td is the time delay. A target moving with the
velocity v gives the Doppler shift described by frx as
frx (t)=−2 fc v/c. The received signal is expressed by
equation (3):

frx (t) = Arxcos(2π fc (t − td)+2π
∫ t

0
frx (τ)dτ),

= Arxcos{2π fc (t − td)+
B
T

(
1
2

t2 − tdt)+ tdt),

(3)
where Arx is the amplitude of the received signal that
is influenced by the radar cross section (RCS), the dis-
tance of the target, gains of transmitting and receiving
antennas and the power used for the transmission. As
Fig. 2 illustrates, once the FMCW signal is generated at
the transmitter’s side, a branch of this signal is injected
into the mixer that is at the receiver’s side. In this mixer,
the reference signal and the received signal (echo from
the target) are mixed or in other words, they are multi-
plied together, leading to higher-frequency components
in addition to lower-frequency ones. To suppress the
higher frequency components and get the IF signal (inter-
mediate frequency signal), a low-pass filter is used right
after the mixer. The IF signal is represented by sIF (t). If
a triangular waveform composed of two ramps (a posi-
tive and negative ramp) is used, then two beat frequen-
cies fbu and fbd will emerge after the low pass filter
(LPF) expressed by equations(4) and (5):

fbu (t) =
2R0

C
B
T

+2
fcv
C

, (4)

fbd (t) =
−2R0

C
B
T
+2

fcv
C

, (5)

The reflected signal that returnsfrom a given tar-
get looks like the transmitted signal but in fact, it is the
shifted version of the reference signal both in time and
frequency. Figure 3 illustrates the sent and the received
spectrograms (Tx and Rx chirps correspondingly). A
chirp could also be in form of a sawtooth waveform
as shown in Fig. 4. Based on this figure, we can write
the following equations of the upbeat and downbeat
frequencies:

f+b =
4Δ f R
CTs

− fD, (6)

f−b =
−4Δ f R

CTs
− fD, (7)
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Then solving for the equations (6) and (7) for R and fD,
will result in equations (8) and (9):

R =
cTs

8Δ f
( f+b − f−b )

2
, (8)

fD =− ( f+b + f−b )

2
. (9)

Fig. 3. Spectrogram of triangular chirp for transmit-
tedand received signals.

Fig. 4. Spectrogram of triangular chirp for transmit-
tedand received signals.

III. THE PROPOSED RADAR STRUCTURE

The proposed 77 GHz automotive FMCW radar sys-
tem is shown in Fig. 5. The design parameters of the
RF components of this system, such as system band-
width, antenna gain, noise figure, etc. are summarized in
Table 1. The system design has been implemented using
MATLAB Simulink. The main design parameters of the
radar system are summarized in Table 1 which are cho-
sen from [3].

Fig. 5. The architecture of the multi-target FMCW auto-
motive radar.

Table 1: Design parameters of the radar system
Parameter Explanation Value
Fs Sampling frequency 150 MHz
BW Bandwidth 150 MHz
Tx Gain Transmitter’s gain 36 dB
Rx Gain Receiver’s gain 42 dB
NF Noise figure 4.5

A. FMCW signal block

This block generates FMCW signal of 77 GHz fre-
quency which is a typical frequency for automotive
applications. We could use any type of chirp including
linear, quadratic, etc. The linear chirp itself could be up,
down, or triangular. We have used both triangular and
up-chirp in our proposed radar system.

B. Splitter

A splitter is a three-port and non-directional com-
ponent that has the task of directing the input signal to
two different outputs. A common type of splitter is the
Wilkinson splitter.

C. Power amplifier

This component is used to boost a weak signal into
a strong signal and denoise it.

D. Transmitter/ receiver antenna

In this research, we propose the application of a
leaky-wave antenna as a substitute for antenna array
which is shown in Fig. 6 with the main dimensions sum-
marized in Table 2. As we know, the automotive indus-
try uses antenna array as a transmitting and receiving
system. leaky-wave antennas have interesting properties
that make them quite attractive for radar systems. By
using the frequency scanning property of the leaky-wave
antennas, we could control the antenna beam in different
directions as described by [10]:

sinsin (θm) = β ( f )/k0. (10)
Once the frequency changes, the propagation con-

stant changes and so does the direction of the main
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beam. The antenna proposed for this radar system
is a comb-line leaky-wave antenna with the substrate
Arlon AD 350 with permittivity εr=3.5. This comb-
line leaky-wave antenna provides a simple beamform-
ing structure and right/left-handed beam-scanning. The
antenna structure is composed of 31 stubs to introduce
periodicity and generate Floquet modes [4] and it is
excited through two ports situated at both sides of the
antenna.

Fig. 6. Comb-line leaky-wave antenna as FMCW radar
antenna.

The design parameters for our proposed comb-line
leaky-wave antenna are summarized in Table 2. The
wavelength λ = 3.89 mm corresponds to the radar fre-
quency of 77 GHz. Microstrip width Wm is set on 1mm
which is in an appropriate range for width trace of
antenna that works in 77 GHz. Antenna length is cho-
sen to be approximately 20λ to be long enough for the
leakage factor to be small. Stub width and length are cor-
respondingly 0.5 and 2mm that are chosen by running
iterative simulations of CST software to achieve optimal
values. The period p is chosen to be smaller than wave-
length to minimize grating lobes.

Table 2: Design parameters of comb-line leaky-wave
antenna
Parameter Symbol Value (mm)
Wavelength λ 3.89
Microstrip width Wm 1
Antenna length L 75
Stub width Wstub 0.5
Stub length Lstub 2
Period p 2
Substrate thickness Hs 0.38

The following figure shows the propagation patterns
of the comb-line leaky-wave antenna that proves the fre-
quency scanning capability of it. By looking at the prop-
agation patterns we can see that the comb-line leaky-
wave antenna has both left and right-handed propaga-
tions and there are beams with decent gains at these
frequencies.

E. Propagation channel

The propagation channel is a free space medium that
is modeled by applying time delay as well as attenuation
of the transmitted FMCW signal because of the path loss

                      (a)                                                 (b) 

 

                    (c)                                      (d) 

Fig. 7. Radiation patterns of the proposed comb-line
leaky-wave antenna at ϕ = 0◦ showing right & left-
handed beam scanning for frequencies a = 75 GHz,
b = 77 GHz, c = 77.5 GHz and d = 79 GHz.

expressed in the following equation:
Lpl = (4πR/λ )2, (11)

where R is the propagation distance and λ the signal
wavelength.

F. Target RCS

Every target could be attributed a radar cross section
(δ ) value at a given frequency. This parameter specifies
how much the backscatter power per steradian is echoed
from the target. In our radar design we considered four
road targets that are a truck, a car, a motorcycle, and a
bike. Table 3 summarizes the RCS values considered for
the targets at 77 GHz.

Table 3: Radar cross sections of targets in at f = 77 GHz
Target Truck Car Motorcycle Bike
RCS 1000 50 25 15

G. Preamplifier

Preamplifier is a device for amplification and noise
suppression of the echo signal. In the corresponding
Simulink block, the attributed noise figure of this block
is NF = 4.5 for the ambient temperature of T = 290◦K
and the gain is 42.
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H. Signal processing

The signal processing block is composed of four
subblocks of a mixer, pulse buffer, range-Doppler
response, and range-speed estimation. The mixer mul-
tiplies the reference signal with the echo signal which
then generates IF signal. The pulse buffer block converts
scalar samples to frame structure. The range-Doppler
block receives the input IF signal and calculates the
range-Doppler map using the FFT transform. The num-
ber of FFT points is 2048 in our platform. For range pro-
cessing FFT windowing as well as Doppler processing
FFT windowing we can use any of the 5 types of win-
dows such as Hamming, Chebyshev, Hanning, Kaiser,
and Taylor. Figure 8 summarizes the signal processing
block and its subblocks.

Fig. 8. Subblocks of the signal processing block.

IV. SIGNAL PROCESSING AND
DETECTION

The proposed radar system was tested using 2 differ-
ent FMCW chirps of sawtooth and triangular. The cor-
responding equations of both cases were discussed in
section II (equations 4 - 9). In each case, the evalua-
tion of the radar system was done using a range-Doppler
map. In our simulations, we assume that the radar sys-
tem is installed on a reference vehicle that is moving
with a speed of 27.77 m/s and an initial range of 0 m.
The range–Doppler map gives us the relative velocity of
a vehicle in reference to the radar as well as the relative
range as equations (12) and (13) express:

Δv = vradar − vvehicle, (12)
ΔR = Rradar −Rvehicle. (13)

At the first stage, the triangular FMCW chirp was
used in the radar system and the ghost target issue was
challenging in this case. Since by increasing the num-
ber of actual targets, the number of ghost targets also
increases. Based on our simulations, for example in the
four-target scenario, we observed 12 ghost targets as
shown in Fig. 9. For our proposed radar system when
we use triangular chirp there is a linear equation that
could be used to predict the number of ghost targets (G)
which is G = 3 ∗ N, in which (N) is the number of targets.
There are different methods for suppressing ghost targets
as was briefly pointed out in the introduction section.
But not every method works for every radar system. The
authors think that in the triangular chirp the down-ramp
causes some additional echoes and creates a scenario of
“mirror ghosts”. If we closely observe Fig. 9, we notice

that there are two groups of ghost targets, the ghost tar-
gets that appear right below the actual targets marked
as Group I and the ghost targets that appear on the left-
and right-hand side of the range-Doppler map marked as
Group II. The ghost targets of Group I are exactly the
mirror of actual targets with reference to the range axis
(axis of symmetry) and thus the velocities of Group I’s
ghost targets are the same, but the ranges are the opposite
of the actual ones.

Fig. 9. Range-Doppler map for the 4-target scenario
using triangular sweep.

Fig. 10. Range-Doppler map using sawtooth sweep.

It is even more interesting to see the ghost targets
of Group II. We can observe that some actual targets’
echoes project themselves onto the left- and right-hand
side of the range-Doppler map. By looking at the ghost
targets of Group II, we can see that they emerge on the
two far ends of the map and mark very high velocities
such as 400 Km/h which can’t be attributed to any vehi-
cle, at least in the automotive perspective. Thus, they
can be easily neglected. But the ghost targets of Group I
could cause confusion in automotive scenarios since they
are exactly within the same range of values or velocities
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as actual targets are. For our proposed system there is an
easy fix and that is switching to the use of sawtooth chirp
instead of the triangular chirp. Figure 10 illustrates that
by switching to the sawtooth chirp the issue of the ghost
targets is resolved.

As a figure of merit for the range-Doppler graphs
in our radar system, we can compare the power of the
echo signal with the power of the background noise
using the right-hand side color bars in Figs. 9 and 10.
We can observe that basically our target returns have
power of about −20dB or higher which is an easily
detectable value against the background noise which is
about −80dB.

V. PERFORMANCE OF ANTENNA ARRAYS
VERSUS SINGLE LWA

In this paper, several antenna arrays were designed,
and their performances were evaluated compared to
our proposed leaky-wave antenna. The small-signal
S-parameters of each design was extracted as Touchstone
file since as we know, we can get the S-parameters of
any microwave device with n ports, as snp file where
n shows the number of ports. CST Studio Microwave
has the capability to extract the S-parameters in Touch-
stone format. For example, for our case, since we have
only 2 feeding ports, the s2p file was extracted and
directly plugged into the antenna blocks (transmitter and
receiver) of the FMCW radar’s architecture in Simulink.
In the following section we are going to introduce three
antenna systems designed for our proposed FMCW radar
system.

A. Inset feed microstrip patch array

This structure is composed of an array of 77 GHz
antennas as illustrated on Fig. 11. The substrate used was
Arlon AD 350 with permittivity value of εr = 3.5.

Fig. 11. Inset feed microstrip patch array.

B. Circular patch array with Buttler beamforming
network

Buttler beamforming networks are very common
structures for beam scanning. These networks are com-
prised of branch-line couplers, crossovers, and phase
shifters. Figure 12 shows the different blocks of the But-
tler matrix. Block A is a branch-line coupler which is a
90◦ hybrid coupler, and we have four of the same cou-
plers on the structure. Block B is showing a microwave

Table 4: Design parameters of a single cell of patch array
Parameter Explanation Value (mm)
Ls Substrate length 2.07
Ws Substrate length 2.07
Lp Patch length 1.08
Wp Patch width 1.10
Li Indentation length 0.32
Wi Indentation width 0.12

crossover which simply routes the signals. Block C is
showing a 45◦ phase shifter and we have two phase
shifters on the matrix. Block D is showing the circular
patch antenna array designed for operation at 77GHz.
The ports 1 to 4, on the left side of the Buttler matrix are
the feed ports. At a given time, only one port is excited
and three other ports are terminated using 50 Ω termina-
tors.

 

Fig. 12. Circular patch array with Buttler beamforming
network.

Figure sets 13 to 15 summarize the beamforming
behavior of Buttler beamforming network on the circu-
lar patch array as the structure is fed through any of the
ports 1 to 4 on plane ϕ = 0

◦
.

By paying close look to the propagation patterns, we
can observe the left-handed and right-handed beam pat-
terns. The frequency range changes from 76.5 GHz to
77.5 GHz.

At the central frequency of fc = 77 GHz the angu-
lar directions of the main beam by switching between
ports 1 to 4 are correspondingly +149

◦
, +14

◦
,−14

◦
and

−149
◦

Tables 5, 6, and 7 summarize the range-Doppler
data of the three antenna systems in the proposed FMCW
radar system. The first four columns in each table corre-
spondingly show the real velocity vreal , real range (Rreal),
real relative velocity of the target to the radar (Δvreal),
and the real relative range of the target to the radar
(ΔRreal) and these are fixed values in all three tables. The
last two columns show the estimated relative velocity and
the estimated relative range of each target. As was the
case with the inset-fed patch antenna array, we believe
by doing some antenna tuning and optimization in the
designed array, we could possibly improve the gain. In
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Fig. 13. Propagation patterns of the circular patch array
with Buttler beamforming network at frequency of f
=76.5 GHz.
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Port 3 Port 4 

Fig. 14. Propagation patterns of the circular patch array
with Buttler beamforming network at frequency of f =77
GHz.
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Port 3 Port 4 

Fig. 15. Propagation patterns of the circular patch array
with Buttler beamforming network at frequency of f
=77.5 GHz.

this case, the radar returns have the power of −30dB to
−35dB which are still detectable against the background
noise with −80dB power.

In addition to the Tables 5, 6, and 7, the range-
Doppler data of the three proposed antenna systems have
been shown as graphs on Fig. 16. In this figure the

Table 5: Range-Doppler results of circular patch array
with Buttler Beamformer
Target Truck Car Motorcycle Bike
Vreal (Km/h) 129.9 59.9 126 46.8
Rreal (m) 65 65 45 20
Δvreal (Km/h) +32.7 −37.2 28.8 −50.4
ΔRreal (m) 65 65 45 20
ΔV est (Km/h) +32.1 −38.5 +29.8 −57.7
ΔRest (m) 63.0 63 44.5 18.5

Table 6: Range-Doppler results of the Inset-fed patch
array
Target Truck Car Motorcycle Bike
Vreal (Km/h) 129.9 59.9 126 46.8
Rreal (m) 65 65 45 20
Δvreal (Km/h) +32.7 −37.2 28.8 −50.4
ΔRreal (m) 65 65 45 20
ΔV est (Km/h) +29.9 −49.2 +29.9 −53.5
ΔRest (m) 59.3 59.3 40.8 22.2
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Table 7: Range-Doppler results of the Comb-line
leaky-wave antenna
Target Truck Car Motorcycle Bike
Vreal (Km/h) 129.9 59.9 126 46.8
Rreal (m) 65 65 45 20
Δvreal (Km/h) +32.7 −37.2 28.8 −50.4
ΔRreal (m) 65 65 45 20
ΔV est (Km/h) +32.1 −40.6 +27.8 −55.6
ΔRest (m) 63.0 63.0 44.5 20.7

Fig. 16. Range-Doppler performance of the Buttler
beamformer network, Inset-fed patch array and comb-
line leaky-wave antenna.

horizontal axis is the speed of a target relative to the
radar (δV) and the vertical axis is the position of a tar-
get relative to the radar system (δR). There are four
curves in the figure. The blue curve is the reference
curve, the red, green, and black curves show the range-
Doppler responses of the circular patch array with But-
tler beamforming network, the inset-fed patch array, and
the comb-line leaky-wave antenna correspondingly. The
pink circles show the range-Doppler margin of 3 targets.
We can see that the Buttler beamformer’s performance is
the best but at the cost of more complexity in design. The
comb-line leaky-wave antenna has decent range-Doppler
performance and is showing a better margin than the
inset-fed patch array for target 2. Overall, the comb-line
leaky-wave antenna shows a successful performance in
range-Doppler detection of the proposed FMCW radar
system.

VI. CONCLUSION

In this work, we proposed a comb-line leaky-wave
antenna and compared the performance against the inset-
fed patch antenna array and circular patch array con-
trolled with a Buttler beamforming network. The main
contribution of this work is introducing a novel fre-
quency scanning system for the automotive industry by
using a combline leaky-wave antenna. The proposed

antenna is simple in structure and cheap to manufacture
because most importantly unlike other antenna arrays, it
does not need any phase shifters or, couplers or com-
plex beamforming networks. Based on the results in
section V, the authors believe that the functionality of
the proposed leaky-wave antenna results in acceptable
range and velocity margins for road safety and automo-
tive applications. Observing the range-Doppler map in
Fig. 9 shows that the ghost-target problem could be a crit-
ical issue in FMCW radars, especially if we use triangu-
lar chirp. The negative ramp of the triangular chirp cre-
ates images of the main targets in a symmetrical fashion
and thus artificial and unreal echoes appear on the range-
Doppler map. We discussed and categorized the ghost
targets. Ghost targets of type II can be easily ignored
because their range and velocity values are beyond real
automotive scenarios. But ghost targets of type I, emerge
exactly within the same velocity values of the genuine
target returns and have the negated range values of real
targets, which makes them significant to detect and sup-
press. The fix was using a sawtooth chirp to cancel out
the effect of the negative ramp in the triangular chirp.
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