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ABSTRACT 
 
The computational solution of large-scale linear 
systems of equations necessitates the use of fast 
algorithms but is also greatly enhanced by employing 
parallelization techniques. The objective of this work is 
to demonstrate the speedup achieved by the MPI 
(Message Passing Interface) parallel implementation of 
the Steepest Descent Fast Multipole Method 
(SDFMM). Although this algorithm has already been 
optimized to take advantage of the structure of the 
physics of scattering problems, there is still the 
opportunity to speed up the calculation by dividing 
tasks into components using multiple processors and 
solve them in parallel. The SDFMM has three 
bottlenecks ordered as (1) filling the sparse impedance 
matrix associated with the near-field Method of 
Moments interactions (MoM), (2) the matrix vector 
multiplications associated with this sparse matrix (3) 
the far field interactions associated with the fast 
multipole method. The parallel implementation task is 
accomplished using a thirty-one node Intel Pentium 
Beowulf cluster and is also validated on a 4-processor 
Alpha workstation. The Beowulf cluster consists of 
thirty-one nodes of 350MHz Intel Pentium IIs with 256 
MB of RAM and one node of a 4x450MHz Intel 
Pentium II Xeon shared memory processor with 2GB 
of RAM with all nodes connected to a 100 BaseTX 
Ethernet network. The Alpha workstation has a 
maximum of four 667MHz processors. Our numerical 
results show significant linear speedup in filling the 
sparse impedance matrix. Using the 32-processors on 
the Beowulf cluster lead to achieve a 7.2 overall 
speedup while a 2.5 overall speedup is gained using the 
4-processors on the Alpha workstation. 
 
INTRODUCTION 
 
The calculation of the scattered electric and magnetic 
fields from a three-dimensional problem using the 
conventional techniques (e.g., the Method of Moments  
 

 
 
(MoM), the Finite Element Method (FEM), or the 
Finite Differences in the time or frequency domains 
(FDTD or FDFD)) is a computationally intensive 
undertaking, especially for soils having a large 
dielectric constant. Moreover, the computational 
complexity of the problem dramatically increases upon 
inserting penetrable objects under the rough ground. 
Therefore, there was a necessity to use the fast 
computational algorithms to deal with this complex 
scenario. There exist few fast algorithms in the 
literature: the Fast Multipole Method (FMM) [1]-[3]; 
the SDFMM [4]-[6]; and the Sparse Matrix/Canonical 
Grid Method (SMCG) [7]-[8]. Basically, the standard 
FMM, the SDFMM, and the SMCG fast methods have 
the great advantage of converting the dense matrix 
obtained using the MoM into a sparse matrix leading to 
a dramatic reduction in the CPU time and computer 
memory requirements. In addition the fast algorithm, 
the Spectral Algorithm combined with the Forward-
Backward Method (FB/NSA) [9], has shown to be an 
efficient iterative MoM for 3-D scattering problems.  
 
In this work we adopted the SDFMM due to its 
superiority over the other fast algorithms in treating 
quasi-planar structures. The SDFMM is an integral 
equation-based fast algorithm that is a hybridization of 
(1) the Method of Moments (MoM), (2) the Fast 
Multipole Method (FMM), (3) the Steepest Descent 
Integration path (SDP) [4]-[6]. Recently the SDFMM 
has been successfully implemented to handle 
subsurface sensing applications, in particular, the 
scattering from a landmine modeled as a PEC and/or 
penetrable spheroid buried under a two dimensional 
randomly rough ground [10]-[11]. The SDFMM has 
computational complexity for the CPU time and for the 
memory requirement equal to only O(N) per iteration 
versus O(N2) for the MoM, where N is the total number 
of the unknowns [4]-[6]. The reduced complexity of 
the SDFMM over several other computational 
electromagnetics techniques has helped in achieving a 
fast and successful running for the Monte Carlo 

1054-4887 © 2002 ACES

ACES JOURNAL, VOL. 17, NO. 2, JULY 2002112

mailto:magda@uark.edu
mailto:rappaport@neu.edu, meleis@neu.edu


simulations [11]. However, the Monte Carlo sample 
needs in some cases to be greatly increased, e.g. when 
the ground random roughness increases the size of the 
Monte Carlo sample needs to be increased to achieve a 
converging solution. This could dramatically increase 
the required run time, especially when the dielectric 
constant of the ground is large and/or the penetrable 
buried object is electrically large. This necessitates 
more acceleration to the SDFMM computer code by 
using the MPI parallel implementation [8],[12],[13]. 
 
In this work, we used the MPI library for the parallel 
implementation of the SDFMM code [14]-[15]. The 
advantage of using the Beowulf cluster is that the 
system can be completely dedicated to the 
parallelization task, which is demonstrated in this work 
by executing small-scale cases due to memory 
limitations. Our emphasis is to demonstrate the overall 
speedup that can be achieved using the thirty-two 
processors. Porting the parallelized code to the national 
supercomputers, where hundreds of processors and 
adequate RAM are available, will potentially facilitate 
the computations of large-scale problems. 
 
PARALLELIZATION METHODOLOGY 
 
The SDFMM makes use of the equivalence theorem to 
calculate the electric and magnetic fields inside and 
outside a 3-D penetrable object buried under the rough 
surface interface [10]-[11]. The 3-D arbitrary object is 
modeled by scatterer  that is immersed in scatterer 

 which represents the rough ground which is 
immersed in the free space region represented by . 
The three regions, ,  and  have permittivity 
and permeability given by  and 

3R

1 R

2R

1R
R 2

ε
3R

11 µ ,  and 2ε 2µ , and 
 and 3ε 3µ , respectively, representing free space, soil 

medium and penetrable buried object. There are two 
final sets of unknown equivalent electric and magnetic 
surface currents in the following formulations. They 
are 1, M1J  on the exterior of the rough ground 
interface between  and , and 1R 2R 33 , MJ  on the 

exterior of the buried object interface between  and 
. Upon applying the boundary conditions, 

continuity of tangential components of the electric and 
magnetic fields on these interfaces, new integral 
equation formulations are obtained as equations 1a-d 
below [10]-[11], in which the integro-differential 
operators  and , i =1, 2, 3 and 4, are given in 
detail in [11]. In Eqs. 1a-d, the unknown surface 
electric and magnetic currents are 

2R

3R

iL iK

1J , 1M , 3J , and 

3M , while the tangential components of the incident 
electric and magnetic fields on the rough surface are 
given by ( )

.tang
rincE  and ( )

.tang
rH inc , respectively. 

The intrinsic impedance in each region is 

iε/iµi =η

i

, i=1, 2, and 3, where the dielectric 
permittivity and permeability in each region are  and iε
µ , respectively. The equivalent electric and magnetic 
currents are approximated using the Rao, Wilton and 
Glisson (RWG) vector basis functions [16]-[17]. Upon 
applying Galerkin’s method for testing and substituting 
the RWG surface current approximations in 1a-d, the 
original integral equations are transformed into a set of 
linear system of equations given by [10]-[11]: 

       

)PN2 ×2
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×N
incH1

2P
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The impedance matrix Z  has order of 
. The vector ( ) (NP ++ V  is a matrix of 

order  and composed of a submatrix of the 

tested tangential incident electric field 
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 and a submatrix of the tested normalized 
magnetic field 

1
η  of order , and a null 

submatrix of order 
1×N

1× . The quantities N and P are 
the numbers of basis functions (total number of edges 
of the triangular patches) on the surfaces of the rough 
ground and the buried object, respectively. If the MoM  
is used to formulate and solve Eq. (2a), the 
computation and storage of all the elements of the 
matrix Z  are required. Furthermore, if an iterative
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solution process is used, matrix-vector products 
involving multiplying Z  by a vector I  are required. 
However, upon using the SDFMM [4]-[6],[10],[11] the 
matrix Z  becomes sparse and the system of equations 
in (2a) can be written as: 

(2b)                      VIZIZ =′′+′  

where the matrix Z ′  is a sparse matrix whose non-zero 
elements need to be calculated and stored using the 
conventional MoM and then multiplying them by the 
vector I  (near field interactions) while the matrix-
vector multiply IZ  ′′  is computed in one step without 
calculating or storing any elements of the matrix Z ′′ . 
This was achieved by hybridizing the FMM with the 
SDP leading to the SDFMM [4]-[6]. There are three 
bottlenecks in the SDFMM computer code: (i) the 
subroutines that calculate the elements of the sparse 
matrix Z ′ ; (ii) the subroutine that executes the matrix 
vector multiplication IZ  ′  in every iteration; (iii) the 
subroutine that executes the fast multipole method for 

IZ ′′  (far-field fast multipole interactions). These three 
bottlenecks in the serial SDFMM computer code are 
separately parallelized in the current work as pictorially 
described in Fig. 1 [18]. 
 
The key data structure of bottleneck (i) is the sparse 
matrix Z ′  which is originally stored in the serial 
SDFMM computer code as blocks of nonzero 
elements. These elements represent the near-field 
interactions in the conventional MoM. The 
computations of these blocks are independent and 
therefore are parallelized in a straightforward manner 
by distributing them among all processors with no 
additional communication. When this routine is 
parallelized we achieved almost a linear speedup for 
bottleneck (i) on 32 processors. It is necessary to 
mention that the elements of Z ′  remain distributed 
among the processors at the end of parallelizing 
bottleneck (i). 
 
In the second bottleneck (ii) in the serial SDFMM 
computer code, the matrix-vector multiplication IZ  ′  
is executed every iteration of the transpose-free quasi-
minimal residual (TFQMR) iterative solver [19]. This 
multiplication is parallelized by distributing the vector 
I  to all processors similar to the elements of the sparse 
matrix Z ′  in bottleneck (i). Therefore, the 
multiplication proceeds in parallel without additional 
communications and the vector components that result 
from the multiplication are then distributed to all 
processors. 

In the third bottleneck (iii) in the serial SDFMM 
computer code, the fast multipole part for the matrix 
vector multiplication represented by IZ ′′  in (2b) is 
computed for every iteration of the TFQMR iterative 
solver. This part of the serial code includes the 
computations of the Green’s function approximations 
for the air and for the medium (e.g. soil). These two 
approximations of the Green’s function are 
independent and are represented in the serial computer 
code by two separate subroutines; therefore they are 
executed concurrently as a first parallelization phase of 
bottleneck (iii). The load balance between these two 
subroutines is achieved using a detailed performance 
model based on the serial execution time of each 
routine, the time required for collective communication 
operations, and the amount of communication overhead 
needed. Moreover, in the serial computer code each 
one of these two subroutines includes all the multi-
level FMM computations such as the inhomogeneous 
plane wave expansions and the dipole interactions at 
the finest level (aggregation), all interactions going up 
the tree, all the multi-level translation operations, all 
interactions going down the tree and finally the 
disaggregation process at the finest level which 
concludes the far-field interactions producing IZ  ′′  
[1]-[6]. As a second phase of parallelizing bottleneck 
(iii), each Green’s function approximation subroutine is 
parallelized but only at the finest level. In this work, no 
parallelization was conducted for the multi-level 
portion in these subroutines due to the existing 
complex interdependencies in the serial computer code. 
More parallelization future work is needed for this part. 
 
NUMERICAL RESULTS 
 
We evaluated the parallel implementation of the 
SDFMM computer code on a 32-node Intel Pentium-
based Beowulf cluster. Thirty one nodes of the 
Beowulf cluster are 350MHz Intel Pentium IIs with 
256 MB of RAM in addition to one node of a 
4x450MHz Intel Pentium II Xeon shared memory 
processor with 2GB of RAM. The nodes are connected 
to a 100 BaseTX Ethernet network and they use the 
SuSE 6.1 operating system with Linux kernel 2.2.13, 
and the MPICH 1.2.1 implementation of the MPI 
library. Moreover, we tested the parallelized code on a 
4-node shared memory Compaq Alpha-based 
workstation (667Mhz Alpha 21264) of 16GB total 
RAM. The processor uses the UNIX OSF/1 V5.1 
operating system with the MPICH 1.1.2 MPI library. 
Our benchmark includes three small-scale cases 
executed on the 256MB Intel cluster, and in addition 
one moderate-scale case that is executed on the Alpha 
workstation. To evaluate the speedup achieved by the 
parallel code, we considered a range of values for the 
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ground roughness and/or for the buried object. All 
results obtained by executing the parallel version of the 
code are validated with those computed by the serial 
version of the code [10]-[11]. In all computations a 10-3 
tolerance is assumed for the TFQMR iterative solver 
[19]. The scattering problem configurations used in 
[11] are employed here, but for only one rough surface 
realization as shown in Fig. 2. The rough ground is 
characterized by Gaussian statistics with zero mean for 
the height, thus the roughness parameters can be 
described by the rms height  and the correlation 
length . In all cases, the relative dielectric constant of 
the ground soil and the penetrable buried object (anti-
personnel mine) are  and 

, respectively. A Gaussian beam 
with horizontal polarization is employed for the 
incident waves at normal incidence for Cases 1-3 and 
at 10

σ

rε

cl

9.
18.05.2 j−=

0092.02 jr −=ε

o from normal direction for Case 4 [11]. 
 
In the small-scale Cases 1-3, the dimensions of the 
modeled ground are assumed to be 3  leading 
to almost 8,800 of total number of surface current 
unknowns, while these dimensions are increased to be 

for the moderate-scale Case 4 leading to 
60,320 unknowns, where λ  is the free space 
wavelength. In Case 1, the scattered electric fields from 
a rough ground alone (no buried target) with 

and  are calculated at height of 
 above the ground. In Case 2, the scattered 

electric fields from a rough ground with a buried 
penetrable sphere are calculated at height of 0  
above the ground. The ground roughness is assumed to 
be  and l  and the sphere has radius 
of  with burial depth equal to  
measured from its center to the mean plane of the 
ground. The sphere in Case 2 is replaced by a spheroid 
of dimensions  and  in Case 3 
that is buried at  with ground roughness 
equal to  and l . 
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Both the overall speedup and the initial speedup (filling 
matrix Z ′ ) are plotted versus the number of processors 
for Cases 1, 2 and 3 in Figs. 3a, 3b and 3c, 
respectively. The speedup is defined as the ratio of the 
serial runtime to the parallel runtime. The results in 
these figures show the significant speedup in the initial 
time (set up) that is consumed to fill the sparse matrix 
Z ′  as explained in Section II. This initial speedup 
dramatically affects the overall speedup of the code as 
shown in these figures. In addition, the results show 
that almost the same overall speedup can be achieved 

by employing only twelve instead of thirty-two 
processors. 
 
The efficiency for a given number of processors is 
defined as the ratio of the speedup to the number of 
processors. In each case, the peak speedup is achieved 
when running on 32 processors, where for case 1, the 
peak speedup is 7.1 as shown in Fig. 3a, with a 
reduction in runtime from 99 minutes on one processor 
to 14 minutes on 32 processors. For Case 2, the peak 
speedup is 6.2 as shown in Fig. 3b, with a reduction in 
runtime from 90 minutes to 14 minutes while for Case 
3, the peak speedup is 7.2 as shown in Fig. 3c, with a 
reduction in runtime from 88 minutes to 12 minutes. 
Over these three cases, the average speedup on 32 
processors is 6.8, giving an efficiency of 0.21. Based 
on the serial runtimes, 88% of the code is executed in 
parallel. Therefore by Amdahl's Law [20], the peak 
speedup achievable is 8.3. We conclude that 
communication overhead and load imbalance among 
the processors account for the reduction in speedup 
from 8.3 to 6.8. An interesting comparison between the 
speedup achieved in each one of the bottlenecks (i)-(iii) 
mentioned in Section II, is shown in Fig. 4. These 
results show that the matrix-vector multiplication IZ ′  
(that is the bottleneck (ii)) governs the overall speedup 
of the parallelized computer code. 
 
In the second set of experiments, we solved the 
moderate-scale problem of Case 4 (60,320 unknowns) 
on the Alpha SMP using all four available processors. 
The penetrable spheroid of dimensions  and 

 is buried at  under the 
 rough ground with  and 
. The magnitude of the total scattered 

electric field from the ground with the buried target is 
shown in Fig. 5. The magnitude of the scattered electric 
fields for just the buried spheroid is computed by 
subtracting the return from the rough ground using 
complex vector representation from the total return 
from the ground with the buried target [10]-[11]. The 
output is shown in Fig. 5b. The results of Fig. 5a and 
5b clearly demonstrate that the signature of the buried 
plastic landmine is relatively small compared with the 
return from the ground which is considered a major 
source of clutter in landmine detection application. 
Moreover, the distortion observed in Fig. 5b is due to 
the roughness of the ground which is modeled here as 
only one random rough surface realization, however 
the Monte Carlo simulations case was presented in 
[11]. The serial version took 96 minutes to run this case 
while the parallel version took 37 minutes, giving a 
speedup of 2.5 and an efficiency of 0.63. The predicted 
peak speedup on the four processors is 2.9. This 
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implies that executing the parallel code on the 4-Alpha 
667MHz processor gives a remarkable reduced 
absolute runtime for this moderate-scale case. This 
achievement can be exploited to execute large-scale 
scattering problems as mentioned in Section II. For the 
memory requirements, the serial version of the code 
requires 950MB of RAM while the parallel version 
requires 1154MB of RAM distributed over the four 
processors as 288, 290, 289 and 287MB, respectively. 
Table I summarizes the parameters and output results 
for all cases presented in this section. 

 
The results described in this section demonstrate that 
by implementing the fine grained parallelism, we have 
achieved good speedups when using a single rough 
surface realization (one run of the code). This 
achievement is suitable for some subsurface scattering 
configurations where we may need to obtain multiple 
views of a target buried under the same rough surface 
realization [10]. This requires running the code several 
times. However, the current speedup is not suitable 
when the number of rough surface realizations is much 
larger than the number of available processors, e.g. 
Monte Carlo simulations, due to the saturation occurs 
in the speedup of the second and third bottlenecks. 
 
CONCLUSIONS 
 
Good overall speedup has been achieved as the 
SDFMM computer code is parallelized using the MPI 
library. The linear speedup obtained for the first 
bottleneck associated with filling the sparse impedance 
matrix is significant. Sensible speedups are obtained 
for the second and third bottlenecks associated with the 
matrix vector multiplication in the near-field and the 
far-field FMM approximations, respectively. However, 
the later speedups saturate upon using only 12 
processors out of the 32 nodes available on the system. 
This saturation affects the overall speedup of the 
computer code and limits its application. More 
parallelization work is needed to enhance the speedup 
to be used for large Monte Carlo simulations. 
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Fig. 1. Structure of parallelized SDFMM showing major computational tasks and their interrelation. 
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Fig. 2. Cross section of the object buried under the rough ground (3-D problem). 
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Fig. 3. Speedup of the Beowulf cluster: (a) Case 1, target-free rough ground, (b) Case 2, penetrable sphere buried under 
moderately rough ground surface, (c) Case 3, penetrable spheroid buried under slightly rough ground surface. 
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Fig. 4. Performance improvement for each of the separate component tasks and overall speedup of the SDFMM 
algorithm, as a function of the number processors in the Beowulf cluster.  
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Fig. 5 The near electric field scattered above the rough ground at  for the spheroid of Case 4 ( , 

, buried at  in conductive clay loam soil), computed using the 4-processor Alpha Server: (a) 
the rough ground with the buried spheroid (total field), (b) just the spheroid obtained by subtraction. 
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