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ABSTRACT 

 
At present multi-GHz operating frequencies, the elec-
trical properties of high-end, multilevel IC intercon-
nects must be described with Maxwell’s equations. 
We have developed an entirely new floating random-
walk (RW) algorithm to solve the 2D time-harmonic 
Maxwell-Helmholtz equation. The algorithm requires 
no numerical mesh, thus consuming a minimum of 
computational memory—even in complicated prob-
lem domains, such as those encountered in IC inter-
connects. The major theoretical challenge of deriving 
an analytical Green’s functions in arbitrary heteroge-
neous problem domains has been successfully re-
solved by means of an accurate approximation: itera-
tive perturbation theory. Initial numerical verification 
of the algorithm has been achieved for the case of a 
“skin-effect” problem within a uniform circular con-
ductor cross section, and also for a heterogeneous 
“split-conductor” problem, where one segment of a 
square domain is conducting material, while the other 
segment is insulating. As an example of electrical 
parameter extraction using this algorithm, we have 
extracted the frequency-dependent impedance of the 
uniform circular cross-section previously mentioned. 
Excellent agreement has been obtained between the 
analytical and RW solutions, supporting the theoreti-
cal formulation presented here. 
 
Index Terms—Floating random-walk, Helmholtz 
equation, Maxwell equations, perturbation theory, 
skin effect, IC interconnect. 
 

I.  INTRODUCTION 

 
Advances in digital IC technology have resulted in 
multi-GHz operation frequencies. At such frequen-
cies, circuit designers must account for electromag-
netic phenomena that are difficult to calculate. They 
include skin-effect loss, frequency-dependent induc-
tance and capacitance, slow-wave substrate coupling, 
distributed transmission-line propagation and high-
frequency radiation. Our principal objective here is to 
invent a new numerical algorithm capable of effi-
ciently describing these increasingly significant elec-
tromagnetic phenomena. Our hope is to establish a 
new approach for the modeling and design of com-
plex, multilevel IC-interconnects.  
 
Traditional numerical methods for solving electro-
magnetic problems, unfortunately, require a discreti-
zation mesh. Mesh size and the resultant difficulty of 
solution become somewhat unmanageable in compli-
cated 3D problem domains. The random walk (RW) 
algorithm [1] that we present here does not employ a 
mesh. In essence, the algorithm executes a Monte 
Carlo integration [2] of an infinite series of multi-
dimensional integrals by means of RWs through the 
problem domain. These integrals contain “surface” 
and “volume” Green’s function kernels. Note, impor-
tantly, the RW method is inherently parallel, requir-
ing minimal inter-processor communication. 
 
A large portion of the traditional RW literature treats 
the Helmholtz equation in homogeneous problem 
domains [3]. This is principally because of the ab-
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sence of an exact analytical Green’s function in arbi-
trary heterogeneous domains [4]. The RW algorithm 
we present in this work, on the other hand is applica-
ble to heterogeneous problem domains—essential for 
IC-interconnect modeling. 
 
The primary objective of this work is the detailed 
theoretical formulation of a novel floating RW algo-
rithm based on iterative perturbation theory. In Sec-
tion II, we develop a vector-potential formulation of 
the 2D Maxwell-Helmholtz equation, suitable for 
skin-effect analysis. A derivation of the relevant 
Green’s functions for the 2D Maxwell-Helmholtz 
equation using iterative perturbation theory is given 
in Section III.  In Section IV, we apply the Green’s 
functions defined in Section III to define a specific 
floating RW algorithm. Section V presents the results 
of a numerical 2D skin-effect problem analysis 
within a circular conductor cross section, including 
the frequency-dependence impedance per unit length 
for the circular cross section at different frequencies. 
This section also contains the results for a heteroge-
neous “split-conductor” problem, where one segment 
of a square cross section is electrically conducting, 
while the other is insulating. For each one of these 
problems, comparison with an exact, analytical solu-
tion is provided. Lastly, Section VI summarizes our 
work and indicates possible future directions.   
 

II.  PROBLEM FORMULATION 

 
Consider a 2D solid-conductor cross section in the xy 
plane, where we impress a z-directed current density 
at the conductor surface. We define a corresponding 
current-density phasor Jz in the harmonic steady state. 
We, furthermore, neglect any free-charge density as 
an approximation. Time-harmonic Maxwell’s equa-
tions require that the electric-field phasor within the 
conductor cross section satisfy the scalar Helmholtz 
equation [5]: 
 

                         .022 =−∇ zz EE γ                        (1) 

 

Above, 22222 // yx ∂∂∂∂ +=∇ ; ),( yxEE zz = ; 

σωµεωµγ 0
2

0
2 i+−= ; ω, µ0, ε and σ are operation 

frequency, free-space magnetic permeability, permit-
tivity and conductivity, respectively. At the conduc-
tor surface, the impressed current density expresses 
itself as a boundary condition in electric field by 
means of the Ohm’s Law constitutive relation:  

                                  .
σ

z
z

J
E =                              (2) 

 
Equations (1) and (2) essentially describe the so-
called 2D “skin-effect problem” in our conductor. 
Electric field, or equivalently, current density, will 
vary within the conductor as a function of frequency 
and material parameters, subject to an applied surface 
boundary condition. We choose now to reformulate 
the problem, using vector potential zz yxA eA ˆ),(= , 

with BA =×∇  in the Coulomb gauge 0=⋅∇ A [6]. 
This formulation is useful in a future 3D extension of 
this work, because it conveniently decouples field 
components in the governing equations. 
 
Equations (1) and (2), in the vector-potential formu-
lation, generate a “forced” Maxwell-Helmholtz sys-
tem: 
 

,0
22

z
AA zz ∂

∂ϕσµγ −=−∇              (3) 

                      ,
z

AiJ zz ∂
∂ϕσσω −−=                     (4) 

 
where, at the conductor surface, 
 

                                   .0=zA                                  (5) 

 
The quantity –iσωAz above is the so-called “eddy-
current density”. In deriving (3) and (4) from Max-
well’s equations, we observe that for no free-charge 
density, the scalar potential function ϕ is frequency 
independent and it is completely decoupled from 
vector potential Az.  
 
In addition, as ∂ϕ/∂z generally depends solely on x 
and y, and not ω; it must, as well, satisfy (4) in the dc 
limit ω → 0. Accordingly, z∂σ∂ϕ /−  can be identi-

fied as the dc current density phasor. It should be 
noted, that though this phasor has a non-constant 
harmonic temporal variation exp(iωt) for any ω ≠ 0, 
its spatial dependence remains identical to that at dc.  
 
We require, as well, correspondence with surface 
condition (2). We must be careful, therefore, to im-
press a surface current density in (2) consistent with 
(4) and (5). In other words, we define an ideal source 
as one that excites our conductor cross section ac-
cording to (4) and (5). An ideal source maintains the 
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dc current-density phasor spatial dependence at the 
conductor surface, with the proviso that the phasor 
temporal dependence is of the form exp(iωt). 
 

III. ITERATIVE PERTURBATION THORY 
BASED GREEN’S FUNCTION 

 
The Green’s function equation corresponding to the 
2D Maxwell-Helmholtz equation (3) is  
 

,)(22
orr −=−∇ δγ GG                     (6) 

                        
where )|( orrGG =  is the Green’s function at (x, y) 

position coordinate r due to a 2D Dirac delta-
function source at ro. Equation (6) does not, gener-
ally, have an analytical solution for  arbitrary γ(r). 
We will derive, nonetheless, using iterative perturba-
tion theory [7], an approximate expression for G on 
the circular domain, with arbitrary radius R, shown in 
Fig. 1. This Green’s function will allow us to later 
develop a novel RW algorithm for the solving 2D 
skin-effect equation (3). The Green’s function G is 
assumed to be zero on the boundary of the circular 
domain, as the problems under consideration are 
Dirichlet [8] problems.  
 

 
Figure 1: A circle of arbitrary radius R over which the 
Green’s function in (6) is estimated.  
 
 
Let us define the zeroth-order approximation G(0) for 
G as the solution to (6) with γ = 0. Therefore, 
 

).(2 )0(
orr −=∇ δG                     (7) 

 
Above, r (ρ, θ) is the point where the zeroth-order 
approximation is calculated given a delta function 
centered at ro (ρo, θo). 

Using (6) for iteration, we can then generate a first-
order approximation G(1) in terms of G(0): 
 

.)( )0(2)1(2 GG γδ +−=∇ orr                  (8) 

 
The solution to Poisson equation (7) is well known; it 
has the form, in polar coordinates [9] 
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Now, we are in a position to evaluate )1(G  from (8). 

Using the expression for ,)0(G and with the right side 
of (8) as the Poisson source term, we find an expres-
sion for the first-order approximation to (6) given by 
[10] 
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Note that )1(G given by (10), is an approximate ex-
pression for G as given by (6). The integration vari-
able in (10) represents an infinitesimal area element 
on the circular-domain surface S in Fig. 1. Note, as 
mentioned earlier, homogeneous Dirichlet conditions 
have been employed in obtaining (9) and (10). 
 
We next use this approximate Green’s function G(1) to 
develop a general solution to skin-effect equation (3) 
within our circular domain in Fig. 1. Two integral 
terms arise—a line integral about the domain circum-
ference C which takes into account the effect of 
boundary conditions, and a surface integral through-
out the domain S itself, which takes into account the 
effect of the source term, and the vector-potential at 
the center of the circular domain is given by [11] 
 

S: 

C: ρ =R 
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Substituting (10) in (11) and after some mathematical 
manipulation, we obtain, for Az at the domain center 
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where 
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and 
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For simplicity, above, we take γ2 to be piecewise con-
stant with respective values γq in θ -quadrants q = 1, 
2, 3, and 4. The quantities within square brackets in 
(12) are 2D versions, respectively, of surface and 
volume Green’s functions encountered in 3D prob-
lem domains. These Green’s functions consist of two 
auxiliary functions Wq and Fq defined in (13) and 
(14). The functions represent perturbative corrections 
arising from the γ2Az term in the original Maxwell-
Helmholtz equation (3). In (13) and (14), η and ξ are 

variables of integration. η  takes values between 0 

and R, while θ  assumes values between 2/)1( π−q  

to 2/πq  for a particular quadrant. Equations (12)–

(14) are the starting point for defining a RW algo-
rithm for solving (3) in 2D domains with arbitrary 
piecewise-constant spatial variation in γ; subject to 
arbitrary Dirichlet boundary conditions.  
 
The total current, I, through the cross section can be 
calculated by integrating the current density given in 
(4) over the problem domain (ds being an infinitesi-
mal area unit) and can be written as 
 

                         

.




 −−= ∫∫ z
AidsI z

S ∂
∂ϕσσω          (15)                         

 
The integral expression for vector potential from (12) 
is substituted in (15) to obtain a multi-dimensional 
integral expression for total current through the con-
ductor surface.  
 
The internal impedance per unit length is defined 
as[12] 
 

                         

.
)(

I
z
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Z

z
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∂=

=

ϕ

              (16)    

 
At this point, the crucial thing to note is that for esti-
mating frequency-dependent impedance, we need not 
estimate field or vector potential at a large number of 
points within the problem domain, or for that matter, 
at any point within the problem domain. The problem 
of impedance extraction is reduced to estimating the 
overall multi-dimensional integral expression for 
current obtained from (15) within the FRW frame-
work to be described in the next section, and then 
using (16) to evaluate the internal impedance per unit 
length. 
 

IV.  THE FLOATING  RW ALGORITHM 

As mentioned earlier, the floating RW algorithm is a 
Monte Carlo evaluation of an infinite series of multi-
dimensional integrals. The kernels of these integrals 
consist of products of surface and volume Green’s 
functions. In this section, we describe the floating 
RW algorithm in detail in context of the skin-effect 
problem in a circular cross section. As shown in Fig. 
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2, we define RWs to start at a point, where we need 

to estimate zA in (3).  

 
Figure 2: A schematic diagram of a circular cross section is 
shown. One-, two- and a three- hop  RWs are represented.  
 
The RWs propagate as “hops” of different sizes from 
circle centers to circumferences, consistent with a 
statistical interpretation [1] of (12). Maximally sized 
circles, subject to limitations imposed by iterative 
perturbation theory, are used with hop-location prob-
ability rules again consistent with (12).  
 
We define, with each hop, a numerical weight factor 
derived from (12). The product of these weight fac-
tors over a walk, multiplied by the solution at the 
problem boundary—where the walk must termi-
nate—gives a statistical estimate for zA  at the RW 

starting point. All this, again, is entirely consistent 
with a statistical interpretation of (12). We can thus 
obtain an accurate statistical estimate for zA  by av-

eraging over a statistically large number of RWs. 
Mathematically, we can write such an estimate 
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where N is the number of walks and )(n
zA  is the nth-

walk estimate. Referring, again, to Fig. (2), we see 
examples of three representative RWs: a one-hop, a 
two-hop, and a three-hop walk. The contributions 
from these three RWs can be written as 
 

).()()(

)()()()

),()()(

),(

321

211
3(

211
)2(

1
)1(

rrr

rrr

rrr

r

SCC

SCSz

SCS

Sz

KKK

KKKA

KKKzA

KA

++=

+=

=

       (18) 

 
Above, CK  represents the weight factor associated 

with the “surface” Green’s function, the θ-
integral term in (12). The function SK  represents the 

weight factor associated with the “volume” Green’s 
function, the (ρ,θ)-integral term in (11). Assuming 
the hops are uniformly distributed in (ρ,θ), these 
weight factors have the form, from (12),  
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For estimating the frequency-dependent impedance 
per unit length as given in (16) a similar exercise is 
carried out using a statistical interpretation of (15). 
For heterogeneous problems, there are a couple of 
differences. First of all, the maximum hop size, 
which is decided by the validity of iterative perturba-
tion theory, is different for different medium. In this 
paper, the maximum hop size is estimated to be the 
minimum of two numbers. First, we allow the first-
order correction in the expression for the volumetric 
Green’s function given in (12) to be equal to ten per-
cent of the zeroth-order approximation and calculate 
a maximum hop size under this assumption. A similar 
process is carried out for the surface Green’s function 
term in (12) and a maximum hop size is calculated 
under this assumption. The maximum hop size for 
our RW algorithm is the smaller of these two num-
bers. Secondly, the random hops are restricted by 
material interfaces in heterogeneous problems. 

A (n)

r1

r1

r1

r2

r3

r2
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We close this section with a pseudo-code listing that 
defines our floating RW algorithm for estimating 
vector-potential. 
 

—Floating Random-Walk Algorithm Pseudo-
Code— 

 
1) Choose the point where zA need be esti-

mated; call it AZ. 

2) Evaluate ='δ the maximum hop size as de-
termined by validity of perturbation theory, 
according to the procedure described previ-
ously in this section. 

3) ∆ = a pre-defined small number. 
4) NMAX = a pre-defined large integer. 
5) N = 0. 
6) TOTAL_SUM = 0. 
7) SUM = 0. 
8) Evaluate the maximal radius that contacts 

the closest problem-domain boundary, with-
out passing through it; call it RMAX. 

9) RAD = MIN (RMAX, 'δ ). 
10) Draw a circle of radius RAD. 
11) Hop to a point on the circumference in con-

formity with a uniform probability distribu-
tion in θ. 

12) Evaluate the exact weight factor KC from 
(13) and (19); call it KC. 

13) Evaluate the exact weight factor KS from 
(14) and (20); call it KS. 

14) KC (zeroth hop) = 1; INCREMENT = KC 
(previous hop) * KS (present hop). 

15) SUM = SUM + INCREMENT. 
16) IF (a boundary is not reached) THEN (re-

peat steps 8 –15). 
17) IF (a boundary is reached) THEN (termi-

nate walk; N = N + 1; SUM_TOTAL = 
SUM_TOTAL + SUM). 

18) IF (N < NMAX) THEN (repeat Steps 7–17). 
19) IF (N ≥  NMAX) THEN (AZ = 

SUM_TOTAL / NMAX). 
20) Evaluate exact, analytical solu-

tion AZ(exact) .  

21) ERROR = AZ(exact)AZ − . 

22) IF (ERROR > ∆) THEN (NMAX = NMAX 
* 1.2; repeat steps 5 –21). 

23) IF (ERROR ≤ ∆) THEN (AZ = estimated 
value of Az). 

 
 

V.  VERIFICATION WITH THE HELP OF 
BENCHMARK PROBLEMS 

 
The principal objective of this work is to formulate 
and to define a novel RW algorithm for 2D Maxwell-
Helmholtz equation solution. We have benchmarked 
our formulation against two known solutions. As said 
earlier, the first problem is a single circular cross 
section, where an alternating current of single fre-
quency is impressed. Using the algorithm developed 
earlier, we estimate the current density profile across 
the cross section as well as the internal impedance. 
The analytical solution for the current density along a 
uniform, circular-conductor cross section of radius R 
is [12]  
 

                            ,
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γρρ
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where 0J  is the zeroth-order Bessel function. The 

variable ρ here denotes radial coordinate from the 
conductor center. For this circular cross section, an 
analytical expression for the internal impedance per 
unit length as defined in (16) is given by [12] 
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As mentioned earlier, the second problem solved is a 
heterogeneous “split-conductor” problem, where a 
square domain is divided into two unequal rectangu-
lar domains of insulating and conducting material, as 
shown in Fig. (3).  

 
Figure 3: 2D, split-conductor problem, the geometry. 
 

ρ =1.8  µΩ ⋅ cm

ε r = 2.7

x

f =1GHz

10 µm

2 µm
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The insulating region is represented in light gray, 
while the conducting region is represented in dark 
gray. The boundary regions, where the z-component 
of the vector potential is known, are represented in 
black. The boundary conditions are chosen such that 

0=zA  in the top, bottom and right boundary re-

gions, while )/sin( LyAz π=  in the left boundary 

region (L being the length of the side of the square) 
where the origin coincides with the left and bottom 
corner. Assuming the continuity of the solution and 
its derivative at the material interface (L0 being the 
length of the dielectric), the analytical solution to this 
heterogeneous problem is given by [13] 
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The constants in (23) are given in (24) and (25) as: 
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We coded the algorithm in MATLAB 5.0™, using a 
400-MHz Apple PowerBook G3™ development plat-
form. The resistivity for conducting material is given 
by cm8.1 −Ω= µρ  and relative permittivity of di-

electric material is given by .7.2=rε  The radius of 

the circular cross section is given by R = 5µm while 
for the split-conductor problem, the dimensions of 
the square cross section is given by 

m.10m10 µµ × The respective dimensions of the in-

sulating and the conducting materials in the split-
conductor problems are shown in Fig. (3). The oper-
ating frequency f = ω/2π = 1GHz corresponds to a 
skin depth δs = 2.1µm and a wavelength of 

m.108.1 5 µ× The propagation-constant squared (γ2) 

is equal to 4.386×1011i/m2 within the conductor and 
equal to —1185.431197m-2 within the dielectric at 1 
GHz. Based on these numbers and the criterion given 
in Section IV, the maximum radius of hops inside 
conducting material is m,95.0 µ  and the maximum 

radii of hops within the dielectric material is 

m,4108.1 µ× which is about twice the dimensions of 

a chip (based on a 1 cm×1cm chip). Thus we see that 
this perturbation theory based approach has the po-
tential to allow meaningful interconnect analysis. 
 
Figures (4) and (5) show the magnitude ratio and 
phase lag, respectively, of the skin-effect current den-
sity phasor. A total of 20,000 RWs were performed 
per solution point. The figures show excellent agree-
ment between the analytical and RW solutions. The 
mean absolute error between exact and RW solutions 
was 0.001 for magnitude and 0.012rad for phase. 
 
                           |Jz(ω)/Jz(0)| 

 

 

 

 

 

 

 

                                ρ(µm) 

Figure 4: 2D skin-effect problem in a homogeneous  
circular conductor cross section, relative magnitude.   
Problem radius R = 5µm and ω = 1GHz. 
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                     arg[Jz(ω)/Jz(0)] (rad) 

 

 

 

 

 

 

 

                                  ρ(µm) 

Figure 5: 2D skin-effect problem in a homogeneous circu-
lar conductor cross section, phase lag. Problem radius R = 
5µm and ω = 1GHz. 
 
As expected, the total current density is maximum 
and equal to the dc value at the boundary, and 
reaches its minimum at the center of the cross sec-
tion. The characteristic skin-depth decay scale is well 
in evidence in Fig. (4). In addition, the expected 
maximum phase lag occurs at ρ = 0 in Fig. (5). Table 
(1) summarizes the results for the skin-effect prob-
lem, while Table (2) shows the results for the fre-
quency-dependent self impedance of a cross section 
of radius 1.0 µm at frequencies of 1 GHz, 5 GHz and 
10 GHz. As expected, both the frequency-dependent 
inductance and frequency dependent inductance in-
creases with frequency. For extracting impedance, a 
total of only 1,000 RWs were performed per points. It 
can be seen from Table (2), that the error in the esti-
mate of frequency-dependent resistance and inductive 
impedance is around 1 percent in all three cases. Ta-
ble (3) summarizes the results for the heterogeneous 
problem, while Figures (6) and (7) illustrates the re-
sults for the same. Again, excellent conformity was 
obtained between the analytical and RW solutions. 
 

  Re(Az) 

 

 

 

 

 

 

 

Figure 6: 2D, split-conductor problem, the real part of the 
solution.  
 

 

Im(Az) 

Figure 7: 2D, split-conductor problem, the imaginary part 
of the solution.  
 
 
Frequency 
(GHz) 

Random 
Walks 
Per So-
lution 
Point 

Mean Abso-
lute Error 
For Relative 
Magnitude  

Mean Abso-
lute Error 
For Relative 
Phase 

1 20000 0.001 
on a solution 
range  

).0.142.0( −  

0.012 
on a solution 
range 

).09.1( −−  

 
Table 1: Numerical results for the 2D skin-effect problem 
in a circular conducting cross section. 
 
Frequency 

(GHz) 

Time  

(Sec-

onds) 

Ana-

lytical  

Result 

(Ω/m) 

RW 

Result 

(Ω/m) 

Error 

(Ω/m) 

1 20 5735  

+ 

314i 

5738 

+ 

312i 

3 

 - 

 2i 

5 30 5870 

+ 

1552i 

5917 

+ 

1534i 

47 

 - 

18i 

10 45 6262 

+ 

2997i 

6315 

+ 

2962i 

53 

 - 

35i 

 
Table 2: Numerical results for the frequency-dependent 
self-impedance of a conducting circular cross section. 
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Frequency 
(GHz) 

Random 
Walks 
Per So-
lution 
Point 

Mean Ab-
solute Error 
for the Real 
Part of the 
Solution 
 

Mean Abso-
lute Error for 
the Imaginary 
Part of the 
Solution 

1 2500 0.005 
 
Solution 
range: 
 

.0.1

02.0

−
−

 

0.005 
 
Solution 
Range: 
 

.0.0

17.0

−
−

 

 
Table 3: Numerical results for the “split-conductor” hetero-
geneous benchmark problem. 
 
 
We will finish our discussion in this section by mak-
ing a few comments on the accuracy of the solution, 
time and memory requirement. We have already ob-
served the close agreement of the RW results with 
that of known analytical solutions. The accuracy of 
the solution of the solution can be enhanced by sim-
ply increasing the number of RWs as the error is pro-

portional to ,/1 N  N being the number of RWs. 

This particular fact is a direct consequence of Central 
Limit Theorem [14]. The memory requirements for 
this technique are low as this approach does not re-
quire any numerical meshing. The time requirements 
of this algorithm can be further reduced by the use of  
variance-reduction techniques [2] and by paralleliza-
tion.  We plan to investigate all these issues in detail 
after we have applied our algorithm to more compli-
cated structures.  
 

VI.  CONCLUSION 

 
We have presented the theoretical basis of a novel 
floating RW algorithm for solving the 2D Maxwell-
Helmholtz equation. The algorithm employs iterative 
perturbation theory. We have, as well, verified the 
algorithm’s integrity by applying it to a homogeneous 
and a heterogeneous problem, possessing analytical 
solutions. The applicability to heterogeneous prob-
lems is a significant improvement on existing RW 
algorithms, an application we wish to explore further 
in our future work. Our algorithm can be readily ex-
tended to multi-conductor systems in full 3D. In this 
work, we have further demonstrated that this algo-

rithm can be used to extract electrical parameters 
such as frequency-dependent impedance. We believe 
that with additional development, the algorithm may 
prove useful for electromagnetic analysis of complex, 
multilevel IC-interconnect structures.  
 
Importantly, the algorithm is fully parallel. Thus, we 
expect significant performance acceleration in any 
future parallel software or hardware implementation. 
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