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#### Abstract

Frequency-derivative information incorporated with model-based parameter estimation (MBPE) is used to obtain scattering from a perfectly conducting body of revolution (BOR). The electric field integral equation (EFIE) is solved using the method of moments ( $\mathbf{M o M}$ ) to obtain the surface current on the perfectly conducting body. Instead of computing the MoM solution using a pointwise approach, a rational function model is used to approximate the current as a function of frequency. The model coefficients are computed using both frequency and frequency-derivative information at one frequency in the band or alternatively two or more frequencies in the band. With the rotational symmetry of BOR, the computational cost can be significantly reduced compared to that of arbitrary three-dimensional (3-D) objects and more importantly scattering from an electrically large body can be obtained. Numerical results for various perfectly conducting bodies are presented. Results show that the MBPE provides excellent agreement with the pointwise approach over a limited frequency band. In addition, the MBPE performs well for predicting sharp resonances.


## I. Introduction

Most electromagnetic problems are essentially involved in determining the response over a certain bandwidth rather than at one or a few sampling points. Traditionally when the solution over a frequency band is required, a conventional method such as the method of moments ( MoM ) uses a set of discrete frequency samples with linear or low order polynomial interpolation, which requires a large number of frequency samples to obtain an accurate frequency response curve over the frequency band. In addition, for a response which contains very sharp resonances or is high Q , an excessive number of closely spaced frequency samples are required. As a result, the computational cost would be very high.

In [1]-[2], model-based parameter estimation (MBPE) is introduced to obtain a frequency response curve from both frequency and frequency-derivative data in a procedure where the moment matrix equation is differentiated. As an application, MBPE is used to evaluate the specialized Green's function associated with scatterers inside rectangular guided-wave structures and cavities [3]. Typically, MBPE is applied to predict the radar scattering cross section (RCS) of conducting and dielectric two-dimensional (2-D) bodies over a frequency band [4], [5] and of arbitrarily shaped three-dimensional (3-D) perfectly electric conducting (PEC) objects versus frequency [6], [7].

Specifically, in [4]-[7], the current is approximated by a rational function and its coefficients are determined using frequency and frequency-derivative data. In addition to a one-frequency derivative method, a multi-frequency derivative method has been presented [4], [7]. As a similar approach, Cauchy's technique is utilized to determine the electromagnetic response of a conducting cylinder over a frequency band and the coefficients of the rational function are obtained from the current and its derivatives at a few frequency points [8].

In this work, MBPE is applied to evaluate scattering from a conducting body of revolution (BOR) over a certain frequency range. In fact, the problem of electromagnetic scattering from a BOR has been studied by lots of researchers for many years [9][15]. With the rotational symmetry of BOR, the original 3-D problem can be reduced to a series of 2-D problems. As a result, electromagnetic scattering from a BOR can be computed with a significant reduction of computational time and data storage. However, when the frequency response over a frequency band is required, computations involving a BOR can be costly when the pointwise approach is used.

In this work, instead of using a pointwise approach, a rational function model is utilized to approximate the current as a function of frequency and the model coefficients are determined using both frequency information and frequency-derivative information within a frequency band. Consequently, the computational cost can be dramatically reduced.

## II. MODEL-BASED PARAMETER ESTIMATION

## A. Computing model coefficients using frequency-derivative samples

The fundamental spectral-domain rational function model can be written as

$$
\begin{equation*}
F(X)=\frac{N(X)}{D(X)}=\frac{\left[\sum_{i=0}^{n} N_{i} X^{i}\right]}{\left[\sum_{i=0}^{d} D_{i} X^{i}\right]} \tag{1}
\end{equation*}
$$

where $X$ would be the complex frequency $(X=\sigma+j \omega)$. Of course, polynomials of any orders can be used in the numerator and denominator of this model. The $N_{i}$ ' $s$ and $D_{i}$ ' $s$ of (1) can be found when frequency-derivative samples at a certain frequency
are available. To find them, we begin by rewriting (1) as

$$
\begin{equation*}
F(X) D(X)=N(X) \tag{2}
\end{equation*}
$$

Starting with (2) and differentiating $t$ times with respect to $X$, the following results occur

$$
\begin{align*}
& F^{\prime} D+F D^{\prime}=N^{\prime} \\
& F^{\prime \prime} D+2 F^{\prime} D^{\prime}+F D^{\prime \prime}=N^{\prime \prime} \\
& \quad \vdots  \tag{3}\\
& F^{(t)} D+t F^{(t-1)} D^{\prime}+\cdots+\binom{t}{t-m} F^{(m)} D^{(t-m)} \\
& \quad+\cdots+F D^{(t)}=N^{(t)}
\end{align*}
$$

where $\binom{t}{t-m}$ is the binomial coefficient, and $X$ dependance is implicit. Equations (2) and (3) form a system of $t+1$ equations that can be used to determine the model coefficients.

If the frequency derivatives are known at only a single frequency $X_{0}$, (2) and (3) can be simplified by replacing $X$ by $X-X_{0}$ where $X-X_{0}$ represents the frequency deviation from $X_{0}$. Then setting $D_{0}=1$, setting $t=n+d$, and defining $\mathcal{D}=t+1$, we have the following matrix equation for the unknown coefficients

$$
\begin{equation*}
[A][B]=[C] \tag{4}
\end{equation*}
$$

where $A=$

$$
\left[\begin{array}{ccccccccc}
1 & 0 & \cdots & \cdots & 0 & 0 & 0 & \cdots & 0  \tag{5}\\
0 & 1 & \cdots & \cdots & 0 & -F_{0} & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 & -F_{1} & -F_{0} & \cdots & 0 \\
\vdots & & & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \cdots & 1 & -F_{n-1} & -F_{n-2} & \cdots & -F_{n-d} \\
0 & 0 & \cdots & \cdots & 0 & -F_{n} & -F_{n-1} & \cdots & -F_{n-d+1} \\
\vdots & & & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \cdots & 0 & -F_{\mathcal{D}-2} & -F_{\mathcal{D}-3} & \cdots & -F_{\mathcal{D}-d-1}
\end{array}\right]
$$

$$
\begin{align*}
B & =\left[\begin{array}{llllllll}
N_{0} & N_{1} & N_{2} & \cdots & N_{n} & D_{1} & \cdots & D_{d}
\end{array}\right]^{T}  \tag{6}\\
C & =\left[\begin{array}{llllllll}
F_{0} & F_{1} & F_{2} & \cdots & F_{n} & F_{n+1} & \cdots & F_{\mathcal{D}-1}
\end{array}\right]^{T} \tag{7}
\end{align*}
$$

where $F_{m}=(1 / m!) F^{(m)}(0)$ for $m=0,1, \ldots, \mathcal{D}-1$ and $F_{m}=0$ when $m<0, F$ is regarded as a function of $\left(X-X_{0}\right)$, and the superscript $T$ denotes the transpose of a row vector. By solving (4), we obtain the unknown coefficients.

If the frequency-derivative information is available at more than one frequency, then a more general matrix equation needs to be taken instead of (4). Let us consider a two-frequency model and choose sampling points at two frequencies $X_{1}$ and $X_{2}$. If we have one frequency sample and $n$ frequencyderivative samples at $X_{1}$ and one frequency sample and $d-1$ frequency-derivative samples at $X_{2}$ then the system of $n+d+1$ equations can be solved. In detail, (2) can be expanded as the
following equation at the first sampling point $X_{1}$

$$
\begin{align*}
& N_{0}+N_{1} X_{1}+N_{2} X_{1}^{2}+\cdots+N_{n} X_{1}^{n} \\
& =\left(1+D_{1} X_{1}+D_{2} X_{1}^{2}+\cdots+D_{d} X_{1}^{d}\right) F\left(X_{1}\right) \\
& =F\left(X_{1}\right)+D_{1} F\left(X_{1}\right) X_{1}+D_{2} F\left(X_{1}\right) X_{1}^{2} \\
& \quad \quad+\cdots+D_{d} F\left(X_{1}\right) X_{1}^{d} \tag{8}
\end{align*}
$$

Similarly, (2) can be expanded as the following equation at the second sampling point $X_{2}$

$$
\begin{align*}
& N_{0}+N_{1} X_{2}+N_{2} X_{2}^{2}+\cdots+N_{n} X_{2}^{n} \\
& =\left(1+D_{1} X_{2}+D_{2} X_{2}^{2}+\cdots+D_{d} X_{2}^{d}\right) F\left(X_{2}\right) \\
& =F\left(X_{2}\right)+D_{1} F\left(X_{2}\right) X_{2}+D_{2} F\left(X_{2}\right) X_{2}^{2} \\
& \quad \quad+\cdots+D_{d} F\left(X_{2}\right) X_{2}^{d} \tag{9}
\end{align*}
$$

Differentiating (8) $n$ times with respect to $X_{1}$ and differentiating (9) $d-1$ times with respect to $X_{2}$, we can obtain the following matrix equation to compute the unknown coefficients,

$$
\left[\begin{array}{ll}
A_{M_{1}} & B_{M_{1}}  \tag{10}\\
A_{M_{2}} & B_{M_{2}}
\end{array}\right]\left[C_{M}\right]=\left[\begin{array}{l}
D_{M_{1}} \\
D_{M_{2}}
\end{array}\right]
$$

where

$$
B_{M_{2}}=\left[\begin{array}{ccc}
-F\left(X_{2}\right) X_{2} & \cdots & -F\left(X_{2}\right) X_{2}^{d}  \tag{14}\\
-\frac{d}{d X_{2}}\left\{F\left(X_{2}\right) X_{2}\right\} & \cdots & -\frac{d}{d X_{2}}\left\{F\left(X_{2}\right) X_{2}^{d}\right\} \\
\vdots & \vdots & \\
-\frac{d^{d-1}}{d X_{2}^{d-1}}\left\{F\left(X_{2}\right) X_{2}\right\} & \cdots & -\frac{d^{d-1}}{d X_{2}^{d-1}}\left\{F\left(X_{2}\right) X_{2}^{d}\right\}
\end{array}\right]
$$

$$
C_{M}=\left[\begin{array}{llllllll}
N_{0} & N_{1} & \cdots & N_{n} & D_{1} & D_{2} & \cdots & D_{d}
\end{array}\right]^{T}
$$

$$
D_{M_{1}}=\left[\begin{array}{llll}
F\left(X_{1}\right) & \frac{d}{d X_{1}} F\left(X_{1}\right) & \cdots & \frac{d^{n}}{d X_{1}^{n}} F\left(X_{1}\right) \tag{16}
\end{array}\right]^{T}
$$

$$
D_{M_{2}}=\left[\begin{array}{llll}
F\left(X_{2}\right) & \frac{d}{d X_{2}} F\left(X_{2}\right) & \cdots & \frac{d^{d-1}}{d X_{2}^{d-1}} F\left(X_{2}\right) \tag{17}
\end{array}\right]^{T}
$$

where the superscript $T$ denotes the transpose of a row vector. By solving (10), we obtain the unknown coefficients.

$$
\begin{align*}
& A_{M_{1}}=\left[\begin{array}{ccccc}
1 & X_{1} & X_{1}^{2} & \cdots & X_{1}^{n} \\
0 & 1 & 2 X_{1} & \cdots & n X_{1}^{n-1} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & \frac{d^{n}}{d X_{1}^{n}} N\left(X_{1}\right)
\end{array}\right]  \tag{11}\\
& A_{M_{2}}=\left[\begin{array}{ccccc}
1 & X_{2} & X_{2}^{2} & \cdots & X_{2}^{n} \\
0 & 1 & 2 X_{2} & \cdots & n X_{2}^{n-1} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & \frac{d^{d-1}}{d X_{2}^{d-1}} N\left(X_{2}\right)
\end{array}\right]  \tag{12}\\
& B_{M_{1}}=\left[\begin{array}{ccc}
-F\left(X_{1}\right) X_{1} & \cdots & -F\left(X_{1}\right) X_{1}^{d} \\
-\frac{d}{d X_{1}}\left\{F\left(X_{1}\right) X_{1}\right\} & \cdots & -\frac{d}{d X_{1}}\left\{F\left(X_{1}\right) X_{1}^{d}\right\} \\
\vdots & \vdots & \\
-\frac{d^{n}}{d X_{1}^{n}}\left\{F\left(X_{1}\right) X_{1}\right\} & \cdots & -\frac{d^{n}}{d X_{1}^{n}}\left\{F\left(X_{1}\right) X_{1}^{d}\right\}
\end{array}\right] \tag{13}
\end{align*}
$$

## B. Computing frequency derivatives in a method of moments model

Following the development in [16], one obtains the following moment equation

$$
\begin{align*}
Z \vec{I} & =\vec{V}  \tag{18}\\
Z & =\left[\begin{array}{ll}
Z_{n}^{t t} & Z_{n}^{t \phi} \\
Z_{n}^{\phi t} & Z_{n}^{\phi \phi}
\end{array}\right]  \tag{19}\\
\vec{I} & =\left[\begin{array}{c}
I_{n}^{t q} \\
I_{n}^{\phi q}
\end{array}\right]  \tag{20}\\
\vec{V} & =\left[\begin{array}{c}
V_{n}^{t q} \\
V_{n}^{\phi q}
\end{array}\right] \tag{21}
\end{align*}
$$

where $Z, \vec{I}$, and $\vec{V}$ are the $N \times N$ moment matrix and current and voltage $N \times 1$ column vectors respectively, and they are all functions of frequency through $k=\omega \sqrt{\mu \epsilon}$ where $\omega$ is the angular frequency.

In this work, surface currents are modeled by rational functions of frequency. In detail we assume that the $i^{\text {th }}$ element of $\vec{I}$ in (18) is $I_{i}(k)$ modeled by

$$
\begin{equation*}
I_{i}(k)=\frac{N(k)}{D(k)}=\frac{\sum_{j=0}^{n} N_{j} k^{j}}{\sum_{j=0}^{d} D_{j} k^{j}} \tag{22}
\end{equation*}
$$

in which there are $n+d+1$ coefficients ( $N_{j}$ 's and $D_{j}$ 's) to be determined (assume that $D_{0}=1$ ). The $N_{j}$ 's and $D_{j}$ 's of (22) can be found when frequency and frequency-derivative samples at a certain frequency are available.

Starting with (18) and differentiating $t$ times with respect to $k$, there results the following:

$$
\begin{align*}
& Z \vec{I}=\vec{V} \\
& Z^{\prime} \vec{I}+Z \vec{I}^{\prime}=\vec{V}^{\prime} \\
& Z^{\prime \prime} \vec{I}+2 Z^{\prime} \vec{I}^{\prime}+Z \vec{I}^{\prime \prime}=\vec{V}^{\prime \prime} \\
& \quad \vdots \\
& Z^{(t)} \vec{I}+t Z^{(t-1)} \vec{I}^{\prime}+\cdots+\binom{t}{t-m} Z^{(m)} \vec{I}^{(t-m)}  \tag{23}\\
& \quad \quad+\cdots+Z \vec{I}^{(t)}=\vec{V}^{(t)}
\end{align*}
$$

where $\binom{t}{t-m}$ is the binomial coefficient and the $k$ dependence is implicit. Solving the $(s+1)^{t h}$ of matrix equations (23) for $\vec{I}^{(s)}$ in terms of $\vec{I}, \vec{I}^{(1)}, \ldots, \vec{I}^{(s-1)}$, we obtain

$$
\begin{align*}
I_{i}^{(s)}= & \sum_{j=1}^{N} Y_{i j}\left[V_{j}^{(s)}-\sum_{m=1}^{s}\binom{s}{m}\right. \\
& \left.\times\left(\sum_{k=1}^{N} Z_{j k}^{(m)} I_{k}^{(s-m)}\right)\right], s=0,1, \ldots, t \tag{24}
\end{align*}
$$

where $I_{i}^{(s)}$ is the $s^{t h}$ derivative with respect to $k$ of the $i^{t h}$ element of $\vec{I}$ and $Y_{i j}$ is the $i j^{t h}$ element of $Z^{-1}$. The summation with respect to $m$ in (24) is to be omitted when $s=0$. The summation index $k$ in (24) is not to be confused with $k=\omega \sqrt{\mu \epsilon}$. Note that the derivatives of the moment matrix and the excitation vector have to be expressed analytically before their numerical computation.


Fig. 1. Normalized RCS of a conducting sphere of radius $a$ using MBPE $(n=5$ and $d=4)$ and the MoM solution from $a / \lambda=0.4$ to $a / \lambda=0.8$. The sampling point of MBPE is at $a / \lambda=0.6$.

## III. Numerical results

The results of applying MBPE to BOR using MoM are considered below. RCS calculations over frequency bands are done for a conducting sphere, a conducting spherical shell with a 5 degree hole and another with a 30 degree hole, a conducting finite circular cylinder of radius $a$ and height $h(=2 a)$ with flat end faces, a conducting cone-sphere structure, and a conducting cylindrical container. The excitation is a plane wave axially incident. The numerical data obtained using MBPE are compared with the results calculated using the pointwise approach. All the computations reported below were done with a Pentium IV 2.0 Ghz computer.

Triangle and pulse basis functions are put on the generating curve of the conducting sphere in Figures 1 and 2 resulting in 61 unknown current coefficients.

Figure 1 shows two normalized RCS's, MoM and MBPE ( $n=5$ and $d=4$ ). The MoM RCS is calculated by MoM at 100 equally spaced points from $a / \lambda=0.4$ to $a / \lambda=0.8$. The MBPE RCS is obtained by using information only at $a / \lambda=$ 0.6 . The MoM solutions for the RCS at the 100 points took 117 seconds of CPU time. On the other hand, the MBPE took 14 seconds of CPU time to obtain the RCS at the same points. The MBPE result agrees with the MoM result to within $1 \%$ error between $a / \lambda=0.49$ and $a / \lambda=0.73$. MBPE achieves $88 \%$ reduction compared to the MoM solution where the $\%$ reduction is defined by

$$
\begin{equation*}
\% \text { reduction }=\frac{\mathrm{MoM}-\mathrm{MBPE}}{\mathrm{MoM}} \times 100 \tag{25}
\end{equation*}
$$

In Figure 2 both MBPE's use $n=5$ and $d=4$ in (22). The one-frequency MBPE in Figure 2 uses (22) and the first nine derivatives of (22). The two-frequency MBPE in Figure 2 uses (22) at both $a / \lambda=0.5$ and $a / \lambda=0.7$, the first four derivatives of (22) at $a / \lambda=0.5$, and the first four derivatives of (22) at $a / \lambda=0.7$. The one-frequency MBPE took 14 seconds of CPU time to compute the RCS at 100 equally spaced frequencies whereas the two-frequency MBPE took 27 seconds of CPU time to compute the RCS at the same 100 frequencies. The MoM solution, however, took 117 seconds. The one-frequency MBPE achieves $88 \%$ reduction whereas the twofrequency MBPE does $77 \%$ reduction. The former agrees with


Fig. 2. Normalized RCS of a conducting sphere of radius $a$ using the MoM solution, the one-frequency MBPE, and the two-frequency MBPE from $a / \lambda=$ 0.4 to $a / \lambda=0.8$. The sampling point of the one-frequency MBPE is at $a / \lambda=$ 0.6 and the sampling points of the two-frequency MBPE are at $a / \lambda=0.5$ and $a / \lambda=0.7$.


Fig. 3. Geometry of a conducting spherical shell of radius $a$ with a 5 degree hole.
the MoM result to within $1 \%$ error between $a / \lambda=0.49$ to $a / \lambda=0.73$. On the other hand, the latter agrees with the MoM result to within $1 \%$ error between $a / \lambda=0.43$ to $a / \lambda=0.72$. In terms of the computational time, the former is less than the latter, but the latter shows better agreement at the low end of the frequency range.

For the demonstration purpose of indicating extremely sharp resonances, a conducting spherical shell of radius $a$ with a 5 degree hole is considered in Figure 3.

In Figure 4, triangle and pulse basis functions are put on the generating curve of the spherical shell resulting in 61 unknown current coefficients. The RCS is calculated at 120 equally spaced points from $a / \lambda=0.3$ to $a / \lambda=0.5$. Figure 4 shows the normalized RCS in the vicinity of an extremely sharp resonance and the MBPE sampling point is at $a / \lambda=0.4$. The MBPE indicates the extremely sharp resonance efficiently whereas MoM does not. MoM took 135 seconds of CPU time to compute the RCS at the 120 points. On the other hand, MBPE took only 15 seconds of CPU time to compute the RCS at the 120 points. As insinuated earlier, the conventional method requires an excessive number of closely spaced samples to obtain the extremely sharp resonance. In this example, although we took 120 equally spaced sampling points, MoM fails to indicate the extremely sharp resonance. An insert in Figure 4 shows MoM clearly indicates the extremely sharp resonance when 201 equally spaced points from $a / \lambda=0.43$ to $a / \lambda=0.44$ are


Fig. 4. Normalized RCS of a conducting spherical shell of radius $a$ with a 5 degree hole using $\operatorname{MBPE}(n=4, d=5)$ and the MoM solution from $a / \lambda=0.3$ to 0.5 . The sampling point is at $a / \lambda=0.4$.


Fig. 5. Normalized RCS of a conducting spherical shell of radius $a$ with a 5 degree hole using $\operatorname{MBPE}(n=4, d=4)$ and the MoM solution from $a / \lambda=0.75$ to $a / \lambda=0.95$. The sampling point is at $a / \lambda=0.85$.
taken.
Figure 5 shows the normalized RCS in the vicinity of two extremely sharp resonances. The MBPE sampling point is at $a / \lambda=0.85$. Triangle and pulse basis functions are put on the generating curve of the spherical shell resulting in 81 unknown current coefficients. The RCS is calculated at 120 equally spaced points from $a / \lambda=0.75$ to $a / \lambda=0.95$. The MBPE indicates two extremely sharp resonances at around $a / \lambda=0.79$ and $a / \lambda=0.92$. The MBPE curve adequately indicates the extremely sharp resonances and agrees to within $1 \%$ error between the extremely sharp resonances, but elsewhere it deviates from the MoM curve. MBPE took 26 seconds of CPU time to compute the RCS at the 120 points whereas MoM took 242 seconds of CPU time to compute the RCS at the same points, that is, MBPE obtains $89 \%$ reduction.

Figure 6 shows the geometry of a spherical shell of radius $a$ with a 30 degree hole.

Figure 7 shows the normalized RCS using the one-frequency MBPE, the two-frequency MBPE, and MoM. Triangle and pulse basis functions are put on the generating curve of the spherical shell resulting in 41 unknown current coefficients. The RCS curves are calculated at 91 equally spaced points from $a / \lambda=0.1$ to $a / \lambda=0.4$. Both MBPE's use $n=5$ and $d=4$ in (22). The sampling point of the one-frequency MBPE is at $a / \lambda=0.25$ and the sampling points of the two-frequency


Fig. 6. Geometry of a conducting spherical shell of radius $a$ with a 30 degree hole.


Fig. 7. Normalized RCS of a conducting spherical shell of radius $a$ with a 30 degree hole using the one-frequency MBPE, the two-frequency MBPE, and $\operatorname{MoM}$ from $a / \lambda=0.1$ to $a / \lambda=0.4$. The sampling point of the one-frequency MBPE is at $a / \lambda=0.25$ and the sampling points of the two-frequency MBPE are at $a / \lambda=0.17$ and $a / \lambda=0.35$.

MBPE are at $a / \lambda=0.17$ and $a / \lambda=0.35$. The one-frequency MBPE took 8 seconds of CPU time ( $83 \%$ reduction) and the two-frequency MBPE took 14 seconds of CPU time ( $70 \%$ reduction), whereas MoM took 47 seconds of CPU time. The two-frequency MBPE curve shows better agreement between $a / \lambda=0.1$ and $a / \lambda=0.4$ than the one-frequency MBPE curve.

Figure 8 shows the normalized RCS using the one-frequency MBPE, the two-frequency MBPE, and MoM. Triangle and pulse basis functions are put on the generating curve of the spherical shell resulting in 81 unknown current coefficients. The RCS curves are calculated at 121 equally spaced points from $a / \lambda=0.35$ to $a / \lambda=0.65$. Both MBPE's use $n=4$ and $d=5$ in (22). The sampling point of the one-frequency MBPE is at $a / \lambda=0.5$ and the sampling points of the two-frequency MBPE are at $a / \lambda=0.44$ and $a / \lambda=0.59$. The one-frequency MBPE took 25 seconds of CPU time ( $89 \%$ reduction) and the two-frequency MBPE took 46 seconds of CPU time ( $80 \%$ reduction), whereas MoM took 229 seconds of CPU time. It can be seen that the two-frequency MBPE curve agrees with MoM to within $1 \%$ error between $a / \lambda=0.39$ and $a / \lambda=0.64$, whereas the one-frequency MBPE curve agrees with MoM to within $1 \%$ error only between $a / \lambda=0.44$ and $a / \lambda=0.57$.


Fig. 8. Normalized RCS of a conducting spherical shell of radius $a$ with a 30 degree hole using the one-frequency MBPE, the two-frequency MBPE, and MoM from $a / \lambda=0.35$ to $a / \lambda=0.65$. The sampling point of the onefrequency MBPE is at $a / \lambda=0.5$ and the sampling points of the two-frequency MBPE are at $a / \lambda=0.44$ and $a / \lambda=0.59$.


Fig. 9. Geometry of a conducting finite circular cylinder of radius $a$ and height $h$ with flat end faces.

Figure 9 shows the geometry of a conducting finite circular cylinder of radius $a$ and height $h$.

Figure 10 shows the normalized RCS of a conducting finite circular cylinder of radius $a$ and height $2 a$ with flat end faces using the one-frequency MBPE, the two-frequency MBPE, and MoM. Triangle and pulse basis functions are put on the generating curve of the cylinder resulting in 81 unknown current coefficients. The RCS curves are calculated at 100 equally spaced points from $a / \lambda=0.02$ to $a / \lambda=0.4$. Both MBPE's use $n=5$ and $d=4$ in (22). The sampling point of the onefrequency MBPE is at $a / \lambda=0.2$ and the sampling points of the two-frequency MBPE are at $a / \lambda=0.1$ and $a / \lambda=0.29$. The one-frequency MBPE took 25 seconds of CPU time ( $87 \%$ reduction) and the two-frequency MBPE took 46 seconds of CPU time ( $76 \%$ reduction), whereas MoM took 191 seconds of CPU time. The two-frequency MBPE curve shows slightly better agreement than the one-frequency MBPE curve especially around $a / \lambda=0.02$.

Figure 11 shows the normalized RCS of the conducting finite circular cylinder of radius $a$ and height $2 a$ with flat end faces


Fig. 10. Normalized RCS of a conducting finite circular cylinder of radius $a$ and height $2 a$ with flat end faces from $a / \lambda=0.02$ to $a / \lambda=0.4$. The sampling point of the one-frequency MBPE is at $a / \lambda=0.2$ and the sampling points of the two-frequency MBPE are at $a / \lambda=0.1$ and $a / \lambda=0.29$.


Fig. 11. Normalized RCS of the conducting finite circular cylinder of radius $a$ and height $2 a$ with flat end faces from $a / \lambda=1.25$ to $a / \lambda=1.55$. The sampling point of the one-frequency MBPE is at $a / \lambda=1.4$ and the sampling points of the two-frequency MBPE are at $a / \lambda=1.32$ and $a / \lambda=1.46$.
in a higher frequency band using the one-frequency MBPE, the two-frequency MBPE, and MoM. Triangle and pulse basis functions are put on the generating curve of the cylinder resulting in 201 unknown current coefficients. The RCS curves are calculated at 100 equally spaced points from $a / \lambda=1.25$ to $a / \lambda=1.55$. Both MBPE's use $n=5$ and $d=4$ in (22). The sampling point of the one-frequency MBPE is at $a / \lambda=1.4$ and the sampling points of the two-frequency MBPE are at $a / \lambda=1.32$ and $a / \lambda=1.46$. The one-frequency MBPE took 153 seconds of CPU time ( $88 \%$ reduction) and the twofrequency MBPE took 291 seconds of CPU time ( $77 \%$ reduction), whereas MoM took 1289 seconds of CPU time. The two-frequency MBPE curve shows slightly better agreement between $a / \lambda=1.25$ and $a / \lambda=1.55$ than the one-frequency MBPE curve.


Fig. 12. Geometry of a cone-sphere structure illuminated by a plane wave which is axially incident and propagates either (a) from the cone tip toward the spherical cap or (b) from the spherical cap toward the cone tip.

Figure 12 shows the geometry of a cone-sphere structure illuminated by a plane wave which is axially incident and propagates either from the cone tip toward the spherical cap or from the spherical cap toward the cone tip.

Figure 13 shows the normalized RCS of the cone-sphere in Figure 12(a) using the one-frequency MBPE, the twofrequency MBPE, and MoM. The incident wave propagates from the cone tip toward the spherical cap. Triangle and pulse basis functions are put on the generating curve of the cone-sphere resulting in 61 unknown current coefficients. The RCS curves are calculated at 100 equally spaced points from $a / \lambda=0.02$ to $a / \lambda=0.4$. Both MBPE's use $n=5$ and $d=4$ in (22). The sampling point of the one-frequency MBPE is at $a / \lambda=0.2$ and the sampling points of the two-frequency MBPE are at $a / \lambda=0.14$ and $a / \lambda=0.26$. The one-frequency MBPE took 14 seconds of CPU time ( $89 \%$ reduction) and the two-frequency MBPE took 26 seconds of CPU time ( $79 \%$ reduction), whereas MoM took 124 seconds of CPU time. The two-frequency MBPE curve agrees with MoM to within $1 \%$ error between $a / \lambda=0.08$ and $a / \lambda=0.32$, whereas the onefrequency MBPE curve agrees with MoM to within $1 \%$ error between $a / \lambda=0.16$ and $a / \lambda=0.24$.

Figure 14 shows the normalized RCS of the cone-sphere structure in Figure 12(b) using the one-frequency MBPE, the two-frequency MBPE, and MoM. The incident wave propagates from the spherical cap toward the cone tip. Triangle and pulse basis functions are put on the generating curve of the cone-sphere resulting in 61 unknown current coefficients. The RCS curves are calculated at 100 equally spaced points from $a / \lambda=0.02$ to $a / \lambda=0.4$. Both MBPE's use $n=5$ and $d=4$ in (22). The sampling point of the one-frequency MBPE is at $a / \lambda=0.2$ and the sampling points of the two-frequency MBPE are at $a / \lambda=0.14$ and $a / \lambda=0.26$. The one-frequency


Fig. 13. Normalized RCS of a cone-sphere structure illuminated by a plane wave which is axially incident and propagates from the cone tip toward the spherical cap between $a / \lambda=0.02$ and $a / \lambda=0.4$. The sampling point of the one-frequency MBPE is at $a / \lambda=0.2$ and the sampling points of the twofrequency MBPE are at $a / \lambda=0.14$ and $a / \lambda=0.26$.


Fig. 14. Normalized RCS of a cone-sphere structure illuminated by a plane wave which is axially incident and propagates from the spherical cap toward the cone tip between $a / \lambda=0.02$ and $a / \lambda=0.4$. The sampling point of the onefrequency MBPE is at $a / \lambda=0.2$ and the sampling points of the two-frequency MBPE are at $a / \lambda=0.14$ and $a / \lambda=0.26$.

MBPE took 14 seconds of CPU time ( $89 \%$ reduction) and the two-frequency MBPE took 26 seconds of CPU time ( $79 \%$ reduction), whereas MoM took 124 seconds of CPU time. The two-frequency MBPE curve agrees with MoM to within $1 \%$ error between $a / \lambda=0.08$ and $a / \lambda=0.34$, whereas the onefrequency MBPE curve agrees with MoM to within $1 \%$ error between $a / \lambda=0.15$ and $a / \lambda=0.24$.

Figure 15 shows the geometry of a conducting cylindrical container of outside diameter $a$, inside diameter $\frac{2}{3} a$, height $3 a$, and thickness $\frac{1}{3} a$.

Figure 16 shows the normalized RCS of the conducting cylindrical container by using the one-frequency MBPE, the two-frequency MBPE, and MoM. Triangle and pulse basis


Fig. 15. Geometry of a conducting cylindrical container of outside diameter $a$, inside diameter $\frac{2}{3} a$, height $3 a$, and thickness $\frac{1}{3} a$.


Fig. 16. Normalized RCS of a conducting cylindrical container from $a / \lambda=$ 0.02 to $a / \lambda=0.4$. The sampling point of the one-frequency MBPE is at $a / \lambda=0.2$ and the sampling points of the two-frequency MBPE are at $a / \lambda=$ 0.12 and $a / \lambda=0.28$.
functions are put on the generating curve of the container resulting in 93 unknown current coefficients. The RCS curves are calculated at 100 equally spaced points from $a / \lambda=0.02$ to $a / \lambda=0.4$. Both MBPE's use $n=5$ and $d=4$ in (22). The sampling point of the one-frequency MBPE is at $a / \lambda=0.2$ and the sampling points of the two-frequency MBPE are at $a / \lambda=0.12$ and $a / \lambda=0.28$. The one-frequency MBPE took 34 seconds of CPU time ( $88 \%$ reduction) and the twofrequency MBPE took 63 seconds of CPU time ( $78 \%$ reduction), whereas MoM took 289 seconds of CPU time. The twofrequency MBPE curve agrees with MoM to within $1 \%$ error between $a / \lambda=0.05$ and $a / \lambda=0.35$, whereas the onefrequency MBPE curve agrees with MoM to within $1 \%$ error between $a / \lambda=0.14$ and $a / \lambda=0.26$.

## IV. Conclusions

An implementation of MBPE for the BOR using MoM in the frequency domain is presented. The RCS for various PEC objects such as a sphere, a spherical shell with a 5 degree hole or with a 30 degree hole, a finite cylinder with flat end faces, a cone-sphere structure, and a conducting cylindrical container are computed and compared with the MoM solutions over frequency bands. Instead of using a pointwise approach, a rational function model is used to approximate the induced surface as a function of frequency. The model coefficients are computed using frequency and frequency-derivative information at one frequency in the band or alternatively at two frequencies in the band. Sample results show the MBPE approach gives excellent results over a limited frequency band, and is much more efficient than the conventional pointwise approach.

As seen in numerical results, the two-frequency MBPE gives better agreement than the one-frequency MBPE in terms of accuracy although a rational function of the same order is used. But the former requires adjustment at two sampling points to obtain the best results, whereas the latter does not.

Even though a higher order model generally gives a better approximation, careful treatment of the model is required. For instance, high order ( $n+d \geq 7$ ) derivatives in the one-frequency MBPE make the sampling matrices ill-conditioned. To avoid this problem, use of the two-frequency MBPE with the same order model is recommended.

Note that the E-field solution fails to provide a unique solution for the current on a conducting body at any resonant frequency of the region enclosed by the conducting surface of the body. Thus, if a sampling point of the MBPE is accidently at or in the vicinity of a resonant frequency, the results would not be reliable. This problem is more likely to occur when the MBPE is applied to an electrically very large body. Because an electrically large body has resonant frequencies that are close together, wherever a sampling point is chosen it is likely to be in the vicinity of an internal resonant frequency. The problem can be avoided by using the combined field solution instead of the E-field solution. The combined field solution uses a linear combination of the E-field and H -field integral equations. When the combined field solution is used, the MBPE will not incur loss of accuracy caused by proximity to an internal resonant frequency.
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#### Abstract

The focus of this paper is on the solution of Maxwell's equations on triangular orthogonal grids for timeharmonic fields in cylindrically symmetric resonators and general time dependant fields in length-homogeneous waveguides, respectively. The method is based on the Finite Integration Technique (FIT) [1], [2]. The 2D simulation on a structured triangular grid combines the advantages of FIT, as e.g. the consistency of the method or the numerical advantage of banded system matrices, with the geometrical flexibility of noncoordinate grids. FIT on triangular grids was first introduced in [3], [4] ${ }^{1}$. This paper presents a review describing the underlying theory in FIT operator notation first introduced in [2] and puts this classical approach for FIT on triangular grids in relation to actual research in the field.


## I. Classical Finite Integration Technique on a Structured Triangular Grid

The Finite Integration Technique solves Maxwell's equations on a pair of dual grids. Actual implementations generally work on a rectangular two- or three-dimensional domain $\Omega$. Sometimes the field-carrying domain $\Omega_{s}$ is only a sub-domain of the domain $\Omega: \Omega=\Omega_{s} \cup \Omega_{o}$. The solution domain might be composed of several subregions: $\Omega_{s}=\cup_{i} \Omega_{s_{i}}$. Discretization on $\Omega$ rather than on $\Omega_{s}$ has the advantage of allowing for higher topological regularity leading to matrices with regular (band) pattern. Usually $\Omega_{o}$, the overhead, is relatively small.

FIT yields an exact representation of Maxwell's equations in integral form on a grid duplet $(G, \widetilde{G})$, denoted as Maxwell-Grid-Equations:

$$
\begin{array}{rlrl}
\mathbf{C e} & =-\frac{\partial}{\partial t} \widehat{\mathbf{b}}, & \mathbf{S} \widehat{\mathbf{b}}=\mathbf{0}, \\
\widetilde{\mathbf{C}} \mathbf{h}=\frac{\partial}{\partial t} \widehat{\mathbf{d}}+\widehat{\mathbf{j}}, & \widetilde{\mathbf{S}} \widehat{\mathbf{d}}=\mathbf{q}
\end{array}
$$

The linear operators $\mathbf{C}, \widetilde{\mathbf{C}}, \mathbf{S}$ and $\widetilde{\mathbf{S}}$, the so-called grid voltages $\widehat{\mathbf{e}}$ and $\widehat{\mathbf{h}}$ as well as the grid fluxes $\widehat{\mathbf{b}}, \widehat{\mathbf{d}}$ and $\widehat{\mathbf{j}}$ and the charge vector $\mathbf{q}$ will be introduced below.

Talking of an exact representation relates to the discretization error. The topic of errors is treated in more detail in the next subsection.

[^0]With these definitions it is straightforward to derive the discrete form of Maxwell's equations for a given FIT grid duplet $(G, \widetilde{G})$. It will be shown for a 2D triangular grid $G$ with hexagonal dual grid $\widetilde{G}$ in subsection I-A.

The choice of a specific grid is mainly influenced by the following aspects which have to be balanced well:

1) a good approximation of the boundary $\partial \Omega_{s}$ with as few grid points as possible in order to decrease the spatial discretization error while keeping memory requirements as small as possible,
2) a most regular grid in order to decrease the condition of the resulting linear or eigenvalue systems yielding a smaller iterative convergence error and/or faster convergence speed,
3) a fast and robust grid generation for arbitrary domains $\Omega_{s}$, especially those with $\Omega_{s}=\cup_{i} \Omega_{s_{i}}$.

There are many more aspects influencing the solution quality which are out of the focus of this paper which concentrates on some basic issues.

Among several types of grids on which FIT has been implemented until today there were first a 2D [1] and later a 3D [2] Cartesian grid allowing for diagonal filling in order to avoid the 'staircase' approximation still usual in FDTD. This grid is easy to implement but good convergence can not always be reached depending on the specific boundary shape of $\partial \Omega_{s}$. This gave reason to implement FIT on the regular triangular grid [3] described in this paper which achieves good boundary approximations with rather few grid points. Other examples are the non-orthogonal second order convergent quadrangular 3D grid described in [6] and the so-called Conformal FIT (briefly CFIT) [7], on Cartesian grids, also being second order accurate but numerically less expensive. All of these specific grids have their pro's and con's regarding the aspects described above.

## A. The Triangular Grid and its Dual Grid

In the following, we describe an application of FIT on a structured 2D triangular grid. The method has been implemented in the URMEL-T code [3]. This may be used for longitudinal and transversal eigenmode computation in cylindrically symmetric resonators and for studies of waves excited in longitudinally invariant waveguides. Often, this 2D code is used in design studies in combination with a 3D code, see e.g. [8]. Also, 2D computations may be used for the simulation of the rf properties of cylindrically symmetric subsections of complex structures when methods using the scattering matrix formulations are applied, see e.g. [9] or [10].

Without loss of generality it is assumed that the electric voltages are allocated on the triangular grid $G$ and the magnetic voltages on the dual grid $\tilde{G}$ (see [4] for special details on the alternative allocation). The mesh generator starts off with a regular triangulation for $\Omega$ which is as close as possible to an equilateral triangulation (cf. Fig 3 in subsection III-A). Then, grid points are moved onto the
boundary $\partial \Omega_{s}$ resp. boundaries $\partial \Omega_{s_{i}}$ for $\Omega_{s}=\cup_{i} \Omega_{s_{i}}$, i.e. for solution domains which consist out of several subregions $\Omega_{s_{i}}$. Finally the triangulation of $\Omega$ is equilibrated.

For the equilibration all grid points are taken as mass points and all edges as springs. Then, the goal is to find an equilibrium, i.e. to minimize the potential which corresponds to the distance squared. The elastic force of a spring is given by Hooke's law $\mathbf{F}=-k \mathbf{r}$ where $\mathbf{r}$ is the displacement from equilibrium $\mathbf{r}=0$ and $k$ is the spring constant. The potential energy of motion on a straight line through $\mathbf{r}=0$ is given by

$$
\begin{equation*}
E_{p o t}(s)=\frac{1}{2} k s^{2} \tag{6}
\end{equation*}
$$

where $s$ corresponds to the distance of two grid points and $k$ is chosen to $k=1$ for all points. Points on the boundaries $\partial \Omega$ of the mesh and $\partial \Omega_{s}$ or $\partial \Omega_{s_{i}}$, respectively, of the solution domain(s) need a special treatment. The coordinates can be treated one after the other. For each coordinate, a sparse linear system of equations results from (6) and is solved iteratively. Remaining obtuse triangles are searched for. In some typical cases they can be individually transformed into acute triangles, too. Details on this algorithm may be found in [13].

Optimally, the mesh generator can set up the completely orthogonal dual grid $\tilde{G}_{\perp}$ composed of the perpendicular bisectors of the elementary lines $L_{i}$. The intersections of the perpendicular bisectors, the circumcenters, give the dual grid points $\tilde{P}_{i}$. Its elementary areas $\tilde{A}_{i}$ in the grid plane are general hexagons, cf. Fig. 1. In the construction of the material operators also areas normal to the $(x, y)$-grid plane are needed thus a virtual mesh extends for $\pm \Delta z / 2$ in the longitudinal $z$-direction for the waveguide case as displayed in Fig. 2 and for $\pm \Delta \varphi / 2$ in the azimuthal $\varphi$-direction for the resonator case, respectively.


Fig. 1. Classical triangular FIT grid with its dual (hexagonal) grid, and some of the electric and magnetic state variables. The two kinds of primary cells (vertex up and vertex down) associated to each grid point are highlighted each. (This illustration refers to the waveguide case, i.e. $(x, y, z)$-coordinates. For the resonator case, i.e. $(r, \varphi, z)$-coordinates, $\widetilde{b}_{z 1}$ and $\widetilde{\widehat{b}}_{z 2}$ just have to be replaced by $\widehat{b}_{\varphi 1}$ and $\overparen{b}_{\varphi 2}$, respectively)
$\tilde{G}_{\perp}$ is a Delaunay-Voronoi mesh for the complete domain $\Omega$. For this dual-orthogonal FIT grid the continuity of tangential electric field and normal magnetic flux is preserved on all inner boundaries $\partial \Omega_{s_{i}}$ of different materials within $\Omega_{s}$.

Only if all triangles of the grid $G$ inside $\Omega_{s_{\sim}}$ are acute or right-angled all grid points $\tilde{P}_{i}$ of the dual grid $\widetilde{G}_{\perp}$ lie inside
the $i$-th triangle. It may well happen that obtuse triangles occur near the boundary of $\Omega_{s}$ some of which remain after equilibration of the grid. In that case the circumcenters are chosen for $\tilde{P}_{i}$ in all acute triangles and barycenters in the (usually very few, cf. subsection III-C) obtuse triangles. Then, the approximation order $p$ is locally reduced to first order, overall $p$ typically still has a value close (but smaller than) two as described below.

## B. The Grid Operators on the Triangular Grid

In the previous section the Maxwell-Grid-Equations (1) were generally defined. Now we will deal with some of the grid operators on the triangular grid. Special interest is laid on the material operators.

1) The curl- and divergence operators: As an example for the derivation of the Maxwell-Grid-Equations on the orthogonal triangular grid we will first regard Faraday's law. With the notations as in Fig. 1 we get:

$$
\begin{align*}
\widehat{e}_{a}+\widehat{e}_{b}-\widehat{e}_{c} & =-\frac{\partial}{\partial t} \widehat{b}_{z 1}  \tag{7}\\
-\widehat{e}_{a}-\widehat{e}_{b}+\widehat{e}_{c} & =-\frac{\partial}{\partial t} \widehat{b}_{z 2} \tag{8}
\end{align*}
$$

Since there are only grid voltages and fluxes, the time derivative and a linear combination with factors $\pm 1$ this is an exact representation of Faraday's law on the primary cell, i.e. the discretization error is zero per definitionem.

Collecting all voltages and fluxes in the vectors $\widehat{\mathbf{e}}$ and $\widehat{\mathbf{b}}$ and the incidences in the matrix $\mathbf{C}$ yields Faraday's equation on the grid as presented in (1).

Integration of Coulomb's law takes place over the surface of a prism the base of which is indicated by the dotted line in Fig. 1. One of its side faces is depicted in Fig. 2. The flux $\widehat{d}_{z}$ is allocated in the middle of the hexagonal's base while $\widehat{d}_{z_{\text {back }}}$ and $\widehat{d}_{z_{\text {front }}}$ lie $\pm \Delta z / 2$ apart in the virtual grid in $z$ direction and may be determined from $\widehat{d}_{z}$ via (17). Then, for Coulomb's law we get:

$$
\begin{align*}
& -\widehat{d}_{a_{\text {left }}}+\widehat{d}_{a_{\text {right }}}-\widehat{d}_{b_{\text {bottom }}}+\widehat{d}_{b_{\text {top }}} \\
& -\widehat{d}_{c_{\text {bottom }}}+\widehat{d}_{c_{\text {top }}}-\widehat{d}_{z_{\text {back }}}+\widehat{d}_{z_{\text {front }}}=q . \tag{9}
\end{align*}
$$

The fluxes are collected in the vector $\widehat{\mathbf{d}}$, charges in a vector $\mathbf{q}$ and the incidences in the matrix $\widetilde{\mathbf{S}}$ yielding Coulomb's law as presented in (1).

The set-up of $\widetilde{\mathbf{C}}$ and $\mathbf{S}$ is done analogously just on the other grid, each. The discrete curl operators $\mathbf{C}$ and $\widetilde{\mathbf{C}}$ and the discrete divergence operators $\mathbf{S}$ and $\widetilde{\mathbf{S}}$ obviously reflect the topology of the triangular (primary) grid, its dual hexagonal grid and the enumeration. See [11] for more details.
2) The material operators: In order to derive a discrete equivalent of the constitutive laws we need to find a linear map between grid voltages and fluxes:

$$
\begin{equation*}
\widehat{\mathbf{d}}=\mathbf{M}_{\epsilon} \widehat{\mathbf{e}}, \quad \widehat{\mathbf{b}}=\mathbf{M}_{\mu} \overparen{\mathbf{h}}, \quad \widehat{\mathbf{j}}=\mathbf{M}_{\sigma} \widehat{\mathbf{e}} \tag{10}
\end{equation*}
$$

In $\Omega_{s}$ we assume loss free material, i.e. $\epsilon, \mu$ and $\sigma$ are real. Here the conductivity is assumed to be equal to zero (except for the perfect conductor material).


Fig. 2. Classical triangular FIT grid with its dual (hexagonal) grid: Zoom to some dual grid area $\tilde{A}_{i}$ normal to primary grid plane. The area $\tilde{A}_{i}$ and the path length $L_{i}$ are used for material averaging.

In classical FIT, the material operators $\mathbf{M}_{\epsilon}, \mathbf{M}_{\mu}$ and $\mathbf{M}_{\sigma}$ are determined by local averaging of material quantities. This is motivated as follows: Let us regard the dual grid area $\tilde{A}_{i}$ depicted in Fig. 2. The primary edge $L_{i}$ perpendicularly intersects $\tilde{A}_{i}$. The electric voltage $\widehat{e}_{i}$ along the edge and the electric flux $\widehat{d}_{i}$ through the area are defined as in (4). They are collinear. We may approximate both integrals with help of some virtual constant mean value $\mathrm{e}_{\mathrm{i}}$. For $\widehat{e}_{i}$, we directly get

$$
\begin{align*}
\widetilde{e}_{i} & =\int_{L_{i}} \boldsymbol{E}(\boldsymbol{r}) \cdot d \boldsymbol{s} \\
& =\left(\mathrm{e}_{\mathrm{i}}+O\left(L_{i}^{m}\right)\right) \int_{L_{i}} d s  \tag{11}\\
& =\mathrm{e}_{\mathrm{i}} \cdot L_{i}+O\left(L_{i}^{m}\right)
\end{align*}
$$

Obviously, this is the moment when the introduction of some discretization error gets unavoidable. The local approximation order $m$ is $m=2$ if $\mathrm{e}_{\mathrm{i}}$ is exactly allocated in the middle point of $L_{i}$.

In order to get a similar expression for $\widehat{d}_{i}$ we have to deal with the fact that the dual area $\tilde{A}_{i}$ intersects several triangles, i.e. primary cells, which all may be filled with different material. For the topological regular grid treated here we have the case shown in Fig. 2 where two cells are intersecting and secondly that one of six intersected triangles indicated by the dotted lines in Fig. 1. So, we introduce an effective permittivity

$$
\begin{equation*}
\epsilon_{\mathrm{eff}, i}=\frac{1}{\tilde{A}_{i}} \int_{\tilde{A}_{i}} \epsilon(\boldsymbol{r}) d A \tag{12}
\end{equation*}
$$

Then, we receive the following expression for $\widehat{d}_{i}$

$$
\begin{align*}
\widehat{d}_{i} & =\int_{\tilde{A}_{i}} \boldsymbol{D}(\boldsymbol{r}) \cdot d \boldsymbol{A}=\int_{\tilde{A}_{i}} \epsilon(\boldsymbol{r}) \boldsymbol{E}(\boldsymbol{r}) \cdot d \boldsymbol{A} \\
& =\left(\mathrm{e}_{\mathrm{i}}+O\left(\tilde{A}_{i}^{n}\right)\right) \int_{\tilde{A}_{i}} \epsilon(\boldsymbol{r}) d A  \tag{13}\\
& =\epsilon_{\mathrm{eff}, i} \cdot \mathrm{e}_{\mathrm{i}} \cdot \tilde{A}_{i}+O\left(\tilde{A}_{i}^{n}\right)
\end{align*}
$$

For equal $\epsilon$ in all intersected primary cells the local approximation order $n$ would be $n=4$ if $\tilde{A}_{i}$ would be a square and $e_{i}$ would be exactly allocated in its middle.

We are searching for the entry $M_{\epsilon, i}$ connecting $\widehat{e}_{i}$ and $\widehat{d}_{i}$ in the constitutive law $\widehat{\mathbf{d}}=\mathbf{M}_{\epsilon} \mathbf{e}$. Since, by orthogonality, we have the one-to-one relation between $\widehat{e}_{i}$ and $\widehat{d}_{i}$ they are just connected via multiplication by the diagonal entry $M_{\epsilon, i}$ of the operator $\mathbf{M}_{\epsilon}$ which is purely diagonal. Thus we regard the quotient of $\widehat{e}_{i}$ and $\widehat{d}_{i}$ in order to derive an expression for the $i$-th diagonal entry of the material operator $\mathbf{M}_{\epsilon}$. From (11) and (13) we get

$$
\begin{equation*}
\frac{\widehat{d}_{i}}{\widehat{e}_{i}}=\frac{\int_{\tilde{A}_{i}} \epsilon(\boldsymbol{r}) \boldsymbol{E}(\boldsymbol{r}) \cdot d \boldsymbol{A}}{\int_{L_{i}} \boldsymbol{E}(\boldsymbol{r}) \cdot d \boldsymbol{s}}=\frac{\epsilon_{\mathrm{eff}, i} \cdot \tilde{A}_{i}}{L_{i}}+O\left(L^{p}\right) \tag{14}
\end{equation*}
$$

Thus the local discretization error is linear to quadratic. It depends on the degree of regularity in the mesh: For an equidistant Cartesian mesh the error is quadratic.

We can proceed similarly for the constitutive law connecting the magnetic voltage $\widehat{h}_{i}$ along a dual edge $\tilde{L}_{i}$ and the magnetic flux $\widehat{b}_{i}$ through the corresponding primary area $A_{i}$ (cf. e.g. [12] for more details). Then, the entries of the permittivity and permeability operator are set to

$$
\begin{equation*}
M_{\epsilon, i}=\frac{\epsilon_{\mathrm{eff}, i} \cdot \tilde{A}_{i}}{L_{i}}, \quad M_{\mu, i}=\frac{\mu_{\mathrm{eff}, i}^{-1} \cdot \tilde{L}_{i}}{A_{i}} \tag{15}
\end{equation*}
$$

Thus, the construction of $\mathbf{M}_{\epsilon}$ is based on area-wise averaging (cf. Fig. 2) and the construction of $\mathbf{M}_{\mu}$ is based on lengthwise averaging. The conductivity operator $\mathbf{M}_{\sigma}$ is defined in full analogy to $\mathbf{M}_{\epsilon}$. These operators are diagonal and have only positive entries. This is of special importance for time domain simulations (cf. subsection II-A).

In classical FIT on orthogonal grids the transfer of the electromagnetic material equations to the grid space generally results with diagonal material operators $\mathbf{M}_{\epsilon}, \mathbf{M}_{\mu}, \mathbf{M}_{\sigma}$.

## C. Cylindrically Symmetric Resonators and LengthHomogeneous Waveguides

As described in [3], [4], classical FIT on triangular grids was implemented to solve for eigenmodes in cylindrically symmetric resonant cavities and for fields in translational waveguides. If $\Omega_{s}$ is longitudinally invariant a variable separation is possible for the longitudinal coordinate:

$$
\begin{equation*}
\boldsymbol{E}(x, y, z)=\boldsymbol{E}_{0}(x, y) e^{i \beta z} \tag{16}
\end{equation*}
$$

with the propagation constant $\beta$. On the discrete level this can be written as

$$
\begin{equation*}
\boldsymbol{E}(x, y, \Delta z)=\boldsymbol{E}_{0}(x, y) e^{i \beta \Delta z} \doteq \boldsymbol{E}_{0}(x, y)(1+i \beta \Delta z) \tag{17}
\end{equation*}
$$

with some virtual step size $\Delta z$ in the third dimension of space which is only needed 'on paper' to set up the discrete equations like (9) or (13).

Furthermore, it is assumed that the fields are time-harmonic such that a description by a Fourier series is possible. Finally, the materials are assumed loss free, and non-conducting.

So, additionally normalizing with the root of the wave impedance $Z_{0}=\sqrt{\mu_{0} / \epsilon_{0}}$ and the admittance $Y_{0}=\sqrt{\epsilon_{0} / \mu_{0}}$,
respectively, where $\epsilon_{0}$ and $\mu_{0}$ are the permittivity and permeability of vacuum, we may write

$$
\begin{equation*}
\boldsymbol{E}=\sqrt{Z_{0}} \sin \omega t \boldsymbol{E}^{\prime}, \quad \boldsymbol{H}=\sqrt{Y_{0}} \cos \omega t \boldsymbol{H}^{\prime} \tag{18}
\end{equation*}
$$

with the normalized fields $\boldsymbol{E}^{\prime}$ and $\boldsymbol{H}^{\prime}$. Maxwell's equations are then discretized with FIT using the normalized fields as given in (18).

In the resonator case the variable separation is done for the azimuthal coordinate $\varphi$ and the normalized fields $\boldsymbol{E}^{\prime}$ and $\boldsymbol{H}^{\prime}$ can then be written as

$$
\begin{align*}
\boldsymbol{E}^{\prime}(r, \varphi, z)=\sum_{m=0}^{\infty} & {\left[E_{m, r}^{\prime}(r, z) \cos m \varphi \boldsymbol{e}_{r}\right.} \\
& +E_{m, \varphi}^{\prime}(r, z) \sin m \varphi \boldsymbol{e}_{\varphi} \\
& \left.+E_{m, z}^{\prime}(r, z) \cos m \varphi \boldsymbol{e}_{z}\right]  \tag{19}\\
\boldsymbol{H}^{\prime}(r, \varphi, z)=\sum_{m=0}^{\infty} & {\left[H_{m, r}^{\prime}(r, z) \sin m \varphi \boldsymbol{e}_{r}\right.} \\
& +H_{m, \varphi}^{\prime}(r, z) \cos m \varphi \boldsymbol{e}_{\varphi} \\
& \left.+H_{m, z}^{\prime}(r, z) \sin m \varphi \boldsymbol{e}_{z}\right]
\end{align*}
$$

expressing the periodicity with period $2 \pi$ in the azimuthal variable $\varphi$. Then Maxwell's equations are solved for each azimuthal mode number $m$ separately. In case of time harmonic fields the divergence equation is automatically fulfilled as was shown in [1]. Therefore it is possible to resolve the equation $\widetilde{\mathbf{S}} \widehat{\mathbf{d}}=0$ for the azimuthal flux density $\widehat{d}_{\varphi}$ and substitute $\widehat{d}_{\varphi}$ resp. $\widehat{e}_{\varphi}$ in the remaining field equations. This formulation reduces the dimension of the system to be solved by the number of grid points $N$.

Finally, a linear algebraic eigenvalue problem results. In the waveguide case it has the squared propagation constants $\beta^{2}$ for a given frequency $\omega$ as eigenvalues, in the resonator case the eigenmodes are just the eigenfrequencies of the resonant monopole $(m=0)$, dipole $(m=1)$ and higher order modes. The propagation constant $\beta$ may also take complex values, i.e. all waves including complex modes are found for waveguides. More details on these equations and on URMEL-T may be found in [4] and [11] or [13]. Some examples will be given in section III below.

## II. CONSIDERATIONS ON FIT AND FEM WITH Whitney Forms, FEM on Orthogonal Grids and Time Domain Simulations

In recent years there have been intensive studies on different approaches more or less related to the classical FIT on triangular grids. In this section, we will try to summarize some of the results and discuss some aspects which are important if triangular grids shall be used for time domain simulations. Of course, this can only touch a few of the wide variety of recent time-domain approaches with FEM, see [14] and references therein.

## A. Important Aspects for Time Domain Simulation

The stability of any time domain scheme, either FEM or FIT, is determined by the characteristics of its material operators. In [15] it was shown that positive definiteness of the material matrices is a sufficient condition for energy
conservation and stability in Yee's leap-frog-scheme [16]. Any scheme with diagonal material operators, having only positive entries ensures this condition.

The second advantage of diagonal material operators is the possibility to directly invert these matrices and thus to set-up an explicit iteration scheme which is of great advantage with regard to the numerical effort compared to implicit schemes. Thus it is a key point for the construction of a stable explicit time domain simulation to use a discretization scheme with diagonal material operators. Classical FIT on orthogonal grids fulfills these conditions.

Using Yee's leap-frog-scheme with FIT the equations for $\widehat{\mathbf{e}}$ and $\widehat{\mathbf{b}}$ are generally given as (cf. [15] or [12])

$$
\begin{align*}
\widehat{\mathbf{b}}^{k+1} & =\widehat{\mathbf{b}}^{k}-\Delta t \mathbf{C} \widehat{\mathbf{e}}^{k+\frac{1}{2}}  \tag{20}\\
\widehat{\mathbf{e}}^{k+\frac{3}{2}} & =\widehat{\mathbf{e}}^{k+\frac{1}{2}}+\Delta t \mathbf{M}_{\epsilon}^{-1}\left(\widetilde{\mathbf{C}} \mathbf{M}_{\mu}^{-1} \widehat{\mathbf{b}}^{k+1}-\widehat{\mathbf{j}}^{k+1}\right) . \tag{21}
\end{align*}
$$

Here $\widehat{\mathbf{b}}^{k+1}$ denotes $\overparen{\mathbf{b}}$ at time $t=t_{0}+k \Delta t$ while $\widehat{\mathbf{e}}^{k+\frac{1}{2}}$ is allocated at time $t=t_{0}+\left(k+\frac{1}{2}\right) \Delta t$. The main idea of Yee's scheme is to use a staggered grid in time domain, too. For the time derivatives, central difference approximations are used.

More details about conditions of spatial stability necessary for long-time stable simulations are given in [12]. They are involving eigenvalues of the skew-symmetric matrix which for a lossless structure $\left(\mathbf{M}_{\sigma}=0, \Omega_{s}=\bar{\Omega}_{s}\right)$ writes as

$$
\mathbf{A}=\left(\begin{array}{cc}
\mathbf{0} & -\mathbf{M}_{\mu}^{-\frac{1}{2}} \mathbf{C M}_{\epsilon}^{-\frac{1}{2}}  \tag{22}\\
\mathbf{M}_{\epsilon}^{-\frac{1}{2}} \mathbf{C M}_{\mu}^{-\frac{1}{2}} & \mathbf{0}
\end{array}\right)=\left(\begin{array}{cc}
\mathbf{0} & \mathbf{A}_{21} \\
-\mathbf{A}_{21}^{T} & \mathbf{0}
\end{array}\right)
$$

This long-time stability is independent of the time-step. The better known second stability criterion relates to the stable time discretization. It depends on the step size and the material distribution. Thus it implies a caveat for triangular discretizations to take care of avoiding short edges in the $\operatorname{grid}(\mathrm{s})$ in order to avoid small time steps. Instead of the locally derived well-known form of the Courant-FriedrichLevy criterion (CFL-criterion) a generalized form is derived in [12]. This form implies the eigenvalues of the iteration matrix $\mathbf{G}(\Delta t)$

$$
\mathbf{G}(\Delta t)=\left(\begin{array}{cc}
\mathbf{I} & \Delta t \mathbf{A}_{21}  \tag{23}\\
-\Delta t \mathbf{A}_{21}^{T} & \mathbf{I}+\Delta t^{2} \mathbf{A}_{21}^{T} \mathbf{A}_{21}
\end{array}\right)
$$

A stable update scheme is guarantied if all eigenvalues $\lambda_{\mathbf{G}, i}$ lie within the unit circle of the complex plane while an energy conserving scheme requires that $\left|\lambda_{\mathbf{G}, i}\right|=1$ holds for the chosen time step $\Delta t$.

In [12], also the relation to the FDTD method is discussed in detail. Both methods are computationally equivalent but, until recently, only FIT allowed by its linear algebraic formulation for an easy but thorough analysis of properties like the energy conservation and for clear and elegant derivations of new developments like local subgridding [17], [18].

## B. FEM with Whitney Forms and Mass Lumping

In reference [19] a leap-frog-scheme using the Galerkin approach is presented. The domain $\Omega_{s}$ is covered by a
simplicial mesh consisting of sets of tetrahedra $T$, facets $F$, edges $E$ and nodes $N$. The degree-of-freedom arrays $e$ and $\boldsymbol{b}$ on the finite-element mesh represent electromotive forces along the edges and magnetic fluxes over the facets, respectively. They are related to the electric fluxes $\boldsymbol{d}$ and magnetomotive forces $\boldsymbol{h}$ in the dual of the FEM mesh in a one-to-one relation. The operators in the discrete constitutive laws

$$
\begin{equation*}
\boldsymbol{d}=\mathbf{M}^{(1)}(\epsilon) \boldsymbol{e}, \quad \boldsymbol{h}=\mathbf{M}^{(2)}(\nu) \boldsymbol{b} \tag{24}
\end{equation*}
$$

are the mass matrices which result from inner products between the Whitney basis functions (elements): With the edge elements $\boldsymbol{w}^{(1)}$ and the facet elements $\boldsymbol{w}^{(2)}$ the entries of $\mathbf{M}_{i j}^{(1)}$ and $\mathbf{M}_{i j}^{(2)}$ are given by

$$
\begin{align*}
\mathbf{M}_{i j}^{(1)}(\epsilon) & =\int_{\Omega_{s}} \epsilon \boldsymbol{w}_{i}^{(1)} \cdot \boldsymbol{w}_{j}^{j(1)}  \tag{25}\\
\mathbf{M}_{i j}^{(2)}(\nu) & =\int_{\Omega_{s}} \nu \boldsymbol{w}_{i}^{(2)} \cdot \boldsymbol{w}_{j}^{(2)} \tag{26}
\end{align*}
$$

These matrices are non-diagonal but positive-definite, symmetric and sparse.

The leap-frog-scheme for FEM with Whitney forms can then be formulated in full analogy to (20), (21):

$$
\begin{align*}
\boldsymbol{b}^{k+1} & =\boldsymbol{b}^{k}-\Delta t \mathbf{C} \boldsymbol{e}^{k+1 / 2}  \tag{27}\\
\boldsymbol{e}^{k+1 / 2} & =\boldsymbol{e}^{k-1 / 2}+\Delta t\left[\mathbf{M}^{(1)}(\epsilon)^{-1} \mathbf{C}^{T} \mathbf{M}^{(2)}(\nu) \boldsymbol{b}^{k}\right] \tag{28}
\end{align*}
$$

As in [19] it was assumed here that the current $\boldsymbol{J}$ vanishes in $\Omega_{s}$. The main differences between (21) and (28) lie in the following:

1) With $\widetilde{\mathbf{C}}=\mathbf{C}^{T}$ FIT explicitly defines a curl operator on its dual grid which is applied there to $\widehat{\mathbf{h}}$ while the transpose of the curl operator $\mathbf{C}$ on the FEM grid is applied there to $\mathbf{M}^{(2)}(\nu) \boldsymbol{b}$.
2) The material operator related to the magnetic state variables is $\mathbf{M}_{\mu}$ in FIT and $\mathbf{M}^{(2)}(\nu)$ in the FEM formulation with the reluctivity $\nu=1 / \mu$.

From the physical meaning both procedures are, of course, equivalent.

As shown in [20] the first mass matrix $\mathbf{M}^{(1)}(\epsilon)$, which needs to be inverted in each time step according to (28), can be replaced by some diagonal matrix $\mathbf{H}^{(1)}(\epsilon)$ under the constraint that its entries are positive in order to provide positive-definiteness as necessary condition for the stability:

$$
\begin{equation*}
\mathbf{H}^{(1)}(\epsilon)=-\int_{\Omega_{s}} \epsilon \operatorname{grad} w_{i}^{(0)} \cdot \operatorname{grad} w_{j}^{(0)} \tag{29}
\end{equation*}
$$

This mass lumping gathers entries of $\mathbf{M}^{(1)}(\epsilon)$ related to edges and thus differs from summing up entries of a row as used in scalar case.

The authors of [19] state that the mass lumping procedure should be less stringent than the condition of all angles to be acute as e.g. in the classical FIT on a structured DelaunayVoronoi grid as described above. Yet, they found out that the positiveness of the entries is not easily met in practice. Since, on the other hand, they observed that a mesh with only 5-10\%
non-positive entries in $\mathbf{H}^{(1)}(\epsilon)$ is rather easily to be achieved they suggest to replace the mass matrix $\mathbf{M}^{(1)}(\epsilon)$ by a partially diagonalized matrix $\mathbf{H}_{M}^{(1)}(\epsilon)$ with as many positive entries of $\mathbf{H}^{(1)}(\epsilon)$ as possible. These percentages have to be compared with the practically found percentages of obtuse triangles in the classical FIT with structured Delaunay-Voronoi grid given e.g. in subsection III-C.

Of course, the partial mass lumping implies that no fully explicit scheme results.

The procedure for the partial diagonalization is described in detail in [19]. It is stated there that, in practice, the success of the partial diagonalization is highly dependent on the mesh generator. For the scheme without mass lumping the additional numerical effort for the iterative solution of the mass matrix equation in each time step is estimated as about 400 -fold compared to a fully explicit scheme using a direct inversion of its diagonal operator. For the scheme with the partially diagonalized operator the computational load is about 400 p-fold compared to the fully explicit scheme, with $0 \leq p \leq 1$ [19].

Also, one drawback of non-diagonal mass matrices compared to the classical Yee scheme (underlying the classical FIT) is pointed out in [19]: More care has to be taken in order to properly impose boundary conditions.

Allowing for some non-orthogonal regions in an orthogonal Delaunay-Voronoi grid used with classical FIT usually leads to only a small percentage of non-orthogonal cells (cf. subsection III-C). In consequence, also only a few off-diagonal entries are introduced in the corresponding material matrix. Without anticipating a systematic study of this question it seems that the effort for FIT with non-orthogonal cells and the partial mass lumping in FEM as described above is more or less comparable.

## C. FEM with Orthogonal Vector Basis Functions

Several authors avoid the mass lumping because instability can not be excluded a priori, see e.g. [21], [22]. Both schemes start with the second order vector wave equation. In these two papers, a diagonal mass matrix is constructed using 2D and 3D orthogonal vector basis functions, respectively. With these basis functions a stable explicit scheme is set up. The 2D orthogonal basis presented in [21] ensures diagonality or positive-definiteness of the employed mass matrices and thus allows for a stable explicit scheme. The price for this is a blow up of the factor three in the new set of basis functions, i.e. in the degrees of freedom, but in numerical experiments the cpu time nevertheless dropped down by a factor of three for the same number of cells compared. In some numerical experiments the 3D orthogonal basis presented in [22] proved to be nearly about an order of magnitude more efficient in terms of cpu time than the traditional zeroth- and first-order vector basis [22].

## D. FIT with Whitney Forms

As already noted above, in classical FIT interpolation gets necessary in the construction of the material operators on non-orthogonal grids. This destroys the one-to-one relation between the allocation of the state variables leading to offdiagonal entries in the material operators.

In search for a stable FIT scheme for non-orthogonal, noncoordinate grids an approach is studied in [23] to construct a discrete constitutive relation compatible with the integral definition of voltages and fluxes in FIT but using Whitney forms as interpolating functions.

At arbitrary points inside the cell field values are interpolated from the electric voltages $\widehat{e}_{i}$ using Whitney forms:

$$
\begin{equation*}
\boldsymbol{E}(\boldsymbol{r})=\sum_{i} \widehat{e}_{i} \boldsymbol{w}_{i}^{(1)}(\boldsymbol{r}) \tag{30}
\end{equation*}
$$

This is in correspondence to the FE approach with the electric grid voltage $\widehat{e}_{i}$ corresponding to the degree of freedom $e_{i}$.

Next, the electric flux components $\widehat{\widehat{d}}_{i}$ are computed according to (4) now using the interpolated field values from (30):

$$
\begin{align*}
\widehat{d}_{i} & =\int_{\tilde{A}_{i}} \boldsymbol{D}(\boldsymbol{r}) \cdot d \boldsymbol{A}=\int_{\tilde{A}_{i}} \epsilon(\boldsymbol{r}) \boldsymbol{E}(\boldsymbol{r}) \cdot d \boldsymbol{A} \\
& =\sum_{j} \widehat{e}_{j} \int_{\tilde{A}_{i}} \epsilon(\boldsymbol{r}) \boldsymbol{w}_{j}^{(1)}(\boldsymbol{r}) \cdot d \boldsymbol{A} \tag{31}
\end{align*}
$$

Obviously the new material operator is not diagonal but it has also off-diagonal entries:

$$
\begin{equation*}
M_{\epsilon, i j}=\int_{\tilde{A}_{i}} \epsilon(\boldsymbol{r}) \boldsymbol{w}_{j}^{(1)}(\boldsymbol{r}) \cdot d \boldsymbol{A} \tag{32}
\end{equation*}
$$

which generally do not vanish - even for orthogonal grid duplets $(G, \widetilde{G})$.

Next, the authors of [23] investigate a single triangular cell with the barycenter as dual grid point and the dual edges intersecting the primary ones at their midpoints, i.e. the dual edges not being one straight line, but a kinked line. The resulting non-diagonal material matrix is different from the FE mass matrices. Unfortunately it is not symmetric in general.

After all, a 2D grid set up could be presented in [23] with symmetric material operator. This grid allows for obtuse triangles with angles up to $120^{\circ}$ using the so-called symmetry points as dual grid points. Using these points as dual grid points the symmetry of the material operator is enforced. The symmetry point is located on the connecting line of barycenter and circumcenter of the triangle and divides this line in a 1:4 ratio. Again, this material operator is different from the one obtained by classical FIT and from the FE material operator. Thus, one important result is that "the classical FIT scheme on triangular grids ... cannot be interpreted in terms of Whitneytype basis functions." A straightforward extension of this scheme to 3D tetrahedral grids could not be found.

The new 2D algorithm was implemented and results are presented in [23]. The numerically determined convergence
rate for eigenmode computations was found to be typically between 1.3 and 2.5 depending on the grid quality and its refinement strategy.

## E. Classical FIT on Triangular Grids

As described in subsection I-A, the angular limit to obtain an Delaunay-Voronoi grid and thus a diagonal material operator is $90^{\circ}$. Often the given geometry implies some unavoidable obtuse angles near the boundary of the meshed 2 D cut of the problem domain $\Omega_{s}$. If a local non-orthogonal grid is chosen in and neighbouring this triangle interpolation and projection of components becomes necessary introducing off-diagonal elements in the material operators.

Regarding the fact that these entries will only occur in a very small percentage of the matrix (cf. subsection III-C) this approach seems to be comparable to the FEM approach with mass lumping described above. Another approach could in principal follow a methodology presented in [24]. Yet, this approach based on the use of the longest-edge bisection technique introduces new points and thus destroys the topological regularity of the grid. Nevertheless both attempts or other new ideas, e.g. for FIT on an unstructured Delaunay-Voronoi diagram, to treat the problem of obtuse triangles seem to be worth some studies.

## III. Examples

Several examples of simulations with URMEL-T which is based on the Finite Integration Technique on triangular grids as described above may be found in earlier publications as e.g. [3], [4], [11], [25], [8], [26], [27] or [28].

We present three typical specimen for cylindrically symmetric resonators and one waveguide example. All simulations in subsections III-A - III-C have been performed on a SUN Enterprise 450 with $300 \mathrm{MHz}, 4$ processors and 4 GB RAM.

## A. Cylindrical Resonator

A cylindrical resonator, also denoted as 'pillbox' cavity, is suited well for convergence studies since the analytical solution is available. We chose a pillbox with the dimensions of 16.5 cm height and 22 cm width as studied in [19], see Fig. 3.

The authors of [19] computed the resonant frequencies up to 2.5 GHz with their 3D FEM code on a mesh with 7,038 tetrahedra and compared those with results from the 3D FIT code [15] with 7,293 cells using a rectangular grid with possibility of diagonal filling. Here, the eigenmodes are computed in frequency domain with the resonator option in URMEL-T for different grids. Exploiting all symmetries it is sufficient to discretize a quarter of the cavity's cross-section, an example grid with $N=925$ points is displayed in Fig 3. As $\Omega$ equals $\Omega_{s}$, the grid is nearly perfectly equilateral.


Fig. 3. Left: Cylindrical cavity, also denoted as 'pillbox' cavity. Right: Triangular grid with $\mathrm{N}=925$ grid points, i.e. 1850 triangles, for the right upper quarter of the pillbox cross-section in $(r, z)$-plane which only needs to be computed. In this simple case the final mesh is identical with the start mesh of the mesh generator since $\Omega=\Omega_{s}$ holds here.


Fig. 4. Relative frequency error $\Delta f / f$ as function of number $N$ of grid points for the $\mathrm{TE}_{111^{-}}, \mathrm{TM}_{110^{-}}$and $\mathrm{TM}_{111}$-mode of the pillbox cavity; logarithmic scale. The convergence goes with $N^{-1.18}$ for the $\mathrm{TE}_{111}$-mode, with $N^{-1.65}$ for the $\mathrm{TM}_{110}$-mode and with $N^{-1.12}$ for the $\mathrm{TM}_{111}$-mode.

In Fig. 4, a convergence study is presented for three selected modes. The convergence order for these modes ranges between first and second order. Best convergence is achieved for the $\mathrm{TM}_{110}$-mode with $O\left(N^{-1.65}\right)$. Also, the CPU time as function of the number of grid points is presented in Fig. 5. It scales with $O\left(N^{1.28}\right)$. Note that three unknowns ( $\widehat{e}_{a}, \widehat{e}_{b}, \widehat{e}_{c}$ ) are related to each of the $N$ grid points.

## B. Resonator with Nose-Cone

As another cylindrically symmetric geometry where its cross-section is neither rectangular like for the pillbox described in subsection III-A nor having a smooth and simple to approximate boundary shape like that one shown below in subsection III-C, we chose also some resonator cavity with a so-called 'nose-cone' which comes rather close to a re-entrant corner.

For comparison, an unstructured Delaunay triangulation obtained by the open source code Triangle [29] is shown in Fig. 6 together with a FIT grid of comparable number of triangles. The code Triangle generates constrained conforming Delaunay triangulations while most other codes only generate conforming, but unconstrained triangulations. In addition to the Delaunay triangulations, Triangle also offers the related Voronoi diagram.


Fig. 5. CPU time $t / \mathrm{sec}$ as function of number $N$ of grid points for the pillbox cavity. The cpu time depends as $t=0.0007 \cdot N^{1.2812}$.


Fig. 6. Left: Delaunay triangulation with 1,860 triangles for $\Omega_{s}$ generated by the code Triangle [29]. Right: FIT mesh as generated for the right half of the PETRA cavity by URMEL-T with 1,015 grid points, i.e. 2,030 triangles for $\Omega\left(\Omega \backslash \Omega_{s}\right.$ is modelled as perfect conductor and thus fields are only to be computed in $\Omega_{s}$ ). Again, for symmetry reasons only the upper left or right quarter of the cross-section in ( $\mathrm{r}, \mathrm{z}$ )-plane needs only to be computed.

The Triangle program informs about important grid characteristics and its construction. In the example shown in Fig. 6 the divide-and-conquer method [30] was used. In the mesh quality statistics smallest and largest area and edge are given, each. If we denote their ratio as total aspect ratio, the total area ratio in this example results to $2.5 \cdot 10^{2}$ and the total edge ratio amounts to $1.9 \cdot 10^{1}$. Also, the aspect ratio which relates the longest edge to the shortest altitude is given; it is 2.9374 in our example. The smallest angle is $34.004^{\circ}$, the largest angle is $111.5^{\circ}$ in the grid displayed in Fig. 6. In total there are 209 obtuse triangles ( $11 \%$ ), of those 145 ( $8 \%$ ) have an angle between $90^{\circ}$ and $100^{\circ}, 61(3 \%)$ an angle between $100^{\circ}$ and $110^{\circ}$ and $3(0.02 \%)$ have an angle of $110^{\circ}$ to $120^{\circ}$. Much more information like a list of bad and so on is available, too.

Obviously the structured FIT grid has much smaller total aspect ratios and much less obtuse triangles (cf. Table I) thanks to the equilibration algorithm imbedded in the automatic grid generation. So, the FIT grid is most regular which leads to a better condition of the matrix of the resulting linear algebraic eigenvalue problem. Also, this greater regularity has a positive impact on the maximal time step if this mesh should be used for time domain simulations. It would be interesting to compare the numerical effort necessary to reach
the same error for a simulation with both type of grids, the structured Delaunay grid used in URMEL-T and the unstructured Delaunay grid. This will be the subject of a future research project.

## C. Multicell Resonators

In the design studies for the future linear collider project TESLA [31] different multicell superconducting resonator structures have been investigated. One of them is the $4 \times 7$-cell so-called superstructure [32]. Without the attached couplers the structure is again a cylindrically symmetric one so that it can be simulated with the 2D code URMEL-T.


Fig. 7. Geometry of the TESLA 7-cell cavity. For symmetry reasons only the upper right quarter of the $(r, z)$-cross-section needs to be computed.


Fig. 8. Triangular grid in the right end-cell of the TESLA 7-cell cavity.

Here we chose this structure as an example to study the percentage of obtuse triangles. Fig. 7 shows the part of the cross-section used for simulation. Fig. 8 displays a zoom to the grid of the end-cell. The total number of triangles amounts to 13,366 triangles. Among them, there are 35 $(0.26 \%)$ triangles with an angle larger than $90^{\circ}$, none of those has an angle larger than $100^{\circ}$.

Table I also shows the results for coarser grids used for the full 7 -cell structure and a full 9 -cell structure (only around 1,500 triangles per cell; 'full' refers to the complete upper half of the cross-section, 'half' to its right half as shown in Fig. 8). The percentage of obtuse triangles only amounts to $0.26 \%-0.37 \%$. Triangles with an angle larger than $100^{\circ}$ do not always occur - if so, then they only amount to less than $0.05 \%$. As to be expected, there seems to be a tendency that finer grids have a smaller percentage of obtuse triangles.

These far less than $1 \%$ of obtuse triangles automatically obtained in the mesh generator of URMEL-T have to be

|  | $\sharp$ triangles | angle $>90^{\circ}$ | angle $>100^{\circ}$ |
| :--- | :---: | :---: | :---: |
| 9-cell, full | 12,150 | $45(0.37 \%)$ | $4-5(0.04 \%)$ |
| 7-cell, full | 12,320 | $43(0.37 \%)$ | $4-5(0.04 \%)$ |
| 7-cell, half | 13,366 | $35(0.26 \%)$ | 0 |

TABLE I
Percentage of obtuse triangles in the mesh of the TESLA 7-CELL-AND 9-CELL-RESONATOR.
compared with the $5-10 \%$ non-positive entries achieved in the partial mass lumping, e.g.. This small percentage of obtuse triangles is achieved by an equilibration procedure with low computational cost. Of course, more statistics and careful comparison of the numerical results are necessary before coming to final statements.

Fig. 9 shows some field plots for the accelerating mode in one 7 -cell cavity of the $4 \times 7$-cell superstructure. The $\mathrm{TM}_{01}-$ mode used for the "acceleration" of electrons or positrons, respectively, passing the cavity on axis with nearly speed of light has its field maximum of the longitudinal electric field on axis such that a maximum of energy can be transferred to the particles while their passage of the structure. The plots also show that a good field flatness is achieved with the chosen cavity geometry.


Fig. 9. Snap shots of the electric and magnetic field of the $\mathrm{TM}_{01}$-mode with frequency 1.3 GHz used to accelerate electrons passing the structure on axis from left to right. The middle plot shows the azimuthal magnetic field. The size of the arrows and circles corresponds to the local magnitude of the field. Their midpoint always lies within $\Omega_{s}$ but for large magnitudes the circles or arrows might partly extend to the outside $\Omega_{s}$.

## D. Dielectrically Filled Rectangular Waveguide

We will show one waveguide example here, others may be found in earlier publications (see e.g. [11]). We regard the dispersion relation for a dielectric loaded waveguide. A rectangular waveguide filled with some dielectrics [4] is shown in Fig. 10.


Fig. 10. Dielectric waveguide. Mesh for the computational domain.

Its fundamental mode has the frequency 3 GHz . The dispersion relation between frequency $\omega$ and propagation constant $\beta$ has been computed. For different frequencies the highest $\beta$ 's are displayed in a fit through a few dozen distinct values in Fig. 11. Note that for each wavenumber $k_{0}=\omega / c$ one URMEL-T run has to be performed.


Fig. 11. Dielectric waveguide. Dispersion relation.

## IV. Summary

This paper revisited the application of the Finite Integration Technique on triangular grids. The corresponding code URMEL-T is successfully applied in many different locations, mainly universities and accelerator laboratories. The underlying method has been reviewed and some example resonator- and waveguide computations have been shown. Regarding the question of time domain simulations, some recent FEM approaches seeking for diagonal or partially diagonal mass matrices have been cited as well as an approach for FIT with a Whitney-based material operator.

Starting point was the following: Diagonal material operators with positive entries ensure energy conservation and stability in Yee's leap-frog-scheme for time domain simulations
(and allow for an explicit scheme). FEM with mass lumping and classical FIT on a structured Delaunay-Voronoi grid with acute angles both achieve a diagonal matrix with positive entries. Yet, both are not easily met in practice. Next best are positive definite symmetric material operators with only few off-diagonal entries. For FEM, a partially diagonalized mass matrix with about $5-10 \%$ non-positive entries has been suggested in literature. This has to be compared with the maximally $0.5-1 \%$ off-diagonal entries in the material matrix caused by remaining obtuse triangles in classical FIT on a structured, equilibrated Delaunay-Voronoi grid, as it was found for the examples presented here. The numerical effort to achieve a small percentage of obtuse triangles is very low - probably smaller than that one needed for the partial diagonalization of the mass matrix. Yet, this question could not be studied here but still needs more detailed studies in future.

These first studies let it seem to be worthwhile to invest some further research on a Yee-like scheme with classical FIT on structured, equilibrated Delaunay-Voronoi grids.
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# Envelope - Finite Element (EVFE) Technique in Electromagnetics with Perfectly Matched Layer (PML) 

Weijun Yao, Yuanxun Wang, and Tatsuo Itoh


#### Abstract

In this paper, the perfectly matched layer (PML) has been implemented into the Envelope Finite Element (EVFE) technique. The PML performance tests show that it can provide sufficient absorption of the incident waves both in 2D and 3D cases. The 3D guided wave structures are efficiently analyzed by the EVFE technique with the PML boundary condition. Furthermore, a new plane wave excitation scheme inside the PML boundary with EVFE technique is also presented here for the analysis of scattering problems, and the numerical examples validate the formulations.


## I. INTRODUCTION

In modern optical and wireless communication systems, the digital modulated signals are usually further modulated with a very high frequency carrier, such that the signal bandwidth to carrier frequency ratio is very small. To analyze the transient response of the components and devices in this kind of system, the traditional time domain techniques are not efficient and precise enough. The reasons are: first, although we can develop implicit method to make the time domain algorithms unconditionally stable, such as implicit finite element time domain (FETD) method [1], the time step size is still governed by Nyquist sampling criterion, which requires that the sampling rate is at least twice of the simulation bandwidth. As the simulation bandwidth in FETD ranges from DC to the highest frequency of the narrowband modulated signal, the required time step should be very small in order to follow the variance of high frequency carrier. Second, as FETD is low pass type of algorithm, the time dispersion error is smallest at DC, and continually increases as frequency increases. This characteristic made traditional FETD unsuitable to simulate narrow band systems because its time dispersion will be very large at the carrier frequency [2].
Recently, a new numerical technique called envelope finite element was proposed in [2]-[5]. In this method, the carrier information is de-embedded from the narrowband signal thus only the complex signal envelopes are sampled. Its simulation bandwidth is much smaller compared with finite element time domain (FETD) method. Numerical
tests in [2] shows, with same time step size, EVFE has a much lower time dispersion error than FETD. This is accomplished while, keeping the same time dispersion error, suggesting that EVFE can use much larger time step size than FETD. It can be asserted that EVFE is a powerful tool to simulate the transient response of components and devices in the narrowband system. The concept of envelope simulation itself is not new, which has been employed into the circuit simulator, such as ADS's Circuit Envelope Simulator [6]. It has been proven to be much more efficient than the regular transient simulator. EVFE technique makes it possible to do the efficient EM and circuit co-simulation combining with Circuit Envelope Simulator.
Previous researchers have already applied EVFE technique to 2-D guided wave problems [3] and 3-D microwave passive structures [4] with the first order absorbing boundary condition (ABC); however, an alternative and better choice to ABC is perfectly matched layer (PML) boundary condition, which has wider bandwidth and can provide more absorption of the incident waves. Perfectly matched layer was first introduced into finite difference time domain (FDTD) method by Berenger [7], however, it has several limitations such as the governing equation inside the PML region is non-Maxwellian. Sacks [8] has suggested a new PML based on a lossy uniaxial medium and successfully implemented into frequency domain finite element method. Gendey [9] further developed the formulation for the FDTD method with anisotropic perfectly matched layer and applied it in the analysis of microwave circuits and antennas. Recently, PML has been successfully implemented into finite element time domain technique (FETD) in the analysis of scattering problems [10], and active nonlinear microwave circuit modeling [11]. Based on the anisotropic PML concept, we derived the PML formulations for EVFE technique. Several numerical tests and examples will be shown to validate our formulations.
This paper is organized as follows. Section II presents the EVFE formulations for implementing the anisotropic perfectly matched layer and two examples are presented to test the PML's performance both in 2-D and 3-D. Section III presents 3-D examples for the analysis of guided wave structures with EVFE and PML technique. In section IV a
new plane wave excitation scheme inside the PML boundary is proposed and scattering problems are analyzed with this method. Finally, conclusions are made in section V.

## II. PML FOR EVFE FORMULATIONS

In this section, the PML formulation will be derived for EVFE technique. To make the discussion more general, we present 3-D formulations here, which can be easily reduced to 2-D formulations. We would like to start from the general time-harmonic form of Maxwell equations in PML regions:

$$
\begin{align*}
& \nabla \times \vec{H}=j \omega \varepsilon_{0} \varepsilon_{r} \bar{\varepsilon} \vec{E}+\vec{J}_{i}  \tag{1}\\
& \nabla \times \vec{E}=-j \omega \mu_{0} \mu_{r} \bar{\mu} \vec{H}
\end{align*}
$$

where

$$
\overline{\bar{\varepsilon}}=\overline{\bar{\mu}}=\left[\begin{array}{ccc}
\frac{s_{y} s_{z}}{s_{x}} & 0 & 0  \tag{2}\\
0 & \frac{s_{x} s_{z}}{s_{y}} & 0 \\
0 & 0 & \frac{s_{x} s_{y}}{s_{z}}
\end{array}\right]
$$

and $\quad s_{i}=1+\frac{\sigma_{i}}{j \omega \varepsilon_{0}}, i=x, y, z$.
Here we assume there is no source in PML region, and the second-order wave equation from (1), (2), and (3) is:
$\nabla \times\left([\overline{\bar{\mu}}]^{-1} \cdot \nabla \times \vec{E}\right)-\omega^{2} \varepsilon[\overline{\bar{\varepsilon}}] \vec{E}=-j \omega \frac{1}{\mu} \vec{J}$.
Based on the vector finite element method, we can recast (4) into the following form
$-\omega^{2} e_{j} Q_{x} \frac{s_{y} s_{z}}{s_{x}}+e_{j} P_{x} \frac{s_{x}}{s_{y} s_{z}}-\omega^{2} e_{j} Q_{y} \frac{s_{x} s_{z}}{s_{y}}+e_{j} P_{y} \frac{s_{y}}{s_{x} s_{z}}$
$-\omega^{2} e_{j} Q_{z} \frac{s_{y} s_{x}}{s_{z}}+e_{j} P_{z} \frac{s_{z}}{s_{y} s_{z}}=-j \omega \int_{v} \frac{1}{\mu} \overrightarrow{N_{i}} \cdot \vec{J} d v$,
where

$$
\begin{aligned}
& Q_{x}=\int_{v} \varepsilon N_{x}^{j} N_{x}^{i} d v \\
& Q_{y}=\int_{v} \varepsilon N_{y}^{j} N_{y}^{i} d v \\
& Q_{z}=\int_{v} \varepsilon N_{z}^{j} N_{z}^{i} d v
\end{aligned}
$$

$$
\begin{align*}
& P_{x}=\int_{v} \frac{1}{\mu}\left(\nabla \times \vec{N}^{j}\right)_{x}\left(\nabla \times \vec{N}^{j}\right)_{x} d v, \\
& P_{y}=\int_{v} \frac{1}{\mu}\left(\nabla \times \vec{N}^{j}\right)_{y}\left(\nabla \times \vec{N}^{j}\right)_{y} d v, \\
& P_{z}=\int_{v} \frac{1}{\mu}\left(\nabla \times \vec{N}^{j}\right)_{z}\left(\nabla \times \vec{N}^{j}\right)_{z} d v, \tag{6}
\end{align*}
$$

while $\vec{N}^{i}, \vec{N}^{j}$ are the vector basis functions.
To solve equation (5), we need to define another three variables:

$$
\begin{equation*}
\Phi_{x}=\frac{s_{x}}{s_{y} s_{z}} e_{j}, \quad \Phi_{y}=\frac{s_{y}}{s_{x} s_{z}} e_{j}, \quad \Phi_{z}=\frac{s_{z}}{s_{x} s_{z}} e_{j} \tag{7}
\end{equation*}
$$

Equations (3)-(5) are reduced to

$$
\begin{align*}
& -\omega^{2} \Phi_{z} Q_{x} s_{y}^{2}+P_{x} \Phi_{x}-\omega^{2} \Phi_{x} Q_{y} s_{z}^{2}+P_{y} \Phi_{y}  \tag{8}\\
& -\omega^{2} \Phi_{z} Q_{z} s_{x}^{2}+P_{z} \Phi_{z}=-j \omega \int_{v} \frac{1}{\mu} \vec{N} \cdot \vec{J} d v
\end{align*}
$$

and defining the signal envelope as

$$
\begin{align*}
& e_{j}(t)=u_{j}(t) e^{j \omega_{c} t}  \tag{9}\\
& \Phi_{j}(t)=\psi_{j}(t) e^{j \omega_{c} t} \\
& J_{z}(t)=j_{z}(t) e^{j \omega_{c} t}
\end{align*}
$$

Substituting (9) into (8) we can obtain the differential equation about the signal envelope
$Q_{x} \frac{d^{2} \psi_{z}}{d t^{2}}+\left[S_{1}\right] \frac{d \psi_{z}}{d t}+\left[S_{2}\right] \psi_{z}+Q_{y} \frac{d^{2} \psi_{x}}{d t^{2}}+$ $\left[S_{3}\right] \frac{d \psi_{x}}{d t}+\left[S_{4}\right] \psi_{x}+Q_{z} \frac{d^{2} \psi_{y}}{d t^{2}}+\left[S_{5}\right] \frac{d \psi_{y}}{d t}+$ $\left[S_{6}\right] \psi_{y}=-\left(\frac{\partial f_{i}}{\partial t}+j \omega_{c} f_{i}\right)$
where

$$
\begin{array}{ll}
S_{1}=2\left(j \omega_{c}+\frac{\sigma_{y}}{\varepsilon_{0}}\right) Q_{x}, & S_{2}=\left(j \omega_{c}+\frac{\sigma_{y}}{\varepsilon_{0}}\right)^{2} Q_{x}+P_{z}, \\
S_{3}=2\left(j \omega_{c}+\frac{\sigma_{z}}{\varepsilon_{0}}\right) Q_{y}, & S_{4}=\left(j \omega_{c}+\frac{\sigma_{z}}{\varepsilon_{0}}\right)^{2} Q_{y}+P_{x},  \tag{10}\\
S_{6}=\left(j \omega_{c}+\frac{\sigma_{x}}{\varepsilon_{0}}\right)^{2} Q_{z}+P_{y}, & S_{5}=2\left(j \omega_{c}+\frac{\sigma_{x}}{\varepsilon_{0}}\right) Q_{z}, \\
\quad f_{i}=\int_{v} \frac{1}{\mu} \vec{N}_{i} \cdot \vec{J} d v &
\end{array}
$$

Using Newmark-Beta formulation to descretize (10), we can obtain the time recursive formulation

$$
\begin{align*}
& R_{1} \psi_{z}^{n+1}+R_{2} \psi_{z}^{n}+R_{3} \psi_{z}^{n-1}+R_{4} \psi_{x}^{n+1}+R_{5} \psi_{x}^{n}+R_{6} \psi_{x}^{n-1}+R_{7} \psi_{y}^{n+1} \\
& +R_{8} \psi_{y}^{n}+R_{9} \psi_{y}^{n-1}=-\left(\frac{f_{i}^{n+1}-f_{i}^{n-1}}{2 \Delta t}+j \omega_{c} \frac{f_{i}^{n+1}+2 f_{i}^{n}+f_{i}^{n-1}}{4}\right) \tag{12}
\end{align*}
$$

where $R_{i}$ are the coefficient matrixes. According to (7), we can obtain the relationship between the $\psi_{\xi,}(\xi=\mathrm{x}, \mathrm{y}, \mathrm{z})$ and u with Newmark-Beta formulation

$$
\begin{equation*}
\psi_{\xi}^{n+1}=a_{\xi 5} \psi_{\xi}^{n}+a_{\xi 6} \psi_{\xi}^{n-1}+a_{\xi 7} u^{n+1}+a_{\xi 8} u^{n}+a_{\xi 9} u^{n-1} \tag{13}
\end{equation*}
$$

where $\xi=\mathrm{x}, \mathrm{y}, \mathrm{z}$ and $\mathrm{a}_{\mathrm{\xi i}}$ are the complex coefficients. Combining equations (12) and (13), and solving them, the complex signal envelope vectors $u=\left[u_{1}, u_{2}, \ldots, u_{N}\right]$ and $\Psi_{\xi}$ $=\left[\Psi_{\xi!}, \Psi_{\xi 2}, \ldots, \Psi_{\xi N}\right]$ can be solved in time domain.
In order to reduce the discretization error, we use spatially variant conductivity along the normal axis [7]

$$
\begin{equation*}
\sigma_{z}(z)=\frac{\sigma_{\max }\left|z-z_{0}\right|^{m}}{\sqrt{\varepsilon_{r}} d^{m}} \tag{14}
\end{equation*}
$$

where $\mathrm{z}_{0}$ is the interface between the PML region and nonPML region, $d$ is the depth of the PML and $m$ is the order the polynomial variation. The order $m=2$ is chosen for better absorption.
Two examples will be presented here to validate our EVFE formulations with PML boundary conditions. The first one is a 2-D example with the PML set at the end of a parallel waveguide. The incident modulated Guassian pulse's carrier frequency is 2.91 GHz and the excitation bandwidth is 0.8 GHz . The second example is a 3-D rectangle waveguide terminated with PML absorber. The crossection of the waveguide is 10.16 mm and 22.86 mm . The excitation's carrier frequency is about 10 GHz and the bandwidth is about 4 GHz .
Figs 1 and 2 show the results of PML tests. Both in 2-D and 3-D cases, PML can provide about -40 dB absorption when four layers of PML are set. As the layers of PML increase, the absorption to the incident increases quickly.

## III. WAVEGUIDE PROBLEM SOLUTION WITH THE 3-D EVFE AND PML

Two numerical examples will be shown here to verify the precision and efficiency of EVFE technique with PML. The first simulation structure is a rectangular waveguide with a dielectric post discontinuity shown in Fig. 3. The same geometry was analyzed by J-S Wang using FEM [12]. The waveguide has a width $\mathrm{a}=22.86 \mathrm{~mm}$ ( $\mathrm{y}-$ direction) and height $\mathrm{b}=10.16 \mathrm{~mm}$ (x-direction). The dielectric slab has a height equal to that of the guide, width
$\mathrm{c}=12 \mathrm{~mm}$, and length $\mathrm{d}=6 \mathrm{~mm}$. The relative dielectric constant of the slab is 8.2 . In order to avoid the influence of the higher order modes, we set the observation point far enough from the discontinuity. $\mathrm{TE}_{10}$ mode is excited inside the waveguide with the center frequency 10 GHz and bandwidth 4 GHz . The excitation of EVFE in equation is represented as

$$
\begin{equation*}
J(t)=j(t) e^{j \omega_{c} t}=\exp \left[-\frac{\left(t-t_{0}\right)^{2}}{T^{2}}\right] e^{j \omega_{c} t} \tag{15}
\end{equation*}
$$

where $T=4 \mathrm{dt}, \mathrm{t}_{0}=12 \mathrm{dt}$ and $\mathrm{dt}=25 \mathrm{ps}$.


Fig. 1. Performance of PML for 2-D.


Fig. 2. Performance of PML for 3-D.


Fig. 3. Dielectric post discontinuity in a rectangular waveguide.

In FETD or FDTD case, CFL condition requires the time step to be less than 2 ps . The total steps are about 12.5 times as many as what EVFE requires. In this example, 10 layers of PML are set at the each end of the waveguide.


Fig. 4. Incident, reflection and transmission waves.


Fig. 5. Magnitudes of $S_{11}$ and $S_{21}$.

Numerical Results for the time domain fields and magnitudes of $S_{11}$ and $S_{21}$ are shown in Fig. 4 and Fig. 5 respectively. The magnitudes of $S_{11}$ and $S_{21}$ are compared with the results calculated using HFSS, and they agree with each other very well.
The second example is a waveguide with a rectangle corner bend, filled with air, shown in Fig. 6. The waveguide has a width $\mathrm{a}=20 \mathrm{~mm}$ and height $\mathrm{b}=4 \mathrm{~mm}$, with 10 layers PML set in two ends. In order to avoid the influence of the high order modes, we set the observation point far enough from the discontinuity. $\mathrm{TE}_{10}$ mode is excited inside the waveguide with a center frequency, $f_{\mathrm{c}}=$ 13 GHz and bandwidth $\Delta f=4 \mathrm{GHz}$. Numerical results of magnitudes of $S_{11}$ and $S_{21}$ are shown in Fig. 7. $S_{11}$ and $S_{21}$ are compared with the results calculated using HFSS, and they agree very well.


Fig. 6. Waveguide with right-angel corner band. $\mathrm{a}=20$ $\mathrm{mm}, \mathrm{b}=4 \mathrm{~mm}$.


Fig. 7. Magnitudes of $\mathrm{S}_{11}$ and $\mathrm{S}_{21}$.

## IV. ANALYSIS OF 2-D SCATTERING PROBLEMS WITH EVFE \& PML

Finite element methods have been extensively applied for scattering problem analysis with absorbing boundary conditions (ABCs). The plane wave excitation is straightforward for traditional Mur's ABCs. However, how to excite a plane wave in finite element analysis coupled with Perfect Matching Layer (PML) efficiently has not been thoroughly studied. In [13], a scattered field formulation is used for the entire computational domain. Therefore the applicability is limited for conductor only cases. In [10] and [14] the first effective approach addressing the excitation problem is proposed. The wave equation for the total field is used for the computational region while in PML region the incident field is switched to that in free space. To solve the unknown scattered field, however, it involves the updating of incident fields over the entire computational domain. Here, a simple and physically clear way to excite the plane wave is proposed based on the equivalence principle. The essential idea is to use both equivalent electric and magnetic currents on the virtual surface between these two regions. Though this concept has been well accepted for finite difference time domain (FDTD) simulations with PML [15], the implementation to the finite element approach has not been reported in literature yet. The main reason is that FEM is based on the single field (E-field) formulation, while both equivalent electric and magnetic currents need to be used to satisfy equivalence principle. In this paper, we shall present the implementation of the equivalence principle for plane wave incidence. With the proposed approach, this technique is applied to solve the scattering problems using finite element time domain (FETD) or envelope-finite element (EVFE) techniques, as the final performance of these techniques are strongly dependent on the perfect implementation of the PML boundary condition.


Fig. 8. Geometry of the 2-D scattering problem.

To derive the EVFE_PML formulations for the 2-D scattering problems, we start from the general wave equation in PML region

$$
\begin{equation*}
\nabla \times\left((\mu[\Lambda])^{-1} \cdot \nabla \times \vec{E}\right)-\omega^{2} \varepsilon[\Lambda] \vec{E}=0 \tag{16}
\end{equation*}
$$

This formulation can be extended to the whole computational area by defining $\mathrm{s}_{\mathrm{x}}=\mathrm{S}_{\mathrm{y}}=\mathrm{s}_{\mathrm{z}}=1$ in the non-PML region. Use testing function $T$ to test the wave equation (16), we can obtain

$$
\begin{equation*}
\int_{s} \frac{\omega^{2}}{c^{2}} \varepsilon_{r}[\Lambda] \vec{E} T d s=\int_{s} T \nabla \times\left[\left(\mu_{r}[\Lambda]\right)^{-1} \nabla \times \vec{E}\right] d s \tag{17}
\end{equation*}
$$

where S is the surface of the whole 2-D computational domain. Defining an inner boundary $\mathrm{C}, \mathrm{S}$ is separated into the inner region $\mathrm{S}_{2}$ and outer region $\mathrm{S}_{1}$, as shown in Fig. 8. It should be noted that the equivalent sources are placed on C and the inner boundary should be selected in the free space area enclosed by PML. Therefore, we represent the field in $\mathrm{S}_{1}$ and $\mathrm{S}_{2}$ by $\vec{E}^{+}, \vec{E}^{-}$and $\vec{H}^{+}, \vec{H}^{-}$, Rewriting (17) in the region $\mathrm{S}_{1}$ and $\mathrm{S}_{2}$ yields,

$$
\begin{aligned}
& \int_{s_{1}} \frac{\omega^{2}}{c^{2}} \varepsilon_{r}[\Lambda] \vec{E}^{+} T d s+\int_{s_{1}} \nabla T \times\left[\left(\mu_{r}[\Lambda]\right)^{-1} \nabla \times \vec{E}^{+}\right] d s \\
& -\oint_{c} T[\Lambda]^{-1} \nabla \times \vec{E}^{+} \cdot d \vec{l}=0
\end{aligned}
$$

$$
\begin{equation*}
\int_{s_{2}} \frac{\omega^{2}}{c^{2}} \varepsilon_{r}[\Lambda] \vec{E}^{-} T d s+\int_{s_{2}} \nabla T \times\left[\left(\mu_{r}[\Lambda]\right)^{-1} \nabla \times \vec{E}^{-}\right] d s \tag{18}
\end{equation*}
$$

$$
\begin{equation*}
-\oint_{-c} T[\Lambda]^{-1} \nabla \times \vec{E}^{-} \cdot d \vec{l}=0 \tag{19}
\end{equation*}
$$

Furthermore, the field can be expanded using finite element basis functions by letting

$$
\begin{equation*}
T=N_{i}, \quad \vec{E}^{ \pm}=\sum_{j=1}^{N} \hat{z} N_{j} e_{j}^{ \pm} \tag{20}
\end{equation*}
$$

Substituting (1), (2), (20) into (18) and (19), for 2-D TM wave incidence, it yields
$\sum_{j=1}^{N} \int \frac{\omega^{2}}{s_{1}} c^{2} \varepsilon_{r} S_{x} S_{y} N_{i} N_{j} e_{j}^{+} d s-\sum_{j=1}^{N} e_{j}^{+} \int_{s_{1}}^{\frac{1}{\mu_{r}}}\left[\frac{s_{y}}{s_{x}} \frac{\partial N_{j}}{\partial x} \frac{\partial N_{i}}{\partial x}+\frac{s_{x}}{s_{y}} \frac{\partial N_{j}}{\partial y} \frac{\partial N_{i}}{\partial y}\right] d s$
$-\oint_{c} N_{i}\left(-j \omega \mu_{r} \mu_{0} \vec{H}^{+}\right) \cdot d \vec{l}=0$,

$$
\begin{aligned}
& \sum_{j=1}^{N} \int_{s_{2}} \frac{\omega^{2}}{c^{2}} \varepsilon_{r} S_{x} S_{y} N_{i} N_{j} e_{j}^{-} d s-\sum_{j=1}^{N} e_{j}^{-} \int_{s_{2}} \frac{1}{\mu_{r}}\left[\frac{s_{y}}{s_{x}} \frac{\partial N_{j}}{\partial x} \frac{\partial N_{i}}{\partial x}+\frac{s_{x}}{s_{y}} \frac{\partial N_{j}}{\partial y} \frac{\partial N_{i}}{\partial y}\right] d s \\
& -\oint_{-c} N_{i}\left(-j \omega \mu_{r} \mu_{0} \vec{H}^{-}\right) \cdot d \vec{l}=0 .
\end{aligned}
$$

Adding (21) and (22) together, we can obtain

$$
\begin{align*}
& \sum_{j=1}^{N} \int_{s_{1}+s_{2}} \frac{\omega^{2}}{c^{2}} \varepsilon_{r} S_{x} S_{y} N_{i} N_{j} e_{j} d s-\sum_{j=1}^{N} e_{j} \int_{s_{1}+s_{2}} \frac{1}{\mu_{r}}\left[\begin{array}{l}
\frac{s_{y}}{s_{x}} \frac{\partial N_{j}}{\partial x} \frac{\partial N_{i}}{\partial x} \\
+\frac{s_{x}}{s_{y}} \frac{\partial N_{j}}{\partial y} \frac{\partial N_{i}}{\partial y}
\end{array}\right] d s  \tag{22}\\
& -\oint_{c} N_{i}\left[-j \omega \mu_{r} \mu_{0}\left(\vec{H}^{+}-\vec{H}^{-}\right)\right] \cdot d \vec{l}=0 . \tag{23}
\end{align*}
$$

In (23), $e$ represents $e^{+}$inside region $\mathrm{S}_{1}$ and $e^{-}$inside $\mathrm{S}_{2}$. The loop integral in (23) shows the contribution of the equivalent electric current on C . The relation between the fields in region 1 and region 2 can be expressed as

$$
\begin{align*}
& \vec{E}^{+}-\vec{E}^{-}=\vec{E}^{i n c},  \tag{24}\\
& \vec{H}^{+}-\vec{H}^{-}=\vec{H}^{i n c} . \tag{25}
\end{align*}
$$

Because the electric field on the boundary $C$ is not continuous due to the magnetic current excitation, it needs to be defined. Here we assume $\mathrm{e}=\mathrm{e}^{-}$on C , thus $\mathrm{e}^{+}$ unknowns on the excitation boundary can be eliminated by using (24). Substituting (24) and (25) into (23) yields a general equation for E fields

$$
\begin{align*}
& \sum_{j=1}^{N} e_{j} \int_{s} \frac{\omega^{2}}{c^{2}} \varepsilon_{r} S_{x} S_{y} N_{i} N_{j} d s-\sum_{j=1}^{N} e_{j} \int_{s} \frac{1}{\mu_{r}}\left[\begin{array}{l}
\frac{s_{y}}{s_{x}} \frac{\partial N_{j}}{\partial x} \frac{\partial N_{i}}{\partial x} \\
+\frac{s_{x}}{s_{y}} \frac{\partial N_{j}}{\partial y} \frac{\partial N_{i}}{\partial y}
\end{array}\right] d s \\
& =\oint_{c} N_{i}\left[-j \omega \mu_{r} \mu_{0}\left(H^{i n c}\right)\right] \cdot d \vec{l}-\sum_{j=1}^{N_{1}} \int_{s}^{\omega^{2}} \frac{\omega^{2}}{c^{2}} \varepsilon_{r} S_{x} S_{y} N_{i} N_{j} E_{j}^{i n c} d s \\
& +\sum_{j=1}^{N_{1}} E_{j}^{i n c} \int_{s} \frac{1}{\mu_{r}}\left[\frac{s_{y}}{s_{x}} \frac{\partial N_{j}}{\partial x} \frac{\partial N_{i}}{\partial x}+\frac{s_{x}}{s_{y}} \frac{\partial N_{j}}{\partial y} \frac{\partial N_{i}}{\partial y}\right] d s . \tag{26}
\end{align*}
$$

In (26), both electric and magnetic currents are included in the right hand side. $\mathrm{N}_{1}$ denotes the element numbering which are related with the excitation boundary C . Thus we can obtain the matrix equation

$$
\begin{align*}
& -\frac{\omega^{2}}{c^{2}} s_{x} s_{y} e_{j}[A]+e_{j} \frac{s_{x}}{s_{y}}[B]+e_{j} \frac{s_{y}}{s_{x}}[C] \\
& =j \omega \mu_{0} f+\frac{\omega^{2}}{c^{2}} s_{x} s_{y} E_{j}^{i n c}[A]-E_{j}^{i n c} \frac{s_{x}}{s_{y}}[B]-E_{j}^{i n c} \frac{s_{y}}{s_{x}}[C] \tag{27}
\end{align*}
$$

where

$$
\begin{aligned}
& {[A]_{i j}=\int_{s} \varepsilon_{r} N_{i} N_{j} d s} \\
& {[B]_{i j}=\int_{s} \frac{1}{\mu_{r}} \frac{\partial N_{j}}{\partial y} \frac{\partial N_{i}}{\partial y} d s,} \\
& {[C]_{i j}=\int_{s} \frac{1}{\mu_{r}} \frac{\partial N_{j}}{\partial x} \frac{\partial N_{i}}{\partial x} d s,} \\
& {[f]_{i}=\oint_{c} H^{i n c} N_{i} \mu_{r} \cdot d \vec{l} .}
\end{aligned}
$$

Notice that $E^{\text {inc }}$ is zero except on the excitation boundary C. The internal boundary integral terms inside PML vanish because of the continuity of tangential H field. If we define another variable $\Phi$ and $\Phi^{\text {inc }}$

$$
\begin{equation*}
\Phi_{j}=e_{j} /\left(-\omega^{2} s_{x} s_{y}\right) \tag{28}
\end{equation*}
$$

and $\quad \Phi_{j}^{i n c}=E_{j}^{i n c} /\left(-\omega^{2} s_{x} s_{y}\right)$
and substitute (28) into (27), we get
$-\frac{\omega^{2}}{c^{2}} s_{x} s_{y} e_{j}[A]-\Phi_{j} \omega^{2} s_{x}^{2}[B]-\Phi_{j} \omega^{2} s_{y}^{2}[C]$
$=\frac{\omega^{2}}{c^{2}} s_{x} s_{y} E_{j}^{i n c}[A]+\Phi_{j}^{i n c} \omega^{2} s_{x}^{2}[B]+\Phi_{j}^{i n c} \omega^{2} s_{y}^{2}[C]+j \omega \mu_{0} f$.

So far, (29) is the derived frequency domain wave equation in PML medium. A transformation is needed in order to change (29) to time/envelope domain. First we define the complex signal envelope of the fields as

$$
\begin{array}{lr}
e_{j}(t)=u_{j}(t) e^{j \omega_{c} t}, & \Phi_{j}(t)=\psi_{j}(t) e^{j \omega_{c} t}, \\
e_{j}^{i n c}(t)=u_{j}^{i n c}(t) e^{j \omega_{c} t}, & J_{z}(t)=j_{z}(t) e^{j \omega_{c} t}, \\
\Phi_{j}^{i n c}(t)=\psi_{j}^{i n c}(t) e^{j \omega_{c} t}, & \tag{30}
\end{array}
$$

where $\omega_{c}$ is the carrier frequency and $u, \psi, j_{z}$ are the complex envelopes. Further incorporating the Fourier transform relationship between frequency domain and time domain, the transform between the frequency domain operators and envelope domain operators are:

$$
\begin{align*}
& j \omega \rightarrow \frac{\partial}{\partial t} e^{j \omega_{c} t}+j \omega_{c} e^{j \omega_{c} t}  \tag{31}\\
& -\omega^{2} \rightarrow \frac{\partial}{\partial t^{2}} e^{j \omega_{c} t}+2 j \omega_{c} \frac{\partial}{\partial t} e^{j \omega_{c} t}-\omega_{c}^{2} e^{j \omega_{c} t} .
\end{align*}
$$

It is evident that setting $\omega_{\mathrm{c}}$ as zero in the above formulas leads to the conventional Fourier transform. Therefore, (29) is converted into envelope domain:

$$
\begin{align*}
& {\left[T_{1}\right] \frac{d^{2} u_{j}}{d t^{2}}+\left[T_{2}\right] \frac{d u_{j}}{d t}+\left[T_{3}\right] u_{j}+\left[T_{4}\right] \frac{d^{2} \psi_{j}}{d t^{2}}+\left[T_{5}\right] \frac{d \psi_{j}}{d t}} \\
& +\left[T_{6}\right] \psi_{j}=\frac{\partial f}{\partial t}+\left[T_{1}\right] \frac{d^{2} u_{j}^{i n c}}{d t^{2}}+\left[T_{2}\right] \frac{d u_{j}^{i n c}}{d t}+\left[T_{3}\right] u_{j}^{i n c} \\
& +\left[T_{4}\right] \frac{d^{2} \psi_{j}^{i n c}}{d t^{2}}+\left[T_{5}\right] \frac{d \psi_{j}^{i n c}}{d t}+\left[T_{6}\right] \psi_{j}^{i n c}, \tag{32}
\end{align*}
$$

where

$$
\begin{align*}
& {\left[T_{1}\right]_{i j}=\frac{[A]_{i j}}{c^{2}},} \\
& {\left[T_{2}\right]_{i j}=\frac{[A]_{i j}}{c^{2}}\left(2 j \omega_{c}+\frac{\sigma_{x}+\sigma_{y}}{\varepsilon_{0}}\right),} \\
& {\left[T_{3}\right]_{i j}=\frac{[A]_{i j}}{c^{2}}\left(-\omega_{c}^{2}+j \omega_{c} \frac{\sigma_{x}+\sigma_{y}}{\varepsilon_{0}}+\frac{\sigma_{x} \sigma_{y}}{\varepsilon_{0}^{2}}\right),} \\
& {\left[T_{4}\right]_{i j}=[B]_{i j}+[C]_{i j},} \\
& {\left[T_{5}\right]_{i j}=2\left(j \omega_{c}+\frac{\sigma_{x}}{\varepsilon_{0}}\right)[B]_{i j}+2\left(j \omega_{c}+\frac{\sigma_{y}}{\varepsilon_{0}}\right)[C]_{i j},} \\
& {\left[T_{6}\right]_{i j}=\left(j \omega_{c}+\frac{\sigma_{x}}{\varepsilon_{0}}\right)^{2}[B]_{i j}+\left(j \omega_{c}+\frac{\sigma_{y}}{\varepsilon_{0}}\right)^{2}[C]_{i j} .} \tag{33}
\end{align*}
$$

For the same reason, equation (28) results in,

$$
\begin{align*}
u_{j}^{i n c}= & \frac{\partial^{2} \psi_{j}^{i n c}}{\partial t^{2}}+\left(2 j \omega_{c}+\frac{\sigma_{x}+\sigma_{y}}{\varepsilon_{0}}\right) \frac{\partial \psi_{j}^{i n c}}{\partial t} \\
& +\left(-\omega_{c}^{2}+j \omega_{c} \frac{\sigma_{x}+\sigma_{y}}{\varepsilon_{0}}+\frac{\sigma_{x} \sigma_{y}}{\varepsilon_{0}^{2}}\right) \psi_{j}^{i n c} . \\
u_{j}= & \frac{\partial^{2} \psi_{j}}{\partial t^{2}}+\left(2 j \omega_{c}+\frac{\sigma_{x}+\sigma_{y}}{\varepsilon_{0}}\right) \frac{\partial \psi_{j}}{\partial t}+\left(-\omega_{c}^{2}+j \omega_{c} \frac{\sigma_{x}+\sigma_{y}}{\varepsilon_{0}}+\frac{\sigma_{x} \sigma_{y}}{\varepsilon_{0}^{2}}\right) \psi_{j} . \tag{34}
\end{align*}
$$

Using Newmark-Beta formulations [3] to discretize (32) and (34) in time domain yields two difference equations. The "Mutual Difference" scheme [5] can then be used to solve these two equations jointly to update the complex signal envelope vector $u=\left[u_{1}, u_{2}, \ldots, u_{N}\right]$ and $\Psi=\left[\Psi_{1}, \Psi_{2}, \ldots\right.$, $\Psi_{N} J$ in time.
Two numerical examples are presented to validate the proposed scheme. The scattering problem about the cylindrical perfect electric conductor (PEC) is first solved using EVFE technique. Here we define the incident plane wave in the form of modulated Gaussian pulse. For simplicity, we assume the incident wave impinges in $x$ direction, and the carrier frequency is $\omega_{c}$, the envelopes of the incident fields thus become
$\vec{E}^{\text {inc }}=\hat{z} \exp \left(-\left[\frac{t-t_{2}-x / v}{t_{1}}\right]^{2}-j \omega_{c} x / v\right)$

$$
\begin{align*}
& \vec{H}^{i n c}=-\hat{y} \frac{1}{\mu} \\
& \int_{t}\left(2\left[\frac{t-t_{2}-x / v}{v t_{1}^{2}}\right]-\frac{j \omega_{c}}{v}\right) \exp \left(-\left[\frac{t-t_{2}-x / v}{t_{1}}\right]^{2}-j \omega_{c} x / v\right) d t \tag{35}
\end{align*}
$$



Fig.9. Magnitude of surface current on upper half cylinder at $\mathrm{f}=2 \mathrm{GHz}$.


Fig.10. Normalized RCS of the cylinder in Fig. 9 at different observation angles at $\mathrm{f}=2 \mathrm{GHz}$.

Consider a perfectly conducting square cylinder with the side length 0.15 m . Six PML layers are set 2.5 cm away from the PEC cylinder's surface. The incidence wave is a modulated Gaussian pulse (35) with a center frequency 2 GHz and a bandwidth of 1 GHz . The polarization is TM. The excitation boundary C is only 1.5 cm away from the

PEC object and 1 cm away from the PML region. The result for the surface current on the upper half of the cylinder is plotted in Fig. 9, where the frequency is 2 GHz . The result of the normalized RCS is presented in Fig. 10. The results agree well with those obtained using Method of Moments (MoM).

Another example is a square two-dimensional homogeneous anisotropic dielectric scatterer. The scatterer to be simulated is a square anisotropic cylinder with $\varepsilon_{z z}=1.5, \mu_{\mathrm{xx}}=1.5, \mu_{\mathrm{yy}}=3$ and $\mathrm{k}_{0} \mathrm{~s}=10$, where $\mathrm{k}_{0}$ is set according to the center frequency of the Gaussian incident plane wave, and $s$ is the side length of the square cylinder. In this case, the excitation boundary C is only $0.1 \lambda_{0}$ away from the scatter and $0.1 \lambda_{0}$ away from the ten layers PML region, where $\lambda_{0}$ is according to the center frequency. The result about the magnitude of the magnetic current on center frequency is plotted in Fig. 11 which agrees well with the result of FDTD [16].


Fig. 11. Surface magnetic current distribution of square anisotropic cylinder with $\varepsilon_{\mathrm{zz}}=1.5, \mu_{\mathrm{xx}}=1.5, \mu_{\mathrm{yy}}=3$ and $\mathrm{k}_{0} \mathrm{~s}=10$.

## V. CONCLUSION

In this paper, anisotropic PML has been implemented into the 2-D and 3-D EVFE formulations. Numerical examples have been presented to evaluate the PML's performance and about 40 dB absorption is achieved when a 4-layer absorber is used in both 2-D and 3-D cases. The EVFE technique with PML is validated through the simulation of the guided wave structures. The new method for exciting a plane wave inside the PML boundary has been proposed
and the numerical examples of scattering problems are also presented to show the validity of the formulations.
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#### Abstract

A three-dimensional transmission-line matrix (TLM) model was developed to simulate microwave-scanning microscopy. A TLM algorithm that allows the simulation of the scanning was developed. Numerical modeling was carried out for frequencies that are commonly used in microwave nondestructive testing ( $1 \mathbf{G H z}-20 \mathrm{GHz}$ ). Structures with local discontinuities in the electric permittivity are modeled numerically. The excitation parameters used in numerical modeling of scanning microwave microscopy were determined based on an initial frequency experimental response obtained from a plate with known permittivity. The numerical model developed in this paper is based on the symmetric condensed node. The description of the TLM algorithm is given in a Hilbert space using a three-index notation.


## I. INTRODUCTION

Microwave scanning microscopy is now one of the fastest growing areas among nondestructive methods. This method is applied in very different areas: aircraft industry, biological investigation, semiconductor industry and civil engineering. All these applications are based on the fact that microwave propagation is affected by a large number of material properties: composition, structure, moisture, delamination and presence of discontinuities. To make the microwave inspection a powerful tool in quantitative characterization of materials it is necessary to have a welldefined mathematical model of the testing problem. Because of the complexity of the problems, numerical methods were proven to give more appropriate models than analytical methods [1]. Microwave probes are robust enough to be placed in a hand-held configuration, which is the main advantage of microwave microscopy. Very high resolution
can be achieved with probes that can work in-situ and on line. By comparison with other methods, currently used in nondestructive evaluation of materials, the advantages of the microwave microscopy are:

- Possibility to detect subsurface discontinuities.
- There are no problems related to material contamination caused by coupling.
- No physical contact is required between the probe and the material to be investigated; therefore the surface can be surveyed rapidly.
- No changes are caused in the material; the measurement is entirely nondestructive.
- In the microwave frequency region, variation of dielectric permittivity for dielectric materials is significantly larger than the contrast due to density.

The Transmission Line Matrix (TLM) as a time domain technique that can deal with complex geometries is one of the most suitable numerical methods to model microwave testing. Unlike some other numerical techniques, the TLM algorithm does not involve any convergence criteria, a property that makes it an inherently stable method. This stability is reflected in the flexibility of the TLM method when dealing with various types of input signals and boundaries. These advantages can be exploited for nondestructive investigation in several ways:

- A configuration can be numerically modeled in order to improve the experiment design and for a better understanding of the results obtained.
- The TLM method offers a versatile tool to reconstruct the initial signal based on the actual digitized signal, for homogeneous media.
- The TLM method can easily generate a time or frequency domain signal for known configurations. Based on this, a multi-layer structure can be fully characterized using an iterative process. The material parameters, of the multi-layer structure under investigation can be changed in the TLM model, so that the numerically generated signal fits the experimental signal.
The first published account of TLM method dates back to 1971 [2]. This and following publications demonstrated that TLM could be used in a wide range of applications. Almost 30 years after the first article was published, the method is considered to be "a modeling process rather than a numerical method for solving differential equations" [3]. The advantage of TLM is that it provides a direct simulation of the phenomenon and not of the equation governing it [4].


## II. ALGORITHM DESCRIPTION

The TLM algorithm developed in this paper is based on Symmetrical Condensed Node (SCN) [5]. A description of the algorithm is given in a Hilbert space and it is based on a previous work [6]. This description was adapted to the threeindex notation used consistently in numerical implementation. The use of this notation has two immediate advantages:

- A physical interpretation for the scattering matrix written in symmetrical notation is revealed [7].
- The equivalence between the classical notation and the three-index notation is obtained directly.

In Table 1 the first two rows and the last two columns were added in order to show the correspondence between the voltages used in the three-index notation (first row, last column) and the classical notation (second row, $13^{\text {th }}$ column). The scattering matrix in symmetrical notation is obtained by changing the positions of rows and columns respectively in such a way that the initial scattering matrix is rewritten as a system of three four by four matrices [8]. The first two rows and last two columns in Table 1 show how the permutations between lines and columns, respectively, took place. The three-index notation shows that these permutations group together the voltages corresponding to each polarization. The factor of $1 / 2$ that multiplies each element of the scattering matrix was omitted in Table 1 for space reasons. In Table 1, the constitutive matrices were colored in dark gray, light gray and white. The light gray matrix is the transpose of the dark gray matrix. These matrices can be rewritten in a symmetrical form by putting together the voltages (in the three-index notation) corresponding to each link line and polarization (Figure 1).

Table 1. Elements of scattering matrix in symmetrical notation.

| $\mathbf{V}_{\mathrm{xny}}$ | $\mathbf{V}_{\mathrm{xpy}}$ | $\mathbf{V}_{\mathrm{xnz}}$ | $\mathbf{V}_{\mathrm{xpz}}$ | $\mathbf{V}_{\mathrm{ynz}}$ | $\mathbf{V}_{\mathrm{ypz}}$ | $\mathbf{V}_{\mathrm{ynx}}$ | $\mathbf{V}_{\mathrm{ypx}}$ | $\mathbf{V}_{\mathrm{znx}}$ | $\mathbf{V}_{\mathrm{zpx}}$ | $\mathbf{V}_{\mathrm{zny}}$ | $\mathbf{V}_{\mathrm{zpy}}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{3}$ | $\mathbf{1 1}$ | $\mathbf{6}$ | $\mathbf{1 0}$ | $\mathbf{5}$ | $\mathbf{7}$ | $\mathbf{1}$ | $\mathbf{1 2}$ | $\mathbf{2}$ | $\mathbf{9}$ | $\mathbf{4}$ | $\mathbf{8}$ |  |  |
| 0 | 0 | 0 | 0 | 0 | 0 | 1 | -1 | 0 | 0 | 1 | 1 | $\mathbf{3}$ | $\mathbf{V}_{\mathrm{xny}}$ |
| 0 | 0 | 0 | 0 | 0 | 0 | -1 | 1 | 0 | 0 | 1 | 1 | $\mathbf{1 1}$ | $\mathbf{V}_{\mathrm{xpy}}$ |
| 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | -1 | 0 | 0 | $\mathbf{6}$ | $\mathbf{V}_{\mathbf{x n z}}$ |
| 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | -1 | 1 | 0 | 0 | $\mathbf{1 0}$ | $\mathbf{V}_{\mathrm{xpz}}$ |
| 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | -1 | $\mathbf{5}$ | $\mathbf{V}_{\mathbf{y n z}}$ |
| 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | 1 | $\mathbf{7}$ | $\mathbf{V}_{\mathbf{y p z}}$ |
| 1 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | $\mathbf{1}$ | $\mathbf{V}_{\mathbf{y n x}}$ |
| -1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | $\mathbf{1 2}$ | $\mathbf{V}_{\mathbf{y p x}}$ |
| 0 | 0 | 1 | -1 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | $\mathbf{2}$ | $\mathbf{V}_{\mathbf{z n x}}$ |
| 0 | 0 | -1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | $\mathbf{9}$ | $\mathbf{V}_{\mathbf{z p x}}$ |
| 1 | 1 | 0 | 0 | 1 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | $\mathbf{4}$ | $\mathbf{V}_{\mathbf{z n y}}$ |
| 1 | 1 | 0 | 0 | -1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | $\mathbf{8}$ | $\mathbf{V}_{\mathbf{z p y}}$ |

Having this formulation for the scattering matrix, TLM can be represented by a numerable set of real quantities. A Hilbert space representation of the field state and evolution was introduced in [9]. Using this representation, the scattering matrix can be expressed by an operator as shown below. Considering the scattering matrix in symmetrical notation as given by Table 1, the scattering matrix operator, $\bar{S}$, is a real, symmetric and hermitian operator and it is written as


Figure 1. A schematic of SCN node.

$$
\bar{S}=\left[\begin{array}{ccc}
0 & \bar{S}_{0} & \bar{S}_{0}^{T}  \tag{1}\\
\bar{S}_{0}^{T} & 0 & \bar{S}_{0} \\
\bar{S}_{0} & \bar{S}_{0}^{T} & 0
\end{array}\right]
$$

with the matrix $\bar{S}_{0}$ given by

$$
\bar{S}_{0}=\frac{1}{2}\left[\begin{array}{cccc}
0 & 0 & 1 & -1  \tag{2}\\
0 & 0 & -1 & 1 \\
1 & 1 & 0 & 0 \\
1 & 1 & 0 & 0
\end{array}\right]
$$

Consider the node with the discrete space coordinates ( $l, m$, $n$ ). This corresponds to the space point of coordinates ( $x, y$, $z$ ), with: $x=l \Delta x, y=m \Delta y$ and $z=n \Delta z$. At the discrete time coordinate $k$, corresponding to the time $t=k \Delta t$, all the incident and scattered wave amplitudes can be described using the 12dimensional complex vectors of space $C^{12},{ }_{k} \overline{V_{l m n}^{i}}$ and ${ }_{k} \overline{V_{l m n}^{r}}$ respectively. These vectors belong to a twelve dimensional complex vector space $C^{12}$, and are related, using the indices $l, m n$ and $k$ respectively, to the node with the discrete spatial coordinates ( $l, m, n$ ) and to the temporal coordinate $k$. A Hilbert space, $H_{m}$, is introduced [8], having a system of orthonormal space domain vectors $|l, m, n\rangle$ assigned to each node positioned at $(l, m, n)$. In a similar way a Hilbert space, $H_{t}$ is introduced by associating the time coordinate $k$ with the base vector $|k\rangle$. The Hilbert space where the TLM algorithm can be described is the Cartesian product of the previously introduced Hilbert spaces

$$
\begin{equation*}
H_{w}=C^{12} \otimes H_{m} \otimes H_{t} . \tag{3}
\end{equation*}
$$

In this space the incident and reflected amplitudes are written as

$$
\begin{align*}
& \left|V^{i}\right\rangle=\sum_{k, l, m, n=-\infty}^{\infty}{ }_{k} \overline{V_{l m n}^{i}}|k ; l, m, n\rangle,  \tag{4}\\
& \left|V^{r}\right\rangle=\sum_{k, l, n, n=-\infty}^{\infty} \overline{V_{l m n}^{r}}|k ; l, m, n\rangle . \tag{5}
\end{align*}
$$

In the $H_{w}$ space the following operators are defined:

- Time shift operator $\bar{T}$,

$$
\begin{equation*}
\bar{T}|k ; l, m, n\rangle=|k+1 ; l, m, n\rangle \tag{6}
\end{equation*}
$$

- X-shift operator ( $\bar{X}$ ) and its Hermitian conjugate ( $\bar{X}^{*}$ ),

$$
\begin{align*}
& \bar{X}|k ; l, m, n\rangle=|k ; l+1, m, n\rangle,  \tag{7}\\
& \bar{X}^{*}|k ; l, m, n\rangle=|k ; l-1, m, n\rangle . \tag{8}
\end{align*}
$$

- Y-shift operator $(\bar{Y})$ and its Hermitian conjugate $\left(\bar{Y}^{*}\right)$,

$$
\begin{equation*}
\bar{Y}|k ; l, m, n\rangle=|k ; l, m+1, n\rangle \tag{9}
\end{equation*}
$$

$$
\begin{equation*}
\bar{Y}^{*}|k ; l, m, n\rangle=|k ; l, m-1, n\rangle . \tag{10}
\end{equation*}
$$

- Z-shift operator ( $\bar{Z}$ ) and its Hermitian conjugate ( $\bar{Z}^{*}$ ),

$$
\begin{align*}
\bar{Z}|k ; l, m, n\rangle & =|k ; l, m, n+1\rangle,  \tag{11}\\
\bar{Z}^{*}|k ; l, m, n\rangle & =|k ; l, m, n-1\rangle . \tag{12}
\end{align*}
$$

- Connection operator $(\bar{\Gamma})$,

$$
\begin{equation*}
\left|V^{i}\right\rangle=\bar{\Gamma}\left|V^{r}\right\rangle \tag{13}
\end{equation*}
$$

The connection operator shows that the reflected amplitudes are incident into the neighboring nodes and it is defined as

$$
\begin{align*}
& \bar{\Gamma}=\bar{X}\left(\bar{\Delta}_{x n y, x p y}+\bar{\Delta}_{x n z, x p z}\right)+\bar{X}^{*}\left(\bar{\Delta}_{x p y, x n y}+\bar{\Delta}_{x p p, x n z}\right)+ \\
& +\bar{Y}\left(\bar{\Delta}_{y n z, y p z}+\bar{\Delta}_{y n x, y p x}\right)+\bar{Y}^{*}\left(\bar{\Delta}_{y p z, y n z}+\bar{\Delta}_{y p x, y n x}\right)+  \tag{14}\\
& +\bar{Z}\left(\bar{\Delta}_{z n x, z p x}+\bar{\Delta}_{z n y, z p y}\right)+\bar{Z}^{*}\left(\bar{\Delta}_{z p p, z n x}+\bar{\Delta}_{z p y, z n y}\right) .
\end{align*}
$$

In Eq. (14) the matrices $\bar{\Delta}_{o, p}(o, p$ are each three- index notations defined in row 1 of Table 1) are 12 by 12 matrices and each element of these matrices $\left(\Delta_{i, j}\right)_{o, p}$ is defined as

$$
\begin{equation*}
\left(\Delta_{i, j}\right)_{o, p}=\delta_{i, \rho} \delta_{j, p} . \tag{15}
\end{equation*}
$$

The connection operator ( $\bar{\Gamma}$ ) is a hermitian and unitary operator and therefore

$$
\begin{equation*}
\bar{\Gamma}=\bar{\Gamma}^{-1}=\bar{\Gamma}^{*} . \tag{16}
\end{equation*}
$$

The simultaneous scattering matrix at all TLM mesh nodes is described as

$$
\begin{equation*}
\left|V^{r}\right\rangle=\bar{T} \bar{S}\left|V^{i}\right\rangle \tag{17}
\end{equation*}
$$

Eq. (17) shows that scattering by a TLM node causes a unit time delay $\Delta t$. The voltages defined in Figure 1 can be related to the tangential field components at the TLM node boundary by introducing the following vectors for each of the six faces of the TLM node:

- Reflected wave vectors,

$$
\begin{equation*}
\overrightarrow{V_{f}^{r}}=-\frac{1}{2}\left[\vec{n}_{f} \times\left(\vec{n}_{f} \times \vec{E}\right)+Z \vec{n}_{f} \times \vec{H}\right], \quad f=\overline{1,6} \tag{18}
\end{equation*}
$$

- Incident wave vectors,

$$
\begin{equation*}
\overrightarrow{V_{f}^{i}}=-\frac{1}{2}\left[-\vec{n}_{f} \times\left(\vec{n}_{f} \times \vec{E}\right)+Z \vec{n}_{f} \times \vec{H}\right], \quad f=\overrightarrow{1,6} \tag{19}
\end{equation*}
$$

The correspondence between the node cube faces denoted by $f$ in Eqs. (18) and (19), and the three-index notation is given in Table 2:

Table 2. The correspondence between the TLM node face notation ( $f$ index) and the three-index notation.

| $f$ index | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Corresponding <br> plane in three index <br> notation | $x n$ | $x p$ | $y n$ | $y p$ | $z n$ | $z p$ |

As an example, the plane $x p$ (corresponding to $f=2$ ) from Table 2 is that located on the positive half of the $x$ axis. This plane contains the voltages $V_{x p y}$ and $V_{x p z}$. The normal to this plane is given by,

$$
\overrightarrow{n_{2}}=\left[\begin{array}{lll}
1 & 0 & 0 \tag{20}
\end{array}\right]^{T} .
$$

The field components in this plane are given by [6],

$$
\begin{gather*}
\vec{E}=\left[\begin{array}{l}
{ }_{k}\left[E_{x}\right]_{l+1 / 2, m, n} \\
{ }_{k}\left[E_{y}\right]_{l+1 / 2, m, n} \\
{ }_{k}\left[E_{z}\right]_{I+1 / 2, m, n}
\end{array}\right],  \tag{21}\\
\vec{H}=\left[\begin{array}{c}
{ }_{k}\left[H_{x}\right]_{l+1 / 2, m, n} \\
{ }_{k}\left[H_{y}\right]_{l+1 / 2, m, n}\left[H_{z}\right]_{l+1 / 2, m, n}
\end{array}\right] . \tag{22}
\end{gather*}
$$

Substituting Eqs. (20) - (22) into Eqs. (18) and (19) the local reflected and incident wave vectors for a node located at $(l, m, n)$ at moment $k$ are given by [10]

$$
\begin{align*}
& { }_{k} \vec{V}_{2(l, m, n)}^{r}=\left[\begin{array}{lll}
0 & V_{x p y}^{r} & V_{x p z}^{r}
\end{array}\right]^{T},  \tag{23}\\
& { }_{k} \vec{V}_{2(l, m, n)}^{i}=\left[\begin{array}{lll}
0 & V_{x p y}^{i} & V_{x p z}^{i}
\end{array}\right]^{T} . \tag{24}
\end{align*}
$$

The field quantities can be written in a more intuitive fashion in the three-index notation. For example, considering the notations in Figure 1, the components of the electric and magnetic fields are given by

$$
\begin{align*}
& E_{x}=-\frac{1}{2 \Delta l}\left(V_{y n x}^{i}+V_{y p x}^{i}+V_{z p x}^{i}+V_{z n x}^{i}\right),  \tag{25}\\
& E_{y}=-\frac{1}{2 \Delta l}\left(V_{x n y}^{i}+V_{x p y}^{i}+V_{z p y}^{i}+V_{z n y}^{i}\right), \tag{26}
\end{align*}
$$

$$
\begin{align*}
& E_{z}=-\frac{1}{2 \Delta l}\left(V_{x n z}^{i}+V_{x p z}^{i}+V_{y p z}^{i}+V_{y n z}^{i}\right),  \tag{27}\\
& H_{x}=\frac{V_{z n y}^{i}-V_{y n z}^{i}+V_{y z}^{i}-V_{z p}^{i}}{2 Z_{o} \Delta l}  \tag{28}\\
& H_{y}=\frac{V_{x n z}+V_{z p x}-V_{x p z}-V_{z n x}}{2 Z_{o} \Delta l}  \tag{29}\\
& H_{z}=\frac{V_{x p y}-V_{y p x}-V_{x y z}+V_{y n x}}{2 Z_{o} \Delta l} \tag{30}
\end{align*}
$$

The numerical implementation of a desired model is performed in three steps: pre-processing, computation and post-processing.
The pre-processing step includes determining the excitation signal parameters and generating the boundary coordinates of complex geometries. The excitation parameters in the TLM model are changed until a good fit is obtained between the experimental and numerical generated curves for a simple geometry. For instance, one experimental response was obtained from a bakelite plate. An appropriate numerical excitation that can give the same response as that obtained from this reflector was a Gaussian pulse with central frequency 1.6 GHz .
The processing step is made mainly of the TLM algorithm. The main steps of this algorithm are [11]: initialization, scattering and connection. An additional step called scanning was added to these components. This step involves changing the position of excitation according to the experimental scanning pattern whereby he TLM algorithm is repeated for each new position. The time response for each position is saved in an output file for further processing.
The programs developed for the post-processing part perform the following tasks:

- Reading the data input files generated by the processing program.
- Data visualization in two or three dimensions for each iteration considered.
- Signal processing of the numerically generated signal in time and frequency domain.


## III. ALGORITHM IMPLEMENTATION

The scattering matrix implementation of the SCN used for this application is based on an algorithm that explores the symmetry of the scattering matrix [12]. The voltages in the port model for SCN can be assigned using a three-character name [13]. A representation for this node is given in Figure 1. In Figure 1 the first index denotes polarization ( $x, y$ or $z$ ), the second is related to position on the link line, positive or negative ( $p$ or $n$ ) and the last index is related to link line ( $x$,
$y$ or $z$ ). The voltages at all ports can be obtained considering all circular permutations of indices ( $x, y, z$ ) denoted in general form as $(i, j, k)$. These voltages are obtained according to the scattering matrix. To minimize the number of operations the reflected voltages at any port are obtained using the following scheme [14]

$$
\begin{gather*}
V_{i n j}^{r}=V_{t e m p}-V_{d i f}  \tag{31}\\
V_{i p j}^{r}=V_{t e m p} \tag{32}
\end{gather*}
$$

In Eqs. (31) and (32) the following notations were used

$$
\begin{align*}
& V_{t e m p}=\frac{1}{2}\left(V_{k n i}+V_{k p i}+V_{d i f}\right),  \tag{33}\\
& V_{d i f}=V_{i p j}-V_{i n j} . \tag{34}
\end{align*}
$$

The parameter used to obtain a microwave image is $S_{11}$. This parameter cannot be obtained directly from the TLM algorithm because an incident field cannot be separated. To solve this problem, two successive runs of the program are needed. The first run is performed with excitation without a reflecting object. This run will provide data for the reference port. A second run of the program will be performed considering boundary conditions for objects to be investigated. The $S_{11}$ parameter is given by

$$
\begin{equation*}
S_{11}=\frac{F_{i}-F_{0}}{F_{i}+F_{0}} \tag{35}
\end{equation*}
$$

In relation (35) $F_{0}$ and $F_{i}$ are the frequency response obtained for the same position of excitation source without reflecting object and with reflector respectively.

## IV. RESULTS

To validate the numerical model, the experimental set-up for microwave microscopy depicted schematically in Figure 2 was used. It consisted of a microwave resonator (open-ended coaxial line sensor) connected to a network analyzer. The probe was mounted horizontally over an $x-y$ table. During the scanning process, the probe was held at a constant height over the sample (typically $10 \mu \mathrm{~m}$ ) Stepper motors controlled via a serial interface by computer assured the positioning of the sample (the minimum step size was $1 \mu \mathrm{~m}$ ).


Figure 2. The experimental set-up used in microwave microscopy experiments.

Figure 3 shows the plot of the $S_{11}$ parameter for three different materials: metal, bakelite ( $\varepsilon_{\mathrm{r}}=5$ ) and teflon ( $\varepsilon_{\mathrm{r}}=2$ ). The plot demonstrates the capability of the proposed TLM model to differentiate between materials with different electric permittivities. The frequency response was obtained after two intermediary signal - processing steps: filtering and windowing. The same signal processing process was applied to the reference and to the reflected signals.


Figure 3. $\mathrm{S}_{11}$ parameter extracted from the TLM generated signals for different materials.

Figure 4 shows the numerical results for simulation of scanning over two small pieces of bakelite and teflon respectively. The length of the dielectric pieces was 1.6 mm and the step size in scanning was 0.033 mm . The dielectric profiles were obtained by selecting the corresponding computed $\mathrm{S}_{11}$ parameter for 1.72 GHz . This procedure is
identical to that used in experimental microwave microscopy [15].


Figure 4. Results of numerical scanning for two pieces of dielectric.
The results obtained prove that the TLM algorithm can be used to model detection of local variation in permitivity. Furthermore, the TLM algorithm presented in this paper can be implemented as the forward solution subroutine for the reconstruction of the permitivity profile. A reconstruction process of inhomogenities in permitivity based on a Newton's iterative scheme for microwave imaging was proposed before [16]. This reconstruction code will involve the following steps:

1. Computing the electric fields using the TLM algorithm described here for each of the different excitations, initially assuming a homogeneous sample.
2. Obtaining the difference between the measured and computed fields (determined in step 1) at a finite number of locations for a finite number of incident fields.
3. Constructing the Jacobian matrix required in the Newton's method [17].
4. Computing a perturbation of complex valued wave number squared, $\Delta k^{2}$.
5. Modifying the values of $k^{2}$ based on the computed $\Delta k^{2}$ and repeating steps 1-4 until a convergence criteria is satisfied.
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## VI. CONCLUSIONS

A numerical model for scanning microwave microscopy was implemented. The model is based on the TLM algorithm. The results shown in this paper demonstrate that the models can be applied to the dimensional
characterization of structures with different electric permittivities. The scanning process was also implemented in the numerical model. The results obtained show that the numerical model can be run in parallel with the experimental scanning. This allows a better characterization of reflectors detected by microwave microscopy. Using TLM algorithm in reconstruction of permittivity profiles based on microwave measurements is proposed in this article.
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#### Abstract

We consider a double-periodic slab which is characterized by two lattice vectors $\mathbf{a}_{1}$ and $\mathbf{a}_{2}$ on the $(x, y)$-plane, the thickness $h_{z}$ and a three-dimensional scalar function $\varepsilon(x, y, z)$ specifying the dielectric constitution of the slab. Above and below the slab is free space. These assumptions imply that the $z$-direction is special in this problem. Therefore, following a general scheme we diagonalize the Maxwell's equations with respect to this direction. The periodicity in two directions suggests the use of spatially harmonic functions as a basis. We exploit this property; however, contrary to the traditional schemes, we propose an expansion of the fields in the form $\Psi(\mathbf{r}, z)=\sum_{n} f_{n}(z) \exp \left(j \mathbf{k}_{n} \cdot \mathbf{r}\right)$ allowing $f_{n}(z)$ to be a fairly general function of the $z$-coordinate, rather than an exponential function. In this expression $\mathbf{r}$ is the position vector in the $(x, y-)$ transversal plane. To guarantee maximum flexibility we discretize $f$ in terms of finite differences. We demonstrate the superiority of our method by discussing the following properties: $i$ ) Diagonalization only involves the transversal field components, $i$ i) Diagonalization allows us easily to construct and implement various boundary conditions at the bounding surfaces $z=0$ and $z=h_{z}$, iii) The resulting discretized system is extraordinarily stable and robust, and facilitates fast computations; from the computational performance point of view it compares well with existing methods, while it by far applies to larger class of problems, $i v$ ) It allows to use both the radian frequency $\omega$ and the wavevector $K$ as input parameters. Therefore, the resulting discrete system can be solved at individual $(\omega, K)$-points of interest, $v$ ) Finally, the method is applicable to both the eigenstate end the excitation problems.


## I. Introduction

We consider a doubly-periodic slab which is characterized by a dielectric function $\varepsilon(x, y, z)$ satisfying the condition $\varepsilon\left(\mathbf{r}+m \mathbf{a}_{1}+n \mathbf{a}_{2}, z\right)=\varepsilon(\mathbf{r}, z)$ for arbitrary negative or positive whole numbers $m$ and $n$. Here $\mathbf{r}$ is the position vector and $\mathbf{a}_{1}$ and $\mathbf{a}_{2}$ are lattice vectors in the $(x, y)$-plane. Above and below the slab, which is bounded by the planes $z=0$ and $z=h_{z}$, various boundary conditions can be accommodated, e.g. electrically or magnetically conducting,
or, dielectrically or magnetically open, or, a combination of both. In the case of open boundaries we require that the cladding media satisfy the following conditions: a) the dielectric media are independent of the $z$-coordinate; i.e. $\partial \varepsilon(x, y, z) / \partial_{z} \equiv 0$, and b ) the media possess the same periodicity properties as in the slab along the lattice vector directions.

The periodicity property in two directions suggests the use of spatially harmonic basis functions in the transversal $(x, y)$-plane. Obviously the $z$-direction in our slab problem, suggests the diagonalization of the Maxwell's equations with respect to this 'normal" direction. We exploit these properties and expand the fields in terms of a sum of products of separable functions in the form $\Psi=$ $\sum_{n} f_{n}(z) \exp \left(j \mathbf{k}_{n} \cdot \mathbf{r}\right)$. In order to determine various functions $f_{n}(z)$, we discretize them in terms of finite differences (FD) which leads to a simple yet powerful implementation. Standard FD techniques involve all the three components of the electric field $\mathbf{E}$ and the magnetic field $\mathbf{H}$. On contrary, in the proposed diagonalized form only an optimized subset of field components are involved: It turns out that only those field components which enter the interface- and boundary conditions on $z=$ const planes have to included in our formalism. In the next section it is shown that, once the transversal field components $\mathbf{e}=\left(e_{1}, e_{2}\right)$ and $\mathbf{h}=\left(h_{1}, h_{2}\right)$ are known on a $z=$ const plane, the remaining components in the normal (diagonalization) direction can be derived easily, straightforwardly and inexpensively.

## II. Planewave FD in 3D

## A. Constructing the diagonalized operator

The curl operator can be written in the form

$$
\begin{equation*}
\nabla \times=\partial_{x} \mathbf{N}_{1}+\partial_{y} \mathbf{N}_{2}+\partial_{z} \mathbf{N}_{3} \tag{1}
\end{equation*}
$$

where

$$
\mathbf{N}_{1}=\left[\begin{array}{ccc}
0 & 0 & 0  \tag{2a}\\
0 & 0 & -1 \\
0 & 1 & 0
\end{array}\right]
$$

$$
\begin{align*}
& \mathbf{N}_{2}=\left[\begin{array}{ccc}
0 & 0 & 1 \\
0 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right],  \tag{2b}\\
& \mathbf{N}_{3}=\left[\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] . \tag{2c}
\end{align*}
$$

Adopting this notation the Maxwell's equations are

$$
\begin{align*}
\left(\partial_{x} \mathbf{N}_{1}+\partial_{y} \mathbf{N}_{2}+\partial_{z} \mathbf{N}_{3}\right) \mathbf{E} & =j \omega \mu \mathbf{H}  \tag{3a}\\
\left(\partial_{x} \mathbf{N}_{1}+\partial_{y} \mathbf{N}_{2}+\partial_{z} \mathbf{N}_{3}\right) \mathbf{H} & =-j \omega \varepsilon \mathbf{E} \tag{3b}
\end{align*}
$$

In what follows we describe a simple recipe for the diagonalization of Maxwell's equations as written in (3). Thereby, we arbitrarily choose any of the directions $x, y$, or $z$. However, we reference to our discussion in the introduction and select the $z$-direction as our diagonalization direction. To this end, we consider the decomposition of the $3 \times 3$ identity matrix I in the following form

$$
\begin{align*}
\mathbf{I} & =\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right]+\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right]  \tag{4a}\\
& =\left[\begin{array}{ccc}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]\left[\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] \\
& +\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right]  \tag{4b}\\
& =\mathbf{U}_{3}  \tag{4c}\\
& \mathbf{N}_{3}^{T} \mathbf{N}_{3}+\mathbf{U}_{3},
\end{align*}
$$

where the matrix $\mathbf{U}_{3}$ in (4b) has been introduced in the obvious manner. The superscript $T$ denotes transposition.

Recognizing the form of $\mathbf{N}_{3}^{T} \mathbf{N}_{3}$ (Eqs. (4)) and the orthogonality property of $\mathbf{N}_{3}$ and $\mathbf{U}_{3}$, and thus $\mathbf{N}_{3}^{T}$ and $\mathbf{U}_{3}$, the diagonalization procedure amounts to the following steps: (i) Multiply (3a), from the left, successively by $\mathbf{N}_{3}^{T}$ and $\mathbf{U}_{3}$, (ii) multiply (3b), from the left, successively by $\mathbf{N}_{3}^{T}$ and $\mathbf{U}_{3}$. (iii) It is immediately seen that the equations obtained from the $\mathbf{U}_{3}$-multiplication allow us to express the transversal field components $e_{1}, e_{2}, h_{1}$ and $h_{2}$ in terms of the normal field components $e_{3}, h_{3}$. Furthermore, it can be seen that these equations do not involve any $z$-derivatives at all. Substituting the resulting matrix equation in the combined systems of equations, obtained from the multiplication of $\mathbf{N}_{3}^{T}$, results in the desired diagonalized form. In the following we provide examples by discussing several special cases.

In the present case, considering isotropic media only, the equations (3) are extraordinarily simple: Once the equations are written out explicitly the reader can easily recognize all
the aforementioned relationships just simply by inspection. We have

$$
\begin{align*}
& \partial_{x}\left[\begin{array}{c}
0 \\
-e_{3} \\
e_{2}
\end{array}\right]+\partial_{y}\left[\begin{array}{c}
e_{3} \\
0 \\
-e_{1}
\end{array}\right]-j \omega \mu\left[\begin{array}{l}
h_{1} \\
h_{2} \\
h_{3}
\end{array}\right] \\
& =-\partial_{z}\left[\begin{array}{c}
-e_{2} \\
e_{1} \\
0
\end{array}\right]  \tag{5a}\\
& \partial_{x}\left[\begin{array}{c}
0 \\
-h_{3} \\
h_{2}
\end{array}\right]+\partial_{y}\left[\begin{array}{c}
h_{3} \\
0 \\
-h_{1}
\end{array}\right]+j \omega \varepsilon\left[\begin{array}{l}
e_{1} \\
e_{2} \\
e_{3}
\end{array}\right] \\
& =-\partial_{z}\left[\begin{array}{c}
-h_{2} \\
h_{1} \\
0
\end{array}\right] . \tag{5b}
\end{align*}
$$

Due to the properties of the Maxwell's equations, (5b) can be obtained from (5a) simply by the replacements $h_{i} \leftrightarrow$ $e_{i}(i=1,2,3)$ and $\varepsilon \leftrightarrow-\mu$. Therefore, it is sufficient to restrict our manipulations only to one set of these equations. We consider (5a). Obviously these equations split into the equations

$$
\partial_{x}\left[\begin{array}{c}
e_{3}  \tag{6}\\
0
\end{array}\right]+\partial_{y}\left[\begin{array}{c}
0 \\
e_{3}
\end{array}\right]+j \omega \mu\left[\begin{array}{c}
h_{2} \\
-h_{1}
\end{array}\right]=\partial_{z}\left[\begin{array}{c}
e_{1} \\
e_{2}
\end{array}\right]
$$

and

$$
\begin{equation*}
h_{3}=\frac{1}{j \omega \mu} \partial_{x} e_{2}-\frac{1}{j \omega \mu} \partial_{y} e_{1} \tag{7}
\end{equation*}
$$

The counterpart of (7) is

$$
\begin{equation*}
e_{3}=-\frac{1}{j \omega \varepsilon} \partial_{x} h_{2}+\frac{1}{j \omega \varepsilon} \partial_{y} h_{1} \tag{8}
\end{equation*}
$$

Substituting $e_{3}$ from (8) into (6) we obtain

$$
\mathscr{A}\left[\begin{array}{l}
h_{1}  \tag{9}\\
h_{2}
\end{array}\right]=\partial_{z}\left[\begin{array}{l}
e_{1} \\
e_{2}
\end{array}\right]
$$

where

$$
\mathscr{A}=\left[\begin{array}{cc}
\partial_{x} \frac{1}{j \omega \varepsilon} \partial_{y} & -\partial_{x} \frac{1}{j \omega \varepsilon} \partial_{x}+j \omega \mu  \tag{10}\\
\partial_{y} \frac{1}{j \omega \varepsilon} \partial_{y}-j \omega \mu & -\partial_{y} \frac{1}{j \omega \varepsilon} \partial_{x}
\end{array}\right]
$$

Performing the aforementioned replacements we obtain the corresponding counterpart

$$
\mathscr{B}\left[\begin{array}{l}
e_{1}  \tag{11}\\
e_{2}
\end{array}\right]=\partial_{z}\left[\begin{array}{l}
h_{1} \\
h_{2}
\end{array}\right]
$$

where

$$
\mathscr{B}=\left[\begin{array}{cc}
-\partial_{x} \frac{1}{j \omega \mu} \partial_{y} & \partial_{x} \frac{1}{j \omega \mu} \partial_{x}-j \omega \varepsilon  \tag{12}\\
-\partial_{y} \frac{1}{j \omega \mu} \partial_{y}+j \omega \varepsilon & \partial_{y} \frac{1}{j \omega \mu} \partial_{x}
\end{array}\right]
$$

Therefore, we have transformed the Maxwell's curl equations into the following two sets of equations

$$
\left[\begin{array}{cc}
0 & \mathscr{A}  \tag{13}\\
\mathscr{B} & 0
\end{array}\right]\left[\begin{array}{l}
e_{1} \\
e_{2} \\
h_{1} \\
h_{2}
\end{array}\right]=\partial_{z}\left[\begin{array}{l}
e_{1} \\
e_{2} \\
h_{1} \\
h_{2}
\end{array}\right]
$$

and

$$
\begin{align*}
& {\left[\begin{array}{cccc}
0 & 0 & \frac{1}{j \omega \varepsilon} \partial_{y} & -\frac{1}{j \omega \varepsilon} \partial_{x} \\
-\frac{1}{j \omega \mu} \partial_{y} & \frac{1}{j \omega \mu} \partial_{x} & 0 & 0
\end{array}\right]\left[\begin{array}{l}
e_{1} \\
e_{2} \\
h_{1} \\
h_{2}
\end{array}\right]} \\
& =\left[\begin{array}{l}
e_{3} \\
h_{3}
\end{array}\right] . \tag{14}
\end{align*}
$$

Equation (13) is the desired diagonalized form with the aforementioned properties: This equation only involves variables which enter into the interface conditions if we cross a $z=z_{i}=$ const plane at a point $\left(x_{i}, y_{i}, z_{i}\right)$ in the $z$-direction. This property implies that if we are given the field distribution on the $z_{i}$-plane, we obtain the rate of change of the field distribution in the $z$-direction by applying the matrix operator at the LHS of (13). Consequently, by having the information about the field distribution on the $z_{i}$-plane, and its rate of change we can approximate the field distribution on a neighboring plane $z=z_{0} \pm \Delta$. We would like to point out that by repeated application of the matrix operator at the LHS of (13) to this equation, and using (13), we obtain higher-order derivatives of the field vector in (13). Having computed higher-order derivatives, and using Taylor series expansions we can construct approximations to the fields to any order of accuracy desired.

We wish to conclude this section with the following comment: The Normal components $e_{3}$ and $h_{3}$ can be computed from the transversal field distribution by using operators and material parameters which only depend on the $x$ and $y$ transversal coordinates as seen in (14).

## B. Discretization

1) Field expansions: The periodicity in two dimensions suggests the following expansion for the fields

$$
\begin{equation*}
\Psi(x, y, z)=\sum_{m, n} f_{m, n}(z) e^{j \mathbf{k}_{m, n} \cdot \mathbf{r}} \tag{15}
\end{equation*}
$$

where $\Psi$ represents any of the transversal field components and $\mathbf{r}$ is the position vector on a $z=$ const plane. The reciprocal vector $\mathbf{k}_{m, n}$ denotes a certain lattice vector superimposed by a Bloch phasing vector $\mathbf{K}=K_{1} \mathbf{k}_{1}+K_{2} \mathbf{k}_{2}$ which can be conveniently written in the following form

$$
\begin{equation*}
\mathbf{k}_{m, n}=\left(m+K_{1}\right) \mathbf{k}_{1}+\left(n+K_{2}\right) \mathbf{k}_{2}, \tag{16}
\end{equation*}
$$

for a discrete $M \times N$ set of reciprocal lattice. The expansion coefficients $f_{m, n}(z)$ are generally functions of $z$-coordinate. The next section is devoted to the discretization of the fields in the $z$-direction, followed by a thorough discussion of the specifics of the numerical implementation.

The choice of the harmonic dependence in the $(x, y)$-plane has been inspired by two reasons: (i) operators $\mathscr{A}$ and $\mathscr{B}$ only involve derivatives with respect to $x$ and $y$ which can be evaluated efficiently and (ii) the implementation of the Bloch periodic boundaries is straightforward.
2) Discretization in the orthogonalization direction: According to our diagonalization formula, the application of the matrix operator, as defined in (10), to the transversal magnetic $\mathbf{h}$-field on a certain plane $z=z_{0}=$ const, results in the normal derivative of the transversal electric $\mathbf{e}$-field on the same plane. This property can be utilized in establishing a relationship between fields which are defined on consecutive $z=$ const layers. In this section we develop the general idea and briefly address issues concerning the accuracy of the numerical results. In the next section we will focus on procedural details.

To communicate the basic idea, we start with probably the simplest assumption: Assume that $e_{2} \equiv 0$ and $h_{1} \equiv 0$ and that $h_{2}$ is given on the plane $z=0$. Our goal is to establish a relationship between $e_{1}$ on planes $z=-\Delta / 2$ and $z=\Delta / 2$ to $h_{2}$ on the plane $z=0$. Using Taylor's series expansion we can write

$$
\begin{align*}
& e_{1}\left(\frac{\Delta}{2}\right)=e_{1}(0)+\frac{\Delta}{2}\left\{\left(\frac{\partial e_{1}}{\partial z}\right)\left(0^{+}\right)\right\} \\
& +\frac{\Delta^{2}}{8}\left\{\left(\frac{\partial^{2} e_{1}}{\partial z^{2}}\right)\left(0^{+}\right)\right\}+O^{3}(\Delta),  \tag{17a}\\
& e_{1}\left(-\frac{\Delta}{2}\right)=e_{1}(0)-\frac{\Delta}{2}\left\{\left(\frac{\partial e_{1}}{\partial z}\right)\left(0^{-}\right)\right\} \\
& +\frac{\Delta^{2}}{8}\left\{\left(\frac{\partial^{2} e_{1}}{\partial z^{2}}\right)\left(0^{-}\right)\right\}+O^{3}(\Delta), \tag{17b}
\end{align*}
$$

where the symbols + and - , respectively, indicate that the $z$-derivatives have to be computed at $0+\varepsilon$ and $0-\varepsilon$ for arbitrarily small but positive $\varepsilon$. The derivatives can be calculated using (9) and the information about the function $h_{2}$ on the $z=0$ plane. Subtracting (17b) from (17a), and keeping the first order terms only, we obtain

$$
\begin{align*}
& e_{1}\left(\frac{\Delta}{2}\right)-e_{1}\left(-\frac{\Delta}{2}\right) \\
& =\frac{\Delta}{2}\left\{\left(\frac{\partial e_{1}}{\partial z}\right)\left(0^{+}\right)+\left(\frac{\partial e_{1}}{\partial z}\right)\left(0^{-}\right)\right\} . \tag{18}
\end{align*}
$$

In view of the operator $\mathscr{A}$ in (10) we recognize that if the material parameters on the two sides of the $(z=0)$-plane are the same, the involved derivatives are equal to an arbitrary order. In present case the second order derivatives cancel out and the error term in this expression is an $O^{3}-$ term in $\Delta$. If the material parameters on the two sides of the $(z=0)$-plane are different, then they have to be averaged, leading to an accuracy of only order $O^{2}$ in $\Delta$. Similar results can be obtained for the remaining three transversal field components.
3) Construction of the system matrix: In our formulation we have adopted the following notation: Assume a basis consisting of $M \times N$ plane waves. Let $\mathbf{e}_{o}$ and $\mathbf{h}_{o}$, respectively, be $2 \times M \times N$ coefficient vectors representing the electric and magnetic fields, which are defined on the $z=o \Delta-$ plane. (Note that $M \times N$ coefficients are required for each of the $x$ - and $y$-directions.) Let the $2 \times M \times N$ by $2 \times M \times N$ sub-matrix $\widehat{\mathbf{A}}_{o}$, be the discrete version of $\mathscr{A}$, multiplied by $\Delta$, and evaluated on the plane $z=o \Delta$. Similarly, let $\widehat{\mathbf{B}}_{o}$ represent $\mathscr{B}$. Using this notation we can establish relationships between the electric fields on the planes $o-1 / 2$ and $o+1 / 2$, and the magnetic field on the interleaved plane $o$. Likewise we can establish relationships between the magnetic fields on the planes $o$ and $o+1$, and the electric field on the interleaved plane $o+1 / 2$. Keeping first order expansion terms only, we obtain the result given in (19),

$$
\begin{align*}
\mathbf{e}_{o-\frac{1}{2}}-\mathbf{e}_{o+\frac{1}{2}}+\widehat{\mathbf{A}}_{o} h_{o} & =\mathbf{0}  \tag{19a}\\
\mathbf{h}_{o}-\mathbf{h}_{o+1}+\widehat{\mathbf{B}}_{o+\frac{1}{2}} \mathbf{e}_{o+\frac{1}{2}} & =\mathbf{0} . \tag{19b}
\end{align*}
$$

We recognize that the equation in (19) comprise a finite difference implementation. However, in contrast to the standard formulations, the present formulation is based on a finite difference discretization of the Fourier coefficients, rather than of the fields in the spatial domain [1].

The dielectric function characterizing the slab is defined between layers $[0, O \Delta]$, where $O$ is the index of the last layer. Furthermore, in order to incorporate the boundary condition equations in our system of equations, we need to define the electric fields on two layers, $-0.5 \Delta$ and $(O+0.5) \Delta$, outside the slab

$$
\begin{array}{r}
\Phi_{l} \mathbf{e}_{0.5}-\mathbf{h}_{0}=\mathbf{0}, \\
\mathbf{h}_{O}+\Phi_{u} \mathbf{e}_{O+0.5}=\mathbf{0} . \tag{20b}
\end{array}
$$

The following section is devoted to the construction of these equations.

The general system equation can be created by formulating equations (19) for each of the $z$-layer in the slab and incorporating the boundary conditions (20). Collecting all
unknowns into one vector $\mathbf{f}$ and all multipliers into one matrix $\mathbf{M}$ leads to

$$
\begin{equation*}
\mathbf{M f}=\mathbf{0} . \tag{21}
\end{equation*}
$$

The efficient solution of this homogeneous equation will be discussed below.

## C. Boundary conditions

Our goal is to interrelate the electric- and magnetic fields on the lowest- and most upper bounding planes.

Various boundary conditions can arise in the applications: In the case of electrically- or magnetically conducting boundaries, e.g. we merely need to require that the electric or the magnetic field, respectively, vanishes. In this paper we address a slightly more complex problem with mixedtype boundary conditions by assuming free space above ( $z>h_{z}$ ) and beneath ( $z<0$ ) our slab. Generally speaking our formulation is valid whenever the following conditions are met: (i) $\partial \varepsilon(x, y, z) / \partial_{z} \equiv 0$ for $z<0$ and $z>h_{z}$. (Material is homogeneous in the $z$-direction). (ii) The materials above and below the slab share the lattice periodicity with the slab.

These conditions suggest slightly different field expansions for the fields in regions outside the slab:

$$
\begin{equation*}
\Psi(x, y, z)=\sum_{m, n, o} \alpha_{o} f_{m, n, o} e^{\lambda_{o} z} e^{j \mathbf{k}_{m, n} \cdot \mathbf{r}} . \tag{22}
\end{equation*}
$$

Here $\lambda_{o}$ represents the complex-valued propagation constant in $z$-direction associated with one of the $4 \times M \times N$ eigenvectors, and $f_{m, n, o}$ is the corresponding coefficient. Substituting (22) into (13) and utilizing the orthogonal property of the basis functions involved results in the eigenvalue equation in (23),

$$
\left[\begin{array}{cc}
0 & \mathscr{A}  \tag{23}\\
\mathscr{B} & 0
\end{array}\right]\left[\begin{array}{l}
\mathbf{e} \\
\mathbf{h}
\end{array}\right]=\lambda\left[\begin{array}{l}
\mathbf{e} \\
\mathbf{h}
\end{array}\right] .
$$

For $\varepsilon$ varying in the $(x, y)$-plane, we need to solve the system numerically for $4 \times M \times N$ eigenpairs. Restricting ourselves to constant $\varepsilon$, the general $4 \times M \times N$ eigenvalue system decouples into $M \times N$ (analytically solvable) eigenvalue systems of dimension 4 . For constant $\varepsilon$, the system has two doubly degenerate eigenvalues for each $[m, n]$ pair

$$
\begin{equation*}
\lambda_{m, n}= \pm w_{m, n}= \pm \sqrt{d_{x}^{2}(m, n)+d_{y}^{2}(m, n)-\omega^{2} \varepsilon \mu} \tag{24}
\end{equation*}
$$

where $w$ is the magnitude of the eigenvalue. The symbol $d_{x}(m, n)$ is related to the numerical value of the basis function derivative as defined in (25).

$$
\begin{equation*}
\frac{\partial}{\partial x} e^{j \mathbf{k}_{n, m} \cdot \mathbf{r}}=j d_{x}(m, n) e^{j \mathbf{k}_{n, m} \cdot \mathbf{r}} \tag{25}
\end{equation*}
$$

A similar definition holds for $d_{y}(m, n)$. These values depend on the reciprocal lattice geometry and will considered in more detail later.

The corresponding eigenvectors can also be solved analytically, which are summarized below

$$
\begin{gather*}
\Psi_{-w}^{1}=\left[\begin{array}{c}
-j \frac{d_{x} d_{y}}{w \omega \varepsilon} \\
-j \frac{d_{y}^{2}-\omega^{2} \varepsilon \mu}{w \omega \varepsilon} \\
1 \\
0
\end{array}\right], \Psi_{-w}^{2}=\left[\begin{array}{c}
j \frac{d_{x}^{2}-\omega^{2} \varepsilon \mu}{w \omega \varepsilon} \\
j \frac{d_{x} d_{y}}{w \omega \varepsilon} \\
0 \\
1
\end{array}\right]  \tag{26a}\\
\Psi_{w}^{1}=\left[\begin{array}{c}
-j \frac{d_{x} d_{y}}{w \omega \varepsilon} \\
-j \frac{d_{y}^{2}-\omega^{2} \varepsilon \mu}{w \omega \varepsilon} \\
-1 \\
0
\end{array}\right], \Psi_{w}^{2}=\left[\begin{array}{c}
j \frac{d_{x}^{2}-\omega^{2} \varepsilon \mu}{w \omega \varepsilon} \\
j \frac{d_{x} d_{y}}{w \omega \varepsilon} \\
0 \\
-1
\end{array}\right] \tag{26b}
\end{gather*}
$$

Since eigenvectors are known up to a constant multiplier the normalization of the eigenvectors is arbitrary. Here we have chosen a multiplier which produces a $h$-field with unity length as depicted in (20).

A few remarks are in place: i) If $w$ becomes complexvalued for any $m, n$ pair, then the corresponding eigenmode radiates energy away from the slab into infinity, preventing the formation of bounded modes. ii) For $z>h_{z}$ we have to discard half of the eigenvectors which correspond to positive eigenvalues in order to satisfy the Sommerfeld's radiation condition (Inclusion of the fields with finite energy.). Similarly we have to discard eigenvectors corresponding to $\lambda<0$ in the $z<0$ region.

Finally, it should be pointed out that in our finite difference implementation we have defined the $e$-fields at discrete $z=(o+0.5) \Delta$-layers, while the $h-$ fields have been defined at $z=o \Delta$-layers. We should be aware of this fact whenever a shift of the fields by a distance $0.5 \Delta$ becomes necessary, e.g. in establishing a relationship between the field components. In present case this relationship can be established fairly easily since we know the $z$-directional propagation constant of the eigenvectors.

Taking into account these details we obtain the matrices
which describe the boundary conditions

$$
\begin{align*}
& \Phi_{l, u}(m, n)=\frac{e^{0.5 \Delta w_{l, u}(m, n)}}{j w_{l, u}(m, n) \omega \varepsilon_{l, u}}  \tag{27}\\
& \times\left[\begin{array}{cc}
d_{x}(m, n) d_{y}(m, n) & -d_{x}^{2}(m, n)+\omega^{2} \varepsilon_{l, u} \mu \\
d_{y}^{2}(m, n)-\omega^{2} \varepsilon_{l, u} \mu & -d_{x}(m, n) d_{y}(m, n)
\end{array}\right]
\end{align*}
$$

Here the subindices $l$ and $u$, respectively, indicate the lower and the upper semispaces. We can obtain discretized versions of this equation by replacing the matrix entries by diagonal submatrices, whose elements individually correspond to different ( $m, n$ )-pairs. For semispaces with nonconstant $\varepsilon$, these submatrices will become dense since the eigenvectors of (23) will in general have $4 \times M \times N$ nonzero elements.

## D. Solving the equation system

Ordinarily system matrices for three dimensional problems can be prohibitively large. Therefore, we recommend the use of iterative solvers. Most solvers operate only on matrix vector products which frees us from constructing the matrix; only a routine constructing vector products is needed. Our choise for iterative solver has been the transpose free quasi minimal residual method (TFQMR) [2], which is efficient, handles non-symmetric and nonHermitian matrices well, and even manages to solve nearly singular matrices.

1) Numerical evaluation of operators: The operators in our problem generally involve derivatives and spatial functions appearing in multiplicative form. We discretize the equations by treating the derivatives in Fourier domain and the spatial functions in real domain. To perform the calculations we Fourier transform the trial vectors back and forth from spatial domain to spectral domain and vice versa. This is justified because derivation in Fourier domain, and multiplication by a function, i.e., $\varepsilon$, in real domain are both $O(N)$ operations for a trial vector with $N$ elements. The prohibitive factor is the FFT, which is an $O(N \ln (N))$ operation. Alternatively, we could operate exclusively in Fourier domain, by treating multiplications by $\varepsilon$ by means of discrete convolution, which is a costly $O\left(N^{3}\right)$ operation.

We illustrate the aforementioned ideas by an example: The application of the operation $\partial_{x}\{1 /(j \omega \varepsilon(x, y))\} \partial_{y}$ to a trial vector $\mathbf{f}$ consists of the following steps:

- multiply $\mathbf{f}$ by a $y$-derivative matrix, to be defined below,
- inverse Fourier transform the result,
- multiply the result by a sampled version of $1 /(j \omega \varepsilon(x, y))$,
- Fourier transform, and, finally,
- perform the $x$-derivative.

The computation of derivatives is fairly straightforward. Once the reciprocal lattice vectors $k_{1}$ and $k_{2}$ have been chosen, differentiation with respect to $x$-coordinates yields multiplication by a diagonal matrix with elements being

$$
\begin{align*}
& j\left[\left(\widehat{m}+K_{1}\right) k_{1}^{x}+\left(\widehat{n}+K_{2}\right) k_{2}^{x}\right],  \tag{28}\\
& m \in[0, M-1], n \in[0, N-1],
\end{align*}
$$

where $K_{1}$ and $K_{2}$ are Bloch phasing factors and $k_{1}^{x}$ and $k_{2}^{x}$ are projections of reciprocal lattice vectors on the $x$-axis. The whole number $\widehat{m}$ is defined as follows

$$
\widehat{m}=\left\{\begin{array}{cc}
m & 0 \leq m \leq \frac{M}{2}  \tag{29}\\
m-M & \frac{M}{2}<m \leq M-1
\end{array} .\right.
$$

A similar definition holds for $\widehat{n}$. The rational behind this definition is that we need to include negative harmonics into the set of basis functions in order to make it complete. The ordering of harmonics is irrelevant, however, this choice is implemented in most FFT algorithms. The matrix for the $y$-derivative can be obtained from (28) by replacing the projections on $x$-axis with projections on $y$-axis.
2) Solving excitation problems: The interface condition for the magnetic field can be written as follows

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} h_{x}\left(z^{0}+\frac{\delta}{2}\right)-h_{x}\left(z^{0}-\frac{\delta}{2}\right)=\rho_{y}\left(z^{0}\right) \tag{30}
\end{equation*}
$$

where $h_{x}(z)$ is the $x$-directional magnetic field component and $\rho_{y}$ is a $y$-directional current element. Consider (19b) and insert a new layer, designated by $h_{o+1}^{\prime}$, at the location $z=(o+1) \Delta-\delta$ where $\delta$ represents an infinitesimally small distance.

Assume that there is a horizontal current filament $\rho$ positioned at plane $z=(o+1) \Delta-\frac{\delta}{2}$. Using the above information and (30) we can rewrite (19b) in order to include the assumed excitation,

$$
\begin{equation*}
\mathbf{h}_{o}-\mathbf{h}_{o+1}+\mathbf{B}_{o+\frac{1}{2}}^{\prime} \mathbf{e}_{o+\frac{1}{2}}=-\rho_{o+\frac{1}{2}} . \tag{31}
\end{equation*}
$$

We specify the excitation by $o+\frac{1}{2}$ since it is inserted between the layers $o$ and $o+1$. The incorporation of this condition into the system equation (21) can be achieved by simply replacing the RHS zero vector by the Fourier transform of the assumed excitation current function

$$
\begin{equation*}
\mathbf{M}_{\mathbf{K}}(\omega) \mathbf{f}_{\mathbf{K}}(\omega)=\rho_{\mathbf{K}}(\omega) \tag{32}
\end{equation*}
$$

The Bloch vector $\mathbf{K}$ and angular frequency $\omega$ are written explicitly in (32) to emphasize their role as input parameters.

It should be pointed out that using the Bloch-wave basis not only we can solve phased-periodic excitation problems, but also we can tackle elementary excitation problems: The latter are defined as elementary non-periodic excitations of geometrically periodic structures.
3) Solving eigenproblems: Equation (21) is a homogeneous system and has non trivial solutions if and only if $\mathbf{M}$ is singular. Therefore, the eigenmodes of the system for a given $\mathbf{K}$ can be found by defining a suitable measure for the detection of the singularity of $\mathbf{M}$ as a function of $\omega$. A possible measure for singularity is, e.g. the magnitude of the determinant. However, solving determinants iteratively is computationally costly and complicated. Instead, we propose a method which is more physics-based: We assume a current distribution to excite the system under consideration, and compute the square norm of the resulting field coefficients. For $\mathbf{M}$ near the singularity, the norm grows - ideally - without bounds. Furthermore, the solution approaches the eigenvector corresponding to the eigenvalue 0 . The formal justification for this approach is given in [3] but we review the important steps here:

Consider the following system of equations

$$
\begin{equation*}
\mathbf{A y}=\mathbf{b} \tag{33}
\end{equation*}
$$

Both sides of this equation can be expanded in terms of the eigenvectors $\mathbf{v}_{\mathbf{j}}$ of $\mathbf{A}$ as

$$
\begin{equation*}
\sum_{j} \alpha_{j} \lambda_{j} \mathbf{v}_{\mathbf{j}}=\sum_{\mathbf{j}} \beta_{\mathbf{j}} \mathbf{v}_{\mathbf{j}} \tag{34}
\end{equation*}
$$

Here $\alpha_{j}$ is the coefficient set for $\mathbf{y}$ and $\lambda_{j}$ is the eigenvalue of $\mathbf{A}$ corresponding to eigenvector $\mathbf{v}_{\mathbf{j}}$. Due to the linear independence of the eigenvectors, we can write

$$
\begin{equation*}
\mathbf{y}=\sum_{j} \frac{\beta_{j}}{\lambda_{j}} \mathbf{v}_{j} \tag{35}
\end{equation*}
$$

From this form it is easy to see that if one of the eigenvalues $\lambda_{j}$ is close to zero, the only significant contribution to the solution comes from the corresponding eigenvector $\mathbf{v}_{j}$. Furthermore, as $\lambda_{j}$ approaches zero, the norm of the solution vector approaches infinity.

This behaviour can be understood from physical reasoning as well: If the system is in resonance with the excitation, the energy in the system grows indefinitely as time elapses rendering the eigensolution an infinite energy.

Instead of seeking the maximum of the solution norm, we alternatively, seek the minimum of its inverse

$$
\begin{equation*}
G_{\mathbf{K}}(\omega)=\frac{1}{\sqrt{\left\|\mathbf{f}_{\mathbf{K}}(\omega)\right\|_{2}}} \tag{36}
\end{equation*}
$$

where $\mathbf{f}_{\mathbf{K}}$ is the solution to (32). The introduction of the square root is to smoothen out the curve. We have a great flexibility in choosing the current distribution for eigenmode computations but practise has shown that with a few randomly placed and oriented dipoles the functional $G$ behaves smoothly between the singular points. One should be aware of the fact if $\left\langle\mathbf{v}_{j}, \mathbf{b}\right\rangle=0$ in (33), then $\beta_{j}=0$ and the solution norm does not grow even if $\lambda_{j}=0$. As an example, this happens if the system is excited with a single $y$-directional dipole positioned exactly at a node of $h_{x}$ for the corresponding eigenmode. Numerically this means that $G$ does not necessarily possess a minimum even if $\mathbf{M}$ is singular for a given $\omega$.
4) Preconditioning: Typically, iterative solvers converge poorly for non-preconditioned systems, and very often they even completely fail to converge. Therefore, the implementation of a good preconditioner is a prerequisite for performance enhancement. Instead of solving (32), we suggest solving the modified system in (37)

$$
\begin{equation*}
\mathbf{P}_{1}^{-1} \mathbf{M} \mathbf{P}_{2}^{-1}\left(\mathbf{P}_{2} \mathbf{f}\right)=\mathbf{P}_{1}^{-1} \rho, \tag{37}
\end{equation*}
$$

for the new unknown vector $\mathbf{y}=\mathbf{P}_{2} \mathbf{f}$. The problem is to find suitable preconditioner matrices $\mathbf{P}_{1}$ and $\mathbf{P}_{2}$ such that the solver converges faster for the new matrix $\mathbf{B}=\mathbf{P}_{1}^{-1} \mathbf{M} \mathbf{P}_{2}^{-1}$. It can be shown that the convergence is quicker if $\mathbf{B}$ is near diagonal.

We construct $\mathbf{P}_{1}$ out of submatrices which we encounter in the main block diagonal of the matrix $\mathbf{M}$. More precisely, we discretize the matrix operator elements $\mathscr{A}_{\infty, \infty}, \mathscr{A}_{\in, \in}$, $\mathscr{B}_{\infty, \infty}$ and $\mathscr{B}_{\in, \in}$ defined in (10) and (12) for all $z$-layers in the system, from which we can construct a block diagonal matrix. In place of boundary condition matrices in $\mathbf{M}$, we use diagonal unity matrices in $\mathbf{P}_{1}$. Due to the block diagonal property, $\mathbf{P}_{1}$ is fairly easy to invert, as each block can be inverted individually. However, it should be noted that in practice $\mathbf{P}_{1}$ is never actually constructed nor inverted Instead we first invert the operators analytically in a sense that $\mathscr{L}^{-1}(\mathscr{L} f)=f$ for a suitably chosen test function $f$ and then carry out their discretized versions as outlined earlier. As an example, the inverse of $\partial_{x}\left\{1 /\left(j \omega \varepsilon_{o}(x, y)\right)\right\} \partial_{y}$ is $\mathbf{I}_{y}\left(j \omega \varepsilon_{o}(x, y)\right) \mathbf{I}_{x}$ where $\mathbf{I}_{\xi}$ denotes integration with respect to $\xi$. In Fourier domain, integrals can be computed by the application of the inverse of the derivative matrix (28).

It should be noted that (28) may contain zero elements and, therefore, prevent inversion. However, there is a simple remedy to circumvent this problem: select a suitable orientation for the lattice vector relative to the coordinate system. We illustrate this idea with an example. However before doing so, we summarize a few facts from the theory of Fourier analysis which will be of help to our discussion.

## Comments:

- Invariance and symmetry properties of the Fourier transform: A significant part of the utility of the Fourier transform is due to the fact that it has natural invariance properties under the actions of rotations, dilations, and translations. In particular, a rotation is an orthogonal matrix with determinant 1 (a special orthogonal matrix)
- Proposition: Let $\rho$ be a rotation of $\mathbf{R}^{N}$. We define $\rho f(x)=f(\rho(x))$. Then we have the formula: $\widehat{\rho f}=$ $\rho \widehat{f}$
Proof: Remember that $\rho$ is orthogonal and has determinant 1. We then have

$$
\begin{align*}
\widehat{\rho f}(\xi) & =\int d t(\rho f)(t) e^{-j t \xi}  \tag{38a}\\
& =\int d t f(\rho(t)) e^{-j t \xi}  \tag{38b}\\
& =\int d s f(s) e^{-j \rho^{-1}(s) \xi}  \tag{38c}\\
& =\int d s f(s) e^{-j s \rho(\xi)}  \tag{38d}\\
& =\widehat{f}(\rho \xi)  \tag{38e}\\
& =\rho \widehat{f}(\xi) \tag{38f}
\end{align*}
$$

In the above we have used the variable substitution $s=\rho(t)$, and the fact that $\rho^{-1}=\rho^{T}$ for an orthogonal matrix, with the superscript $T$ denoting the transposition.

We now are in a position to continue with our example. Consider a rectangular lattice with reciprocal lattice vectors $\mathbf{k}_{1}=k_{1} \mathbf{u}_{x}$ and $\mathbf{k}_{2}=k_{2} \mathbf{u}_{y}$. The projections of $\mathbf{k}_{1}$ and $\mathbf{k}_{2}$, respectively, onto the $x$-axis are $k_{1, x}=k_{1}$ and $k_{2, x}=0$. Assuming for the components of the Bloch phasing factor $K_{1}=0$ and $K_{2} \neq 0$ results in a zero element in (28) for $\widehat{m}=0$. A simple yet very effective solution to this problem can be obtained by rotating the original $(x, y)$-coordinate system around the $z$-axis about an angle $\theta$. Denote the new coordinate system by ( $\tilde{x}, \tilde{y}, \tilde{z}$ ). Projections of $\mathbf{k}_{1}$ and $\mathbf{k}_{2}$, respectively, onto the $\tilde{x}$-axis are $k_{1, \tilde{x}}=k_{1} \cos (-\theta)$ and $k_{2, \tilde{x}}=k_{2} \cos (\pi / 2-\theta) \neq 0$. The angle $\theta$ can easily be selected in such a manner that there are no zero elements in either of the derivative matrices. The solution to the problem remains unaltered as the choice of the coordinate system is arbitrary.

It should be noted that there is still the point $\left[K_{1}, K_{2}\right]=$ $[0,0]$ at which the singularity cannot be removed by changing the coordinate system. (The point $\mathbf{K}=\mathbf{0}$ corresponds to strictly periodic field distributions without any phase change
in two consecutive cells. The field is static and no wave propagation takes place.) Therefore, $\mathbf{K}=\mathbf{0}$ does not cause a serious problem: All bounded fields in the slab have $\omega=0$ at this point.

Additional improvements can be achieved by appropriately choosing the matrix $\mathbf{P}_{2}$. Our approach is to use the system matrix for a simpler auxiliary problem for which $\partial_{x} \varepsilon(x, y, z)=\partial_{y} \varepsilon(x, y, z) \equiv 0$, and, $\bar{\varepsilon}_{k}=\operatorname{ave}\left(\varepsilon_{k}(x, y)\right)$ where ave means averaging in the $(x, y)$-plane over one unit cell. Since $\bar{\varepsilon}_{k}$ is constant in our auxiliary problem, the resulting system matrix $\widehat{\mathbf{M}}$ will have nonzero elements only on five diagonals. This matrix can be constructed explicitly. Our goal is that $\mathbf{P}_{2}^{-1}$ diagonalizes $\mathbf{P}_{1}^{-1} \mathbf{M}$ as closely as possible. Therefore, we set

$$
\begin{equation*}
\mathbf{P}_{2}=\operatorname{diag}\left(\mathbf{P}_{1}^{-1}\right) \widehat{\mathbf{M}} \tag{39}
\end{equation*}
$$

where "diag (A)" means the main diagonal of $\mathbf{A}$. Instead of explicitly inverting $\mathbf{P}_{2}$ we perform an LU-decomposition and use the resulting coefficients to solve $\mathbf{x}=\mathbf{P}_{2} \mathbf{f}$. In our implementation of the LU-decomposition we omit pivoting. This omission enables us to store the coefficients in locations of nonzero elements of the original matrix, instead of occupying a general banded matrix. Fortunately, it appears as if pivoting is not necessary in first place: In our systematic and comprehensive testings we never encountered a vanishingly small pivot element.

In summary, the application of $\mathbf{P}_{1}^{-1} \mathbf{M} \mathbf{P}_{2}^{-1}$ to a certain test vector $\widetilde{\mathbf{f}}$ consists of the following steps: $i$ ) Compute $\mathbf{z}=\mathbf{P}_{2}^{-1} \widetilde{\mathbf{f}}$ by solving $\widetilde{\mathbf{f}}=\mathbf{P}_{2} \mathbf{z}$ using the LU-coefficients, ii) compute $\mathbf{x}=\mathbf{M z}$, and, finally, iii) apply $\mathbf{P}_{1}^{-1}$ to $\mathbf{x}$. Once the iterative solver reports convergence, the non-preconditioned solution


We conclude this section with the following remarks: i) Setting $\mathbf{P}_{1}=\mathbf{I}$ and $\mathbf{P}_{2}=\widehat{\mathbf{M}}$ is sufficient to solve the system. However, defining $\mathbf{P}_{1}$ as described above seems to improve the iterative procedure by a significant factor in most problems and not worsen it in any problems we have solved so far. ii) We also experimented with a diagonal preconditioner in which $\mathbf{P}_{1}=\mathbf{I}$ and $\mathbf{P}_{2}=\operatorname{diag}(\mathbf{M})$. However, the results were not satisfying. For most problems the system did not converge at all, and even if it did, thousands of iterations were required. iii) Typically, convergence requires $10-300$ iterations, depending on the specific values of $\mathbf{K}$ and $\omega$, and the function $\varepsilon(x, y, z)$, and the singularity of $\mathbf{M}$.

## III. NumERICAL RESULTS

We have computed a variety of test examples with our method and compared them, whenever possible, to the corresponding results obtained by the planewave method [4].


Fig. 1. Shows the dispersion diagram for a triangular lattice of cylindrical holes (voids) in a dielectric slab. Curves marked with ' $o$ ' have been computed with our method, and those marked with with ' + ' have been computed with the planewave method. The thick black line represents the light-line along which the modes become guided in free space. Modes located above this line are not guided by the slab, and are artifacts due to artificial periodization of the structure required by the planewave method.

Planewave method is not fully adapted to slab problems, because it assumes the structure to be periodic in all spatial directions. It can be used though, by introducing a long lattice vector in $z$-direction. This extended unit cell, a supercell, is first filled with the background material and the slab is then inserted into it. This approach is justified as long as the modes of interest are well confined around the slab in $z$-direction, and thus the interaction between neighbouring supercells can be assumed to be negligibly small. If the modes are not well localized, the solutions will interfere, and we can expect a significant deterioration of the results. Furthermore, modes that are not guided by the slab, will appear guided due to this artificial periodization. Results can be verified by increasing the $z$-directional lattice vector until convergence is reached.

## A. Dispersion diagram of equilateral triangular lattices

Our first test case is an equilateral triangular lattice of cylindrical air holes (voids) in a dielectric slab. The thickness of the slab is $h_{z}=0.4$, and the dielectric constant is $\varepsilon=12$. The radius of the air holes is $r=0.38$, and the lattice constant $a=1.0$. The cladding material above and below the slab is free space.

Dispersion diagram computed with our method and with the planewave method is shown in Fig. (1).


Fig. 2. Convergence as a function of grid size for the lowest order mode at $\mathbf{K}=[0,0.5]$. Relative error compared to the result obtained with 48 grid points in all directions. The curve with marker ' + ' is computed with the planewave method, while the curve with marker 'o' with our method. It can be seen that our method provides accurate results with comparatively few grid points. The difference between the two methods at finest discretization is $0.0205 \%$

In both methods we used 32 planewaves in both lattice vector directions. In our method, we used 25 electric field layers and 24 magnetic field layers in $z$-direction. In the planewave method we used a super-cell with the periodicity length in $z-$ direction being $10 a$, with $a$ denoting the lattice constant. Thereby, we employed 384 planewaves. This results in 15.36 planewaves for a slab with the thickness $h_{z}=0.4$.

Quite often the lowest bands are the most significant ones; therefore, we conducted a convergence analysis for the first mode at the $M$-point $(\mathbf{K}=[0,0.5])$ (see Fig. (1)). We solved the problem utilizing both methods with several discretizations and compared the results as shown in Fig. (2). Problem parameters were as above except that we used the same number of grid points in all directions. In the planewave method this means using $10 / 0.4=25$ times more planewaves in $z$-direction in order to compensate for the larger super-cell size.

## B. Fields in an array of dielectric spheres

Our second test case consists of a rectangular lattice of dielectric spheres positioned on a dielectric substrate. The structure is shown in Fig. (3).

The fields shown in Figs. (4) and (5) are solved for the lowest order eigenmode, at the frequency $\omega=0.298(2 \pi c)$


Fig. 3. Geometry of test case 2. Spheres with $r=0.45$ are positioned on a dielectric substrate with a rectangular lattice specified by $a=1$. The spheres, having the dielectric constant $\varepsilon_{\text {sphere }}=12$, are immersed in free space. The dielectric constant of the substrate is $\varepsilon_{\text {substrate }}=5$. Fields are plotted on the plane marked with $y=0.5$.
and the point $\left[K_{1}, K_{2}\right]=[0.5,0.5]$. The eigenfrequency has been determined iteratively using the technique described in Section 3); when the result converged, we Fourier transformed the solution to get the real space fields.

In the solution we used 48 planewaves in $x$-direction, and 48 planewaves in $y$-direction. In $z$-direction we used 48 and 47 layers for the electric and magnetic fields, respectively. The electromagnetic field outside the slab $(z<0$ and $z>0.9$ ) has been computed using the eigenpairs for Maxwell's equations in free space. Note that we already have constructed these eigenpairs for the implementation of boundary conditions. Note also that having imposed the interface- and boundary conditions the unknowns in our problem, and, therefore, field distributions in the slab as well as in free space are uniquely determined. Finally, note that while the transversal fields $e_{1}, e_{2}, h_{1}$ and $h_{2}$ have been obtained from the solution of (37), the orthogonal field components $e_{3}$ and $h_{3}$ are computed as a postprocessing step using (14).
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Fig. 5. Magnetic fields for testcase 2.
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#### Abstract

Electromagnetic induction (EMI) sensing, in both frequency and time domains, is emerging as one of the most promising remote sensing technologies for detection and discrimination of buried metallic objects, particularly unexploded ordinance (UXO). UXO sites are highly contaminated with metallic clutter so that the major problem is discrimination not detection. This requires high fidelity forward modeling for successful inversion and classification. Recently, the method of auxiliary sources (MAS) has been applied for solving a large range of ultra-wideband ( $1 \mathrm{~Hz}-300$ kHz ) electromagnetic induction problems [1] - [6]. For a highly conducting and permeable metallic object, when the skin depth becomes small (at high frequency, i.e. induction number $>100$ ) the efficiency of the MAS is reduced significantly [6]. Other methods are stressed in this region as well. At the same time the Thin Skin Approximation (TSA) [7] - [9], which is based on the divergence free Maxwell's equation in a thin layer, infinitely close to the boundary interior, has shown very accurate results at high frequency/induction number. In this paper a hybrid algorithm, with standard MAS and also the MAS with TSA, is introduced and applied for solving the electromagnetic induction forward problem. Once the broadband frequency domain (FD) electromagnetic response is found it is translated into time domain (TD) using an inverse Fourier transform specialized for the characteristic TD input form. Numerical experiments are performed for highly conducting and permeable canonical objects, illuminated by a magnetic dipole or a loop antenna. These tests indicate that an algorithm using either the full MAS or MAS-TSA formulation, where appropriate, should provide a simulator that is applicable and efficient enough for fast 3-D solutions on a PC, under all conditions across the EMI band in both frequency and time domains.
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## I. Introduction

Efficient and accurate numerical modeling of electromagnetic induction (EMI) responses by metallic objects finds application in many fields and has been a subject of research for some time [ 10 and references therein]. Recently, interest has been driven in part by the necessity for cleaning up buried unexploded ordnance (UXO). This is a potential problem in perhaps $10,000,000$ to $15,000,000$ acres within the United States, and is an even more severe problem in other parts of the world where military conflicts have taken place. Even rather distant history, e.g. World War I, has left a large legacy of dangerous and possibly polluting UXO in populated areas [11]. Use of remote sensing for UXO clearance is greatly limited by the fact that it is not possible to detect remotely the
explosive contained within a more or less intact metal casing. Therefore, we are left having to interpret signals produced by the metal body itself. These bodies can be quite complex in both geometry and composition. Furthermore, widespread metallic clutter at UXO sites and possibly multiple UXO near one another enormously complicate signal interpretation. For effective target inversion or classification algorithms, one requires very high fidelity, efficient forward models to apply in data processing schemes.

Ultra-wideband ( $\sim 20 \mathrm{~Hz}$ to 100's of kHz ) electromagnetic induction (EMI) sensors are among the most promising tools for the detection and discrimination of buried UXO [1] - [9], [11] - [30]. Most metallic objects produce broadband responses; different metals also produce different responses in the EMI band; and clutter is prominent. Therefore, one must resort to processing broadband data from many different looks at an unseen object, to achieve sufficient information diversity to classify targets successfully. This places a great burden on processing and the associated modeling, which has driven the development of new analyses and analytical tools for studying EMI scattering problems. The only well established analytical solutions to date for broadband EMI scattering are for the case of the sphere in both frequency and time domain [31], [32] and cylinder of infinite length oriented transverse to the primary field [33]. Recently progress has been reported for analytical solution of EMI scattering from spheroids [34], [35], including specialization to treat high frequency conditions, when penetration of the object is slight [35] using the small penetration approximation (SPA). Remaining evaluation problems for the spheroidal shapes in the midinduction number region of the EMI band have recently been solved using asymptotic methods [36], so that a relatively complete analytical solutions for spheroids are now available. Particularly for arbitrary 3-D geometries, one must usually resort to numerical models to obtain results most relevant to the variety of target types that must be considered. Targets of arbitrary shape have been attacked using the Method of Moments (MoM) with an impedance boundary condition (IBC) [19]. More recently, bodies of revolution (BOR) have been modeled using the MoM with full, rigorous boundary conditions, requiring substantial computation times [14]. Hybrid finite element method (FEM) -boundary element method (BEM approaches not reliant on the IBC have also been developed [23] - [24]. In the FD, a compact numerical formulation has been produced for arbitrary shapes using the Thin Skin Approximation (TSA) [7] - [9], which only applies the divergence equation for magnetic field inside the target.

This performs very well for the difficult realm of high frequency conditions, and for high permeability cases has remarkably broadband applicability. The decision whether to apply a full numerical treatment of the problem or one of the small penetration formulations (TSA, SPA) is most easily made in FD approaches, where skin depth is fixed for a given material and frequency. However a parallel system has also succeeded in direct TD formulations [37]. In what follows, we will pursue only the FD-TSA, converting to TD by inverse Fourier transform (FT).

Most recently, the authors have developed the Method of Auxiliary Sources (MAS [1] - [6]) for numerical solution of the full EMI problem for penetrable, highly conducting and permeable metallic targets. The MAS was originally designed for solving various electromagnetic radiations and scattering problems [38 and references therein]. Later, it was successfully combined with the SPA [6] and TSA [39] for analysis of EMI scattering phenomena. In the standard MAS for EMI [1], boundary value problems are solved numerically by representing the electromagnetic fields in each domain of the structure under investigation by a finite linear combination of analytical solutions of the relevant field equations, corresponding to sources situated at some distance away from the boundaries of each domain. The "auxiliary sources" producing these analytical solutions are chosen to be elementary currents/charges located on fictitious auxiliary surface(s), usually conforming to the actual surface(s) of the structure. In practice, at least as the method is realized here, we only require points on the auxiliary and actual surfaces, without resorting to the detailed mesh structures as required by other methods (FEM, BEM, etc).

EMI scattering responses are often expressed relative to the induction number $\chi \equiv \sqrt{\sigma \omega \mu} a$, where $a(\mathrm{~m})$ is a characteristic dimension of the object (usually the smallest one), $V=$ frequency $(\mathrm{Hz}), \mu=\mu_{0} \mu_{\mathrm{r}}$ is magnetic permeability $[\mathrm{H} / \mathrm{m}]$ and $\sigma(\mathrm{S} / \mathrm{m})$ is the scatterer's electrical conductivity. (The time dependence expression $\mathrm{e}^{\mathrm{j} \omega t}$ is assumed and its expression suppressed in all FD equations that follow, where $j$ is the square root of minus one, t is time (s), and $\omega$ is $2 \pi$ times frequency in Hz ). The quantity $\chi$ is proportional to $a / \delta$, where $\delta$ is the skin depth, and serves as a dimensionless, scaled frequency.

While we have shown various advantages of the MAS for the EMI scattering problem, its main limitation is reduced accuracy and efficiency at the high frequency end of the EMI band [9]. This is because the influence of source entities sought in the solution decays over a distance of a few $\delta$, which becomes very small at high frequencies (induction numbers). That distance becomes much smaller than the mesh spacing, when the numerical resolution is only fine enough to represent the object shape accurately. This means that without intolerably fine meshing the source quantities sought cannot interact; many matrix elements become almost zero (within the accuracy of the computer); the matrix becomes illconditioned and the solution unstable. The same problem arises whether one places the unknown sources
mathematically on auxiliary surfaces, or on the physical surfaces, as in popular integral equation techniques.

To avoid this kind of difficulty, several types of approximations were developed recently, including the TSA and SPA, which are related to impedance boundary conditions. The accuracy and validity of the TSA in conjunction with the BEM have been studied previously [9], in application to highly conducting and permeable (e.g. steel) metallic objects with regular geometries, such as the sphere, ellipsoid, prolate, and oblate spheroid, subject to a uniform primary magnetic field. Under these constraints it has been shown that, for a wide class of EMI scattering problems, the TSA is very accurate and efficient over the entire broadband EMI frequency range [9]. It is easy to implement for an arbitrary geometry. At the same time, the BEM-TSA cannot treat low induction number cases reliably, particularly for nonpermeable materials. Recently, a hybrid MAS-SPA algorithm was developed in [6]. It has been shown that MAS-SPA is very efficient for analyzing EMI responses at high induction numbers for spheroidal objects. The algorithm employs a factor $f$ (see eq. 56 in [35]) that can readily be obtained for spheroidal shapes. However, it is very difficult to extend this algorithm for arbitrary geometries. Later the combined MAS/TSA algorithm was introduced and tested for highly permeable and conducting regular shapes under highly variable primary (transmitted) fields as well non-regular geometries [39]. Here we introduce a hybrid MAS MAS/TSA system, in which the algorithm switches between the full MAS and the MAS/TSA as needed.

Many EMI sensors operate in the time domain (TD), with transmitted signals that are approximately step functions. They are designed to record only during the time immediately after the steady transmitted field has been shut off (the "turn off" case). Here an inverse Fourier transform is used to obtain transient TD response from the FD MAS - MAS/TSA solution for a highly conducting and permeable metallic object, for both turn-on and turn-off cases. A fast and reliable algorithm for the inverse transform has been developed, specialized for the step function input. It treats a singularity in the integrand effectively, even for relatively sparse data points. Because the MAS - MAS/TSA algorithm can operate stably, accurately, and efficiently from the lowest ( $\sim$ static) to the highest ( $\sim$ PEC) EMI frequencies, sufficient bandwidth is achieved in the numerical solutions so that FD results can be inverted into TD without perturbations, even in the most extreme time ranges.

The full MAS formulation applied at low frequencies only requires modest numerical resolution, on the order of that to define the geometry. In the combined MAS/TSA algorithm applied at higher frequencies, only about the same order of resolution is required, while the number of unknowns is reduced by a factor of 3 in 3-D problems. Single frequency computations are approximately four times faster. For multifrequency cases, the matrices expressing magnetic fields produced by auxiliary magnetic charges do not depend on frequency and can be stored for use, without recalculation, over an extended band. Most important, the thorough investigation of numerical experiments clearly shows superior stability, computational speed, and robustness of the hybrid

MAS - MAS/TSA algorithm relative to the standard MAS method at high induction number.

## II. Governing equations

### 2.1 The magneto-quasistatic assumption

All solutions in this study are based in part on two reasonable assumptions. The first is that, throughout the entire UWB EMI frequency band, electromagnetic phenomena are magneto-quasistatic. While this may be taken as something of a foregone conclusion in low frequency EMI, we examine the assumption explicitly here because recent developments have raised the upper frequency limits for EMI practice to about 300 kHz . This makes the magneto-quasistatic assumption more suspects. The second assumption, also examined here, is that electrical currents induced in surrounding soil have a negligible effect compared to those in the (substantial) metal target.

Consider a highly conducting and permeable metallic scattering object, with permeability $\mu=\mu_{\mathrm{r}} \mu_{0}$ and conductivity $\sigma[\mathrm{S} / \mathrm{m}]$ embedded in a uniform background. The time dependence expression of $\mathrm{e}^{\mathrm{j} \omega t}$ is suppressed subsequently. The governing equations that form the basis for any pertinent analysis of EMI scattering physics are Maxwell's equations. In both static and transient fields, Maxwell's magnetic field divergence equation must be satisfied

$$
\begin{equation*}
\nabla \cdot \mathbf{H}=0 \tag{1}
\end{equation*}
$$

This form of the equation assumes spatially uniform $\mu$. In practice here we will assume that $\mu$ may vary between different portions of an object of interest, but that it is constant within any given section or sub-region. Thus (1) applies within every (sub)region, except on boundaries, where we apply a boundary condition instead.
The particular equations in Maxwell's complete set that pertain most directly to induction are Faraday's and Ampere's Laws,

$$
\begin{align*}
& \nabla \times \mathbf{E}=-j \mu \omega \mathbf{H}  \tag{2}\\
& \nabla \times \mathbf{H}=\sigma \mathbf{E}+j \varepsilon \omega \mathbf{E} \tag{3}
\end{align*}
$$

Here $\mathbf{E}$ is the electric field $(\mathrm{V} / \mathrm{m})$ and $\mathbf{H}$ is magnetic field ( $\mathrm{A} / \mathrm{m}$ ). The quantity $j \omega \varepsilon \mathbf{E}$ is called the displacement current, where $\varepsilon$ is the permittivity of the medium (farad $/ \mathrm{m}$ ). Note that, even in the frequency domain, $\varepsilon$ as used here does not include any portion resulting from the electrical conductivity of the medium, $\sigma$, the effects of which will always be expressed separately. The term $\sigma \mathbf{E}$ represents conduction electric currents in the medium. We wish to examine the magnitudes of these terms, relative to each other and also relative to the various derivatives on the left side of the equation. We will do this by tracing the influence of each of the terms on the right hand side within an equation entirely in $\mathbf{H}$, obtained by
combining (3) with other of Maxwell's equations. Taking the curl of (3) and performing manipulations yields

$$
\begin{equation*}
\nabla^{2} \mathbf{H}=j \omega \sigma \mu \mathbf{H}-\omega^{2} \varepsilon \mu \mathbf{H} \tag{4}
\end{equation*}
$$

The first and second terms on the right in (4) descend from the first and second terms on the right in (3), respectively. Specifically, the relative magnitude of the first (second) term on the right hand side of (3) corresponds to the relative magnitude of the first (second) term on the right hand side of, (4) and we will analyze them latter. The three parameter regions where this equation will be examined are those for air (free space), the soil, and the metallic scatterers.

The situation is different in each of the three parameter regions. In the air we assume that $\sigma$ is approximately zero, so that the second term in (4) drops out. This leaves a classical wave equation with wavenumber $k$ defined as

$$
\begin{equation*}
k=\frac{2 \pi}{\lambda}=\omega \sqrt{\varepsilon \mu} \tag{5}
\end{equation*}
$$

where $\lambda$ is the wavelength.
At the top of the MF-EMI band ( 300 kHz ), this expression indicates that the electromagnetic wavelength is one kilometer. Typical distances over which we are concerned about electromagnetic interactions are on the order of 1 m . Thus there is negligible phase difference between different points within the domain of consideration in the air. Fields change essentially in unison throughout, with the structure of static fields, gaining time dependence only through the action of sources and boundary conditions. This results in the uniform time factor $\mathrm{e}^{\mathrm{j} \omega \mathrm{t}}$, and a quasi-static phenomenology. The ultimate significance of this in connection with the equations above is that both terms on the right hand side of (4) are negligible, as both are FD expressions for time derivatives. Thus the corresponding terms in (3) are also negligible, and the H field is irrotational $(\nabla \times \mathbf{H}=0)$. An irrotational field may be represented as the gradient of a scalar potential, $\psi(\mathrm{A})$

$$
\begin{equation*}
\mathbf{H}=-\nabla \psi \tag{6}
\end{equation*}
$$

Substituting (6) in (1) produces the governing equation for the air region

$$
\begin{equation*}
\nabla^{2} \psi=0 \tag{7}
\end{equation*}
$$

Within the soil, $\sigma$ is nonzero and the ratio of the magnitude of the third to the second term in (4) is $\omega \varepsilon / \sigma$. As a "worst" case, i.e. the one that most threatens the MQS assumption, we assume $\omega \sim 10^{6} \mathrm{rad} / \mathrm{s}, \sigma \sim 10^{-2} \mathrm{~S} / \mathrm{m}$, and $\varepsilon \sim 10^{-10} \mathrm{~F} / \mathrm{m}$. This combination of parameters means that we would be operating at the extreme upper limit of the MF-EMI band and presupposes a particularly unlucky set of soil properties, with low conductivity but rather high dielectric constant. Even this combination of parameters implies that the third (displacement
current) term is not larger than the second (electric current) term. To estimate the significance of the electric currents in the soil, compare their magnitude to those induced in the metallic target. By general continuity conditions, the electric field $\mathbf{E}$ will be on the same order in the soil immediately surrounding the target and in the parts of the metal where the most significant currents are flowing. As the currents are equal to $\sigma E$, the ratio of currents in metal and soil will be approximately equal to the ratio of their conductivities. A reasonable upper bound on soil conductivity is $\sigma \sim 10^{-2} \mathrm{~S} / \mathrm{m}$. A typical metal of interest has $\sigma \sim 10^{7} \mathrm{~S} / \mathrm{m}$. Thus the currents in the metal are about nine orders of magnitude stronger than those in the soil. Unless the metal scatterer is extremely small and simultaneously the sensor samples an enormously larger volume of soil (not the case here), the fields in the soil will be dominated by those produced by currents in the metal. That is, the electric currents in the soil will not be a significant factor in determining the fields in the soil. Thus we conclude that the term containing the soil currents may be dropped (first term on the right in (4). We have already concluded that the second term is not more significant than the first; therefore the entire right hand side of (4) is again negligible. Thus, in the soil as in the air, we conclude that the magnetic fields are irrotational and can be represented using a scalar potential, i.e with the governing equation (7). Representing of the magnetic field by the scalar potential $\psi$, instead of a vector potential, has two main advantages: first the calculation of Greens function related to the Laplace equation (7) is very simple and fast, and second the scattered magnetic field can be represented as summation of the fields produced by a set of magnetic charges. This reduces number of unknowns at least a factor of 2 relative to the vector potential representation.

Within the metal, we again examine the quantity $\omega \varepsilon / \sigma$. Using the typical values cited above we immediately conclude that the displacement current term is negligible compared to the electric current term. However, the electric currents within the metal are by no means negligible; rather, they are a fundamental source of the scattered signals. Thus two terms remain in (4), which may be constructed as a Helmholtz equation

$$
\begin{equation*}
\nabla^{2} \mathbf{H}+k^{2} \mathbf{H}=0, \quad k=\sqrt{-j \omega \sigma \mu} . \tag{8}
\end{equation*}
$$

Here $k$ is sometimes referred to as a wavenumber, by analogy with higher frequency solutions to the equation. However, note that (8) is not a wave equation, as the second term $-j \omega \sigma \mu \mathbf{H}$ is the frequency domain equivalent of $\sigma \mu$ times the first derivative of $\mathbf{H}$ with respect to time, not the second derivative. We can generate traveling undulations within the metal by imposing sinusoidal behavior on its surface. However these are not true waves, e.g. they do not reflect. As in the wave case, fundamental solutions of (8) can be expressed as

$$
\begin{equation*}
\mathbf{H} \sim \frac{e^{j k R}}{\mu_{r} R}, k=\gamma+i \gamma, \gamma=\frac{\sqrt{\omega \sigma \mu}}{\sqrt{2}}, \mathbf{R}=\mathbf{r}-\mathbf{r}^{\prime} . \tag{9}
\end{equation*}
$$

Because the real and imaginary parts of $k$ are equal, the spatially oscillating factor $e^{j k R}$ decays by $1 / e$ in less than one sixth of its spatial period.

### 2.2 The method of auxiliary sources

In the EMI frequency regime the EM fields penetrate the scatterer, at least to some degree. Internal and external fields at the surface of the object must satisfy the continuity of tangential components of $\mathbf{H}$ and normal component of $\mathbf{B}$

$$
\begin{align*}
\hat{\mathbf{n}} \times\left(\mathbf{H}_{1}^{\mathrm{sc}}+\mathbf{H}^{\mathrm{pr}}\right) & =\hat{\mathbf{n}} \times \mathbf{H}_{2},  \tag{10}\\
\hat{\mathbf{n}} \cdot\left(\mathbf{H}_{1}^{\mathrm{sc}}+\mathbf{H}^{\mathrm{pr}}\right) & =\hat{\mathbf{n}} \cdot \mu_{\mathrm{r}} \mathbf{H}_{2} . \tag{11}
\end{align*}
$$

Here $\hat{\mathbf{n}}$ is a unit normal vector on the real surface, $\mathbf{H}^{\mathrm{pr}}$ is the primary (transmitted) magnetic field, $\mathbf{H}_{1}^{\text {sc }}$ is the scattered magnetic field which we consider to be radiated by the auxiliary magnetic charges, which are distributed over the inner auxiliary surface [1]; $\mathbf{H}_{2}$ is the total magnetic field inside the object, produced mathematically by the auxiliary magnetic sources placed on the outer auxiliary surface. Using conventional MAS [1] the boundary conditions (10) and (11) can be written in the following compact matrix form:

$$
\left[\begin{array}{ccc}
\mathrm{G}_{\mathrm{n}}^{\mathrm{Q}} & \mu_{\mathrm{r}} \mathrm{G}_{\mathrm{n}}^{\mathrm{P}_{\mathrm{u}}} & \mu_{\mathrm{r}} \mathrm{G}_{\mathrm{n}}^{\mathrm{P}_{\mathrm{v}}}  \tag{12}\\
\mathrm{G}_{\mathrm{u}}^{\mathrm{Q}} & \mathrm{G}_{\mathrm{u}}^{\mathrm{P}_{\mathrm{u}}} & \mathrm{G}_{\mathrm{u}}^{\mathrm{P}_{\mathrm{v}}} \\
\mathrm{G}_{\mathrm{v}}^{\mathrm{Q}} & \mathrm{G}_{\mathrm{v}}^{\mathrm{p}_{\mathrm{u}}} & \mathrm{G}_{\mathrm{v}}^{\mathrm{p}_{\mathrm{v}}}
\end{array}\right]\left[\begin{array}{c}
\mathrm{H}_{\mathrm{n}}^{\mathrm{pr}} \\
\mathrm{H}_{\mathrm{u}}^{\mathrm{pr}} \\
\mathrm{H}_{\mathrm{v}}^{\mathrm{pr}}
\end{array}\right] .
$$

Here $Q$ is a vector containing the amplitude of auxiliary magnetic charges, $\mathrm{P}_{\mathrm{k}}, \mathrm{k}=\mathrm{u}, \mathrm{v}$ is a vector containing the amplitudes of auxiliary magnetic dipoles oriented along $u$ and v , which are orthogonal directions on an auxiliary surface, $\mathrm{G}_{\xi}^{\mathrm{Q}}$ is exterior field expressed with Green's function $1 /(4 \pi \mathrm{R})$ where $\mathrm{R}=\left|\mathbf{r}-\mathbf{r}^{\prime}\right|$ and $\mathrm{G}_{\xi}^{\mathrm{P} \gamma}$ is the interior solution expressed ultimately in terms of dipole sources distributed over an exterior auxiliary surface, together with a Green function of the form $\mathrm{e}^{\mathrm{jkR}} / 4 \pi \mathrm{R}$. More explicit forms of the $\mathrm{G}_{\xi}^{\mathrm{Q}}$, and $\mathrm{G}_{\xi}^{\mathrm{P} \gamma}$ matrices, where $\hat{\xi}=\hat{\mathbf{n}}, \hat{\mathbf{u}}, \hat{\mathbf{v}} ; \gamma=\mathrm{u}, \mathrm{v}$, are presented in [1]. When the skin depth becomes small so that both real and imaginary parts of $k$ become high, the $\mathrm{G}_{\xi}^{\mathrm{P}_{\mathrm{k}}}$ matrix's elements become very small compared to $\mathrm{G}_{\xi}^{\mathrm{Q}}$ matrix elements. At relatively high frequency (more that 10 kHz for common steel, copper, aluminum, brass etc), the $\mathrm{G}_{\xi}^{\mathrm{P}_{\mathrm{k}}}$ matrix elements decay very rapidly in space and the system (12) becomes unstable.

### 2.3 Combination of MAS with TSA

To avoid this problem it is desirable to establish an alternative formulation that would be applicable for high frequencies. It is well known that at high induction numbers the fields in the interior of the scatterer are non-zero only in a thin layer close the surface (Fig. 1). Under this condition, we exploit the divergence free Maxwell's equation applied in that near surface region. That equation and the thinness of the surface layer provide a boundary condition on the external field, obviating the necessity for complete solution of the internal field. We will proceed in a manner analogous to that in [8], [9]. In those references linear interpolation of unknowns is used over piecewise flat surface elements, in a Galerkin integral treatment of the governing relation. Here consider a general curvilinear surface, with completely continuous tangents and normals, and a subdomain integration of the governing equation. Gauss's Law (the magnetic field divergence equation) is integrated over a thin finite volume just below the object's surface, to produce the relation

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{H}_{2}=0 \Rightarrow \oint_{\mathrm{A}} \mathbf{H}_{2} \cdot \mathrm{~d} \mathbf{A}=0 \tag{13}
\end{equation*}
$$

or

$$
\begin{array}{r}
\mathrm{H}_{2, \mathrm{n}_{2}} \mathrm{~A}_{\mathrm{n}_{2}}-\mathrm{H}_{2, \mathrm{n}_{1}} \mathrm{~A}_{\mathrm{n}_{1}}+\mathrm{H}_{2, \mathrm{u}_{2}} \mathrm{~A}_{\mathrm{u}_{2}}-\mathrm{H}_{2, \mathrm{u}_{1}} \mathrm{~A}_{\mathrm{u}_{1}} \\
+\mathrm{H}_{2, \mathrm{v}_{2}} \mathrm{~A}_{\mathrm{v}_{2}}-\mathrm{H}_{2, \mathrm{v}_{1}} \mathrm{~A}_{\mathrm{v}_{1}}=0 \tag{14}
\end{array}
$$

where $\mathrm{A}=\mathrm{A}_{\mathrm{n}_{2}}+\mathrm{A}_{\mathrm{n}_{1}}+\mathrm{A}_{\mathrm{u}_{2}}+\mathrm{A}_{\mathrm{u}_{1}}+\mathrm{A}_{\mathrm{v}_{2}}+\mathrm{A}_{\mathrm{v}_{1}}$ is a total area of the thin volume. Dividing (14) equation by the layer thickness d and take limit as $\mathrm{d} \rightarrow 0$ yields

$$
\begin{array}{r}
\mathrm{A}_{\mathrm{n}} \frac{\partial \mathrm{H}_{2, \mathrm{n}}}{\partial \mathrm{n}}+\mathrm{H}_{2, \mathrm{n}} \frac{\partial \mathrm{~A}_{\mathrm{n}}}{\partial \mathrm{n}}+\mathrm{H}_{2, \mathrm{u}_{2}} \mathrm{~L}_{\mathrm{u}_{2}}-\mathrm{H}_{2, \mathrm{u}_{1}} \mathrm{~L}_{\mathrm{u}_{1}}  \tag{15}\\
+\mathrm{H}_{2, \mathrm{v}_{2}} \mathrm{~L}_{\mathrm{v}_{2}}-\mathrm{H}_{2, \mathrm{v}_{1}} \mathrm{~L}_{\mathrm{v}_{1}}=0 .
\end{array}
$$

Here $\partial \mathrm{n}=\partial \mathrm{d}$. The basic tenet of the TSA is that fields just


Fig. 1. Geometry of volume just below the real surface A
below the surface within the thin layer vary approximately one-dimensionally, normal to the surface. Thus, as d -> 0 the normal component of the magnetic field $\mathrm{H}_{2, \mathrm{n}}$ and it's derivative $\frac{\partial \mathrm{H}_{2, \mathrm{n}}}{\partial \mathrm{n}}$ along normal $\hat{\mathbf{n}}$ are related to each other through [9]:

$$
\begin{equation*}
\frac{\partial \mathrm{H}_{2, \mathrm{n}}}{\partial \mathrm{n}}=j k \mathrm{H}_{2, \mathrm{n}}(0, \mathrm{u}, \mathrm{v}) \tag{16}
\end{equation*}
$$

where $\mathrm{H}_{2, \mathrm{n}}(0, \mathrm{u}, \mathrm{v})$ is the value as $\mathrm{n}->0$ on the interior of the surface. Based on the boundary conditions (10) and (11) together with the TSA condition (16), equation (15) can be rewritten for external magnetic field on boundary in a form involving only quantities on the surface:

$$
\begin{align*}
& {\left[\mathrm{H}_{1, \mathrm{n}}^{\mathrm{sc}} \frac{1}{\mu_{\mathrm{r}}}\left(j k \mathrm{~A}_{\mathrm{n}}+\frac{\partial \mathrm{A}_{\mathrm{n}}}{\partial \mathrm{n}}\right)\right]+}  \tag{17}\\
& {\left[\mathrm{H}_{1, \mathrm{u}_{2}}^{\mathrm{sc}} \mathrm{~L}_{\mathrm{u}_{2}}-\mathrm{H}_{1, \mathrm{u}_{1}}^{\mathrm{sc}} \mathrm{~L}_{\mathrm{u}_{1}}+\mathrm{H}_{1, \mathrm{v}_{2}}^{\mathrm{sc}} \mathrm{~L}_{\mathrm{v}_{2}}-\mathrm{H}_{1, \mathrm{v}_{1}}^{\mathrm{sc}} \mathrm{~L}_{\mathrm{v}_{1}}\right]=-[\mathrm{Y}],}
\end{align*}
$$

or, in matrix form:

$$
\begin{equation*}
[\mathrm{Z}][\mathrm{Q}]=-[\mathrm{Y}] \tag{18}
\end{equation*}
$$

Here

$$
\begin{align*}
{[\mathrm{Z}]=} & {\left[\mathrm{G}_{\mathrm{n}}^{\mathrm{Q}} \frac{1}{\mu_{\mathrm{r}}}\left(j k \mathrm{~A}_{\mathrm{n}}+\frac{\partial \mathrm{A}_{\mathrm{n}}}{\partial \mathrm{n}}\right)+\mathrm{G}_{\mathrm{u}_{2}}^{\mathrm{Q}} \mathrm{~L}_{\mathrm{u}_{2}}-\mathrm{G}_{\mathrm{u}_{1}}^{\mathrm{Q}} \mathrm{~L}_{\mathrm{u}_{1}}\right]+}  \tag{19}\\
& {\left[\mathrm{G}_{\mathrm{v}_{2}}^{\mathrm{Q}} \mathrm{~L}_{\mathrm{v}_{2}}-\mathrm{G}_{\mathrm{v}_{1}}^{\mathrm{Q}} \mathrm{~L}_{\mathrm{v}_{1}}\right], }
\end{align*}
$$

and

$$
\begin{align*}
{[\mathrm{Y}] } & =\left[\mathrm{H}_{\mathrm{n}}^{\mathrm{pr}} \frac{1}{\mu_{\mathrm{r}}}\left(j k \mathrm{~A}_{\mathrm{n}}+\frac{\partial \mathrm{A}_{\mathrm{n}}}{\partial \mathrm{n}}\right)\right]+  \tag{20}\\
& {\left[\mathrm{H}_{\mathrm{u}_{2}}^{\mathrm{pr}} \mathrm{~L}_{\mathrm{u}_{2}}-\mathrm{H}_{\mathrm{u}_{1}}^{\mathrm{pr}} \mathrm{~L}_{\mathrm{u}_{1}}+\mathrm{H}_{\mathrm{v}_{2}}^{\mathrm{pr}} \mathrm{~L}_{\mathrm{v}_{2}}-\mathrm{H}_{\mathrm{v}_{1}}^{\mathrm{pr}} \mathrm{~L}_{\mathrm{v}_{1}}\right] . }
\end{align*}
$$

When the near-surface layer of electromagnetic activity is sufficiently thin relative to object dimensions $(\mathrm{a} / \delta \sim 0.1$ or less), the equations above are completely sufficient to include the interior response of the target and to connect it to the exterior fields. To apply MAS to the exterior region, a set of magnetic charges is placed mathematically inside the physical surface, on the auxiliary surface $\mathrm{S}_{1}^{\text {aux }}$ shown in Fig. 2. The secondary magnetic field due to the target is expressed as a superposition of the fields generated from a finite number ( N ) of point charges, $\left\{Q_{i}\right\}, i=1,2,3, \ldots, N$ placed on the surface $\mathrm{S}_{1}{ }^{\text {aux }}$. The total secondary magnetic field at the position $\overrightarrow{\mathrm{r}}_{\mathrm{n}}$ due to the auxiliary charges is expressed as Eq.


Fig. 2. Combined MAS-TSA.
(21) in [1]. By applying equation (17) at M collocation point on $S$ and expressing $\overrightarrow{\mathrm{H}}_{1}^{\text {sc }}$ using the $\left\{\mathrm{Q}_{\mathrm{i}}\right\}$, we cast into an NxM linear system of equations, where normally we set $\mathrm{M}=\mathrm{N}$.

The significance of all this is that TSA together with standard boundary conditions across the boundary allows us to write the entire problem strictly in terms of exterior field quantities (17). These in turn can be solved for in terms of a simple set of scalar auxiliary source strengths, distributed relatively sparsely over an auxiliary surface. We term this formulation the combined MAS-TSA algorithm, because it retains an MAS formulation for the exterior field, but treats the interior field only through the TSA. The "full MAS" designates an MAS formulation applied to both interior and exterior regions. One can also mix MAS and TSA in another sense, namely applying the full MAS under conditions where it is appropriate, and easily switching to the combined MAS/TSA where it is appropriate, e.g. at higher frequencies. This provides a full EMI band simulator, essentially from the magneto-static lower limit to the upper PEC limit at some 100 's of kHz .

### 2.4 Transient response of a highly conducting and permeable object

TD EMI instruments have been very prominent in localized subsurface surveying, particularly for detection and discrimination of UXO [40 and references therein]. The transient response can be obtained from the MAS -MAS/TSA FD solutions by an inverse Fourier transform

$$
\begin{equation*}
\mathrm{H}(\mathrm{t})=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{H}(\omega) \mathrm{H}^{\mathrm{pr}}(\omega) \mathrm{e}^{\mathrm{j} \omega \mathrm{t}} \mathrm{~d}(\omega) \tag{21}
\end{equation*}
$$

Here $\omega$ is angular frequency and $H(\omega)$ is the FD solution. In measurement practice, the primary magnetic field is typically a downward step function

$$
\begin{equation*}
\mathrm{H}^{\mathrm{pr}}(\mathrm{t})=\mathrm{H}_{\mathrm{o}}^{\mathrm{pr}} \mathrm{u}(\mathrm{t}) \tag{22}
\end{equation*}
$$

where

$$
\mathrm{u}(\mathrm{t})=\left\{\begin{array}{l}
1, \mathrm{t}<0 \\
0, \mathrm{t} \geq 0
\end{array}\right.
$$

which corresponds to the "turn off" case. In the FD

$$
\begin{equation*}
\mathrm{H}^{\mathrm{pr}}(\omega)=\mathrm{H}_{\mathrm{o}}^{\mathrm{pr}} \sqrt{\frac{\pi}{2}}\left(\frac{1}{\mathrm{j} \pi \omega}+\delta(\omega)\right) \tag{23}
\end{equation*}
$$

## III. Numerical Results

In this section the hybrid standard MAS and combined MAS/TSA method are applied to the analysis of broadband electromagnetic scattering by highly conducting and permeable metallic objects. The validity and sensitivity of TSA in conjunction with the BEM method has been widely tested for canonical geometries under time varying uniform field [9]. While we expect the underlying approximation to produce an accurate system at sufficiently high induction numbers, past BEM/TSA experience suggests that applicability may be wider than that, depending on the scatterer's permeability. Therefore, we will perform numerical tests of the new method across the entire EMI band. The results are compared with a solution obtained by full (conventional) MAS and experimental data obtained using the


Fig. 3. Scattered magnetic field versus frequency, for a spheroid.

GEM-3 sensor [41]. All MAS calculations described below were done with the simplest point matching, point source code [1]. Finally, transient TD EMI responses are simulated and analyzed for highly conducing, permeable and non-permeable spheroidal objects.

## Validity of MQS assumption

First we perform calculations to check the validity of the MQS assumption over the entire EMI band. A prolate spheroid, with minor axis $a=10 \mathrm{~cm}$, major axis $b=50 \mathrm{~cm}$, and conductivity $\sigma=10^{7} \mathrm{~S} / \mathrm{m}$ and relative permeability $\mu_{\mathrm{r}}=100$, is excited by a magnetic dipole placed above it. The distance between the center of the spheroid and dipole is 60 cm . Fig. 3 shows the scattered magnetic fields versus frequency for three
permeable and non-permeable spheres, illuminated by an oscillating magnetic field from a loop antenna. The radius of the sphere is $a=10 \mathrm{~cm}$, with electromagnetic parameters $\sigma=4 \times 10^{6}[\mathrm{~S} / \mathrm{m}]$ and $\mu_{\mathrm{r}}=1$ or 150 . The field produced by the multi-loop antenna is described in detail elsewhere [41], [5]. The distance between the antenna's center and top part of the sphere is 5 cm . The observation point is at the center of the antenna. The co-planar, concentric inner and outer loop radii are 10 cm and 20 cm , respectively. The current amplitudes and

TABLE I: MAS and hybrid MAS-TSA complexity for the generation of the results in Fig. 4 Computation was done on Pentium IV, 2 GHz speed.

| Induction number <br> range | Standard MAS <br> $\mu_{r}=1$ |  | Standard MAS <br> $\mu_{r}=150$ |  | Combined MAS-TSA <br> any $\mu_{r}$ |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
|  | Number of <br> unknowns | CPU Time <br> (secs) | Number of <br> unknowns | CPU Time <br> (secs) | Number of <br> unknowns | CPU Time <br> (secs) |
| $0<\mathrm{ka}<10$ | 40 | 0.15 | 60 | 0.25 | 14 | 0.015 |
| $11<\mathrm{ka}<100$ | 60 | 0.25 | 120 | 1.12 | 14 | 0.015 |
| $101<\mathrm{ka}<1000$ | 80 | 0.52 | 280 | 5.8 | 14 | 0.015 |

cases. In the first case, the spheroid is placed in a uniform ground with conductivity $\sigma=10^{-2} \mathrm{~S} / \mathrm{m}$ and simulation is done including a displacement and electric currents, both within the object and outside it (no MQS assumption, solid line in the figure). The second case assumes that the spheroid is placed in free space and again simulation is done without MQS assumption (circles). Finally, a third case employs the MQS assumption throughout (no electric currents in surrounding space, no displacement currents throughout: diamonds). In all

their directions on the loops are chosen in such way that at the centers of the loops the primary field is zero. Fig. 4 shows comparisons of scattered magnetic field calculated by standard MAS [1] with number of sources N and by the combined MAS-TSA [39], both with formulations assuming a body-ofrevolution (BOR). The figure shows the "full" range of induction numbers in that the problem ranges from lowest values of interest, in which the primary field penetrates the object completely ( $\sim$ magnetostatic case), up to asymptotic


Fig. 4. The scattered magnetic field versus induction number for sphere subject to a realistic sensor: a) non-permeable, b) permeable case.
three cases the scattered magnetic fields for the spheroid are the virtually the same, i.e the MQS assumption is very accurate across the entire EMI frequency range.

## 1. Accuracy and Complexity of combined MAS-TSA algorithm for non-uniform excitation

Next we examine the performance of the two formulations for simulating EMI scattering from highly conducting,
high frequency limits, with arbitrarily small skin depth ( $\sim$ PEC case). At low induction numbers the full MAS gives high accuracy results compared to the combined MAS/TSA method for the non-permeable sphere. As induction number increases, this difference becomes insignificant (in these cases, as in the BEM-TSA [7] - [9] in cases with uniform fields, when the induction number is more than about 20). For the highly permeable sphere the full MAS with relatively dense distribution of sources and combined MAS/TSA algorithm are
in very good agreement over the entire band. However, the standard MAS with small number of sources becomes unstable (Fig. 4 b ) after induction number 100, which is not the case for non-permeable sphere (Fig. 4 a). This means that, at any particular resolution, the stability of the full MAS is determined by two factors: induction number and permeability. Both these parameters affect the matrix elements $\mathrm{G}_{\xi}^{\mathrm{P}_{\mathrm{k}}}$ in equation (12) in approximately the same way. Thus,

8000 with no apparent difficulties associated with change in skin depth and associated resolution requirements.

Comparisons between CPU time and source density for two standard MAS and combined MAS/TSA solutions are given in table I. For full MAS solution of the same problem at high induction number (single frequency) approximately from 6 to 12 times more unknowns were required. However, depending on the object geometry, a much higher number of unknowns may be necessary to achieve convergence of the solutions


Fig. 5. The scattered magnetic field versus induction number for a prolate spheroid.
when these parameters increase, the total magnetic field $\mathbf{H}_{2}$ inside the object decays steeply, interaction between the discretized quantities degenerates, and the system (12) becomes unstable. At the same time, the accuracy of combined MAS/TSA algorithm significantly increases at low induction numbers for high permeability (Fig. 4 b), as in the BEM-TSA [7] - [9] in cases with uniform fields. For the highly permeable case, the MAS/TSA covers the whole band from induction number 0.01 up through induction number
from the standard MAS. In the comparisons between CPU time shown, it is obvious that the reduction in complexity resulting from use of MAS/TSA for this problem is dramatic and becomes more significant as: 1) the induction number increases, and 2) the permeability of the object increases. Note here that results in Table I show two very significant facts, applicable at least to spherical scatterers:

1. For the high permeability objects the accuracy of the MAS/TSA method is reasonably good over entire broadband electromagnetic induction range.
2. To obtain highly accurate results for high permeability objects, the full MAS method requires a very dense distribution of unknowns, which dramatically increases computational time and computer resource requirements.

Compared to conventional MAS, the MAS/TSA algorithm has several features that make it attractive to a wide range of EMI problems. The number of unknowns in MAS/TSA is reduced by a factor of 3 in general 3D EMI problems (see equations (12) and (18)). In the MQS regime, the scattered field is very smooth. This allows the MAS/TSA method, with very low computational cost requirement, to get highly accurate results with a point source/point matching technique, with only the mesh density that is required to represent the geometry accurately. The matrix that produces the scattered field associated with magnetic charges in (17) does not depend on the frequency. Within its realm of validity, MAS/TSA should be much more attractive compared to other numerical techniques such as MoM [14] and FEM, e.g. [23], [24]). The greatest advantages of combining the MAS and MAS/TSA is accuracy over all EMI frequencies for all electromagnetic parameters, with quite simple programming, especially relative to sophisticated MoM type techniques such as the Fast
in b), e), h); and 120 cm in c), f), i) The solid line corresponds to full MAS with $\mathrm{N}=500$ number of sources and dashed line to MAS/TSA algorithm. These figures demonstrate in cases that, when the induction number is more than about 20 , both techniques produce virtually the same results. However, at low frequency for non-permeable cases, the MAS/TSA algorithm produces significantly different results (Fig. $5 \mathrm{a}-\mathrm{c}$ ). These errors are reduced as the dipole moves from the object. Again, as permeability increases the differences between standard MAS and MAS/TSA algorithm become insignificant over the entire EMI frequency range, particularly for $\mu_{\mathrm{r}}=100$, e.g. Fig. 5 g . As the dipole moves from the object with permeability 100, the error between MAS and MAS/TSA become slightly worse, but not significantly. These results also show that depending on the distance between the target and sources of excitation the frequency spectrum of the scatterer is different. This contrasts with the observation in [8], where frequency response is independent of observation point, but under a uniform primary field. For example, for the highest permeability spheroid the peak of the quadrature or imaginary part, associated with volume currents, moves from induction number 100 to 10 . It is obvious, that when dipole is close to the object it excites strong eddy currents within the closest part, and in turn these currents will dominate the received signal. When the source is close to the end of the spheroid, its response is reminiscent of that from a sphere, both in terms of performance of the MAS/TSA and in


Fig. 6. Error criteria $\alpha_{n}$ versus distance along surface of the spheroid for permeability a) $\mu_{r}=1$, b) $\mu_{r}=25$, and c) $\mu_{r}=100$.

Multi-pole Method [42].
To check the accuracy of the MAS/TSA algorithm in nonspherical cases, we examine EMI scattering from both nonpermeable and permeable prolate spheroids. The spheroid's major to minor axis aspect ratio is four $(b / a=4)$ and minor axis is $a=10 \mathrm{~cm}$. It is excited by an axially oriented magnetic dipole placed outside the spheroid on its axis of the symmetry. EM parameters are $\mu_{\mathrm{r}}=1,25,100$. Results are shown relative to induction number $|k| a$, so that $\sigma=4 \times 10^{6} \mathrm{~S} / \mathrm{m}$ does not appear explicitly.

Fig. 5 shows results for $\mu_{\mathrm{r}}=1$ ( a-c); $\mu_{\mathrm{r}}=25$ ( d-f); and $\mu_{\mathrm{r}}=100$ ( $\mathrm{g}-\mathrm{i}$ ). The dipole sources are placed at three different distances from the spheroid's center: 45 cm in a) d), $g$ ); 60 cm
location of peak response. As the source moves away, the geometrical heterogeneity of the object has more effect on the accuracy of the MAS/TSA, and the overall response is more like what we should expect from an elongated magnetic object, axially oriented relative to the primary field [1].

## 2. Error analysis

To analyze the performance of the MA/TSA code we studied the accuracy of the TS assumption within the object, infinitely close to the surface. In [9], the ratio of TSA approximation to the actual derivative of the normal component of the magnetic field $\mathrm{H}_{2, \mathrm{n}}$ was denoted

$$
\begin{equation*}
\alpha_{n}=\frac{j k H_{2, n}}{\partial H_{2, n} / \partial n} \tag{24}
\end{equation*}
$$

and provided an error criterion on the surface of the scatterer. A theoretical analysis showed error patterns in both the basic approximation and, sometimes contrastingly, in the resulting scattered field. Analytical relations produced formulas for both the level of error and the sensitivity of the numerical system to error. The analysis was carried out only for spheres and transverse infinite cylinders, in uniform primary fields, for which the analytical relations could be obtained. Here both $H_{2, n}$ and $\partial H_{2, n} / \partial n$ are obtained along the surface of a spheroidal scatterer, using the conventional MAS code, when the source of the primary field is a magnetic dipole. The source is situated on the rotational axis 45 cm from the center of the spheroid.
Fig. 6 shows the ratio of the TSA values and the numerical derivative values as a function of distance along the (interior) surface. For all three permeabilities, at very low induction numbers $(|\mathbf{k}| a=0.01$ and 2) the difference between $j k H_{2, n}$ and $\partial H_{2, n} / \partial n$ is very significant. They are in fact different orders of magnitude. However the comparisons


Fig. 7. UXO. between scattered fields obtained by combined MAS/TSA and standard MAS show different error patterns, relative to the value of $\mu_{\mathrm{r}}$ (Fig. 5). To some extent, one sees the same trends as in [9], despite the difference in object geometry and non-uniformity of excitation: high permeability diminishes the consequences of inaccuracy in the TSA. In order to understand this numerical behavior here, let us examine the expressions in (17). The expression in brackets can be divided into two parts: the first part is associated with the normal component of the magnetic field and with the TSA, while second part is related to the tangential components. Examination of solutions shows that the both normal and tangential components of the scattered magnetic field on the boundary of the scatterer become saturated at very low induction numbers (e.g $|\mathrm{k}| a<0.1$ ) and at correspondingly low frequencies. That is, however much $\mu_{\mathrm{r}}$ is increased, the value of $\mathrm{H}_{1, \mathrm{n}}^{\mathrm{sc}}$ and its magnitude relative to the other components cease to change significantly. This means that, as $\mu_{\mathrm{r}}$ increases, the contribution of the first part in brackets to the whole system (18) decreases relative to the contribution from the second part. Thus the quality of our approximation of the normal derivative has reduced effect. For all values of $\mu_{\mathrm{r}}$, the TSA and actual $\partial H_{2, n} / \partial n$ values
almost coincide with each other at induction number $|\mathbf{k}| a=10$ and 30 . Obviously at these induction numbers the combined MAS/TSA and full MAS agree very well in the far fields of Fig. 5.

The error pattern observed here differs from that in [9] in one important respect, namely here we do not see reduced error at the very lowest induction numbers when there is significant error in the middle range of induction numbers. To understand this, note that at very low induction numbers both $\partial H_{2, n} / \partial n$ and $j k H_{2, n} \quad$ approach zero for the spheroid uniform primary field excitation. Therefore, while the ratio of $\partial H_{2, n} / \partial n$ and $j k H_{2, n}$ may not be correct, the latter still approximates the former adequately in that both become negligible. However in the non-uniform primary field considered here, $\partial H_{2, n} / \partial n$ does not approach zero at low induction numbers, even in the static condition. For the nonmagnetic case, the internal static fields will show the same complexity of spatial variation as the primary field. The assumption of approximately 1-D gradients below the surface, on which (16) is based, will not hold. Overall, while in certain cases high $\mu_{\mathrm{r}}$ values may suppress the effects of errors in the TSA at low induction numbers, in general the TSA is designed for high induction numbers. It does not take into account spatial distribution of the normal component of the magnetic field at low frequencies, and neglects its tangential gradients. See also [39] for additional illustrations of low induction number TSA error, caused by more variable geometry.

The most secure general strategy for obtaining very accurate results over entire broadband EMI frequency range is to use the full MAS and for induction numbers less than about 20 and then switch to the MAS/TSA method for higher induction numbers. Alternatively, we can use the validity of the full MAS solution in the interior to check the accuracy of TSA as we proceed upwards in frequency. When we see that (16) has become valid, we can proceed with the combined MAS/TSA for all higher frequencies.
Having established the accuracy and range of validity of the hybrid full MAS - MAS/TSA, we will use it to investigate EMI response for a real UXO, consisting of two parts: a tail with fins (length 8 cm , diameter 3.15 cm ), and main part (largest diameter 8 cm , smallest diameter 3.15 cm ). The total length of UXO is 26 cm Fig. 7. The primary magnetic field is generated by a GEM-3 sensor [5,41]. Two excitations were considered: 1) Axial, i.e. when the coil axis of GEM-3 is aligned with the axis of symmetry of the UXO, and 2) transverse, when the GEM-3 axis is orthogonal to its axis. For determination of the EM parameters of each section, the UXO was disassembled. For each part the EMI response was measured separately and a recently developed inverse EMI algorithm [43] was used for inferring their EM parameters. Inverted parameters are: for the main part $\sigma=1.6 \times 10^{6} \mathrm{~S} / \mathrm{m}, \mu_{\mathrm{r}}$ $=85$; for tail $\sigma=2 \times 10^{6} \mathrm{~S} / \mathrm{m}, \mu_{\mathrm{r}}=130$. The numerical solution shown as a solid line in Fig. 4 was obtained by combination of conventional MAS at low induction number $|\mathrm{k}| \mathrm{a}<20$, and MAS/TSA for $|k| a>20$. The comparison between measured and simulated data for the UXO is shown in Fig. 8, with


Fig. 8. Scattered magnetic fields versus frequency for real UXO oriented with (a) the nose up, (b) the tail up, and c) horizontal.
different target orientations. Again agreement is very good. These results clearly show that, depending on the target orientation relative to the sensor's of point of view, the EM responses are quite different. As shown in Fig. 8 a), when the nose is close to the sensor the response behaves like a sphere, whereas when the tail is up Fig. 8 b) the scattered field spectrum suggests the object is elongated (quadrature peak shifted lower, see (5). In the transverse case (Fig. 8 c) the response is more like that of an elongated target in transverse orientation, with quadrature peak at high frequency.

representative of most TD instruments in current use is the "Turn off" case: The initial condition is essentially the steady state solution (unvarying primary field normalized here to unity); at $\mathrm{t}=0^{+}$the primary field is shut off and the scattered field is measured. In this case, the calculated response begins at a finite value and decays eventually to zero. For the "turn on" case, the initial condition is zero both inside and outside the object. At $t=0^{+}$, the primary field is switched on and the scattered field recorded. A new version of the Geophex GEM-3 sensor will record this case as well as the "turn off." The former may be more revealing than the turn-off case,


Fig. 9. Transient response for $\mu_{\mathrm{r}}=1$ non-permeable a) and permeable b) $\mu_{\mathrm{r}}=50$ spheres.

## 3. Transient response for spheroids

In this section a transient TD EMI response is analyzed for highly conducting and permeable metallic objects, beginning with spheres in both the "Turn on" and "Turn off" TD cases. For checking the accuracy of the numerical method, data are compared against available analytical results. The case
converging in late time to a steady-state value that depends on the object's permeability. The following figure shows example turn-on and turn-off results for a sphere, 5 cm in radius, with electrical conductivity $\sigma=10^{7} \mathrm{~S} / \mathrm{m}$ and relative permeabilities 1 and 50 , and observation point 1 m distant. Numerical results are compared to analytical values obtained from analytical solutions by James Wait [32].

Note that the beginning value of the turn-off case and the ending value in the turn-on case are not the same. This is because the first response of the object to an imposed change in the surrounding (primary) field is to generate surface currents that oppose the change (Lentz' Law). Thus, in the turn-on case, in which a positive primary field value is suddenly imposed, the initial response is negative. (See early

$\mathrm{b} / \mathrm{a}=0.25$ ). Fig. 10 shows the scattered magnetic field versus time for turn on and turn off cases, for different permeabilities. Figs. 10a and 10b are for the prolate spheroid illuminated by axial and transverse oriented primary magnetic field, respectively. Depending on the primary magnetic field orientation and spheroid's EM parameters, the decay characteristics are different. The results show that, as


Fig. 10. Transient response for oblate and prolate spheroids, $a, c$ ) axial and $b, d)$ transverse excitations.
time in turn-on curve in the Fig. 9). Conversely, in the turn-off case, a negative change in the surrounding field is imposed, so the first response of the object is positive. In other words, the very early time values seen at the beginning of the turn-off curve (figure above) are not the true steady state response, but are rather steady state augmented by an initial positive response. For the non-magnetic object ( $\mu_{\mathrm{r}}=1$, Fig. 9 a) there is no (non-zero) static response, so the only early time response is the initial jump in response to the imposed field. Note that, reassuringly, the change in magnitude of the response from very early to very late time is the same in both turn-on and turn-off cases, for both magnetic (Fig. 9 b) and non-magnetic materials (Fig. 9 a).
Next the transient responses are investigated for highly conducting, permeable and non-permeable prolate (Fig. $10 \mathrm{a}, \mathrm{b}$ ) and oblate spheroids (Fig. 10. c, d), illuminated by an axial and transverse primary magnetic field. Axis aspect ratios are 4 for both spheroids (prolate $b / a=4, a=5 \mathrm{~cm}$, oblate
permeability increases, the principal transient response activity (decay curve) shifts earlier in time in both the turn on and turn off cases. Similar behavior of the transient field is observed for the oblate spheroid.

## IV. Conclusion

In the paper, an innovative hybrid standard MAS and combined MAS/TSA algorithm is presented for efficiently and accurately analyzing EMI responses by highly conducting and permeable metallic targets. It has been shown that combined MAS/TSA algorithm works most reliably at high induction numbers, where skin depths are very small and more general methods are most stressed. Numerical experiments for a prolate spheroid under highly non-uniform, time varying primary magnetic field have shown that the combined MAS/TSA algorithm is inaccurate at low induction numbers for a non-permeable object. For a highly permeable object, the

MAS/TSA accuracy depends on the primary field, but only slightly, with relatively small errors in the scattered field over the entire band.

These studies suggest that for high accuracy broadband EMI simulation requiring low CPU resources it is necessary to use the standard MAS in low frequencies (induction number less than about 20), and the combined MAS/TSA algorithm at high frequencies (induction number greater than about 20). Accounting for non-uniformity effects at low frequency is particularly important for analyzing near field EMI responses for targets under highly non-uniform primary fields or for multiple, interacting objects, or for objects with very nonuniform geometries. Such cases occur frequently in subsurface unexploded ordinances discrimination problems.

To speed up calculation time it is possible to estimate the accuracy of the TSA via standard MAS, as one proceeds up through the lower frequencies. Then, when it has become valid, we can proceed with the MAS/TSA for all higher frequencies beyond the near static region.

Ultra wideband EMI frequency domain (FD) responses, obtained by the proposed hybrid MAS - MAS/TSA algorithm, are translated in time domain (TD) using a specialized inverse Fourier transform. To validate the FD to TD algorithm, the transient responses for permeable and non-permeable spheres are compared against analytical solutions for both turn on and turn off cases. Numerical TD experiments show that decay characteristics in the transient responses depend of the object geometry, primary field orientation, and EM parameters. For both flattened and elongated shapes, in both axial and transverse excitation, increasing permeability appears to shift the onset of signal decay earlier. From the point of view of discrimination, the turn-on case has the advantage that it may arrive at a non-zero steady state depending on permeability. This may be a more accessible indicator of permeability than signal characteristics near the onset of decay.
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#### Abstract

The electrical properties of IC interconnects at multi-GHz frequencies must be described with Maxwell's equations. We have created an entirely new floating random-walk (RW) algorithm to solve the timeharmonic Maxwell-Helmholtz equations. Traditional RW algorithms for Maxwell-Helmholtz equations are constrained to length scales that are less than a quarterwavelength. This is because of the problem of resonance in finite-domain Green's function for Helmholtz equation at multiple quarter-wavelength length scales. In this paper, we report the major discovery of extending our floating RW algorithm beyond a quarter-wavelength. The problem of Green's function resonance has been eliminated by the use of an infinite-domain Green's function. In this work, we formulate this algorithm and describe its successful application to homogeneous and heterogeneous 1 D problems and homogeneous 2 D problems. We believe, that with additional work, this RW algorithm will prove useful in the development of CAD tools for electromagnetic analysis of IC interconnect systems. It can be noted that the algorithm exhibits full parallelism, requiring minimal interprocessor communication. Thus, significant performance enhancement can be expected in any future parallel software or hardware implementation.
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## 1. Introduction

Fundamentally, the electrical properties of advanced multilevel IC interconnects at present multi-GHz frequencies must be described with Maxwell's equations. Traditional numerical methods[1-3] require, usually, a discretization mesh. Mesh size and resultant difficulty of solution become somewhat unmanageable in complicated 3D problem domains. The RW algorithm that we
present here does not involve the use of a mesh. In essence, the algorithm executes a Monte Carlo integration [4] of an infinite series of multi-dimensional integrals [5] by means of random walks (RWs) through the problem domain. These integrals contain both "surface" and "volume" Green's function kernels. Conventional RW algorithms for Maxwell-Helmholtz equation are constrained to sub-quarter-wavelength length scales. This is due to the mathematical difficulties associated with unwanted multiple quarter-wavelength resonances [6] in finite-domain Green's functions. In this work, the problem of finite-domain Green's function resonance has been eliminated by the use of an infinite-domain Green's function. The additional complexity of having now to propagate RWs for both the field and its derivative presents little practical difficulty. In the next section, we present the RW equations for the time-harmonic Max-well-Helmholtz equations in 1D and 2D.

## 2. Random-Walk Equations

Consider the 1D time-harmonic Maxwell-Helmholtz equation with a source term on the right-hand side

$$
\begin{equation*}
\frac{d^{2} A(x)}{d x^{2}}+k^{2} A(x)=f(x) \tag{1}
\end{equation*}
$$

The quantity $A$ is the field variable of interest and $k$ is a constant wave vector whose magnitude is determined by the frequency and material properties of the problem domain. Both the boundary value and derivative are assumed to be known at the two endpoints of the 1D problem domain. Now, one may wonder why we want to solve an "over-specified" problem. This criticism can be countered by observing that in IC-interconnect structures, the current is specified at certain conducting regions. These currents appear as source terms in the right hand side of the Helmholtz equation given in (1). Integrals involving these source terms will appear in our RW
formulation and the RWs will terminate at infinity, that is, at large distances from the interconnect structure, where the field vector of interest and its spatial derivatives are known to be zero from physical considerations. The non-zero contributions to the RW solution will come from integrals involving source terms. So, having established the motivation for solving the 1D problem of interest, we can write the Green's function differential equation associated with (1)

$$
\begin{equation*}
\frac{\partial^{2} G\left(x \mid x_{o}\right)}{\partial x^{2}}+k^{2} G\left(x \mid x_{o}\right)=\delta\left(x-x_{o}\right) \tag{2}
\end{equation*}
$$

where $\delta\left(x-x_{0}\right)$ is the Dirac delta function centered at $x=$ $x_{o}$. There can be any number of Green's functions satisfying equation (2), depending on the arbitrary nature of boundary conditions applied to (2). In a previous work[6], we have employed one such finite-domain Green's function that vanishes at problem-domain boundaries For instance, over $-L \leq x \leq L$, such a Green's function has the form

$$
\begin{equation*}
G\left(x \mid x_{\mathbf{0}}\right)=\frac{1}{2 k \cos k L} \sin \left[k\left(\left|x-x_{o}\right|-L\right)\right] . \tag{3}
\end{equation*}
$$

The use of a finite-domain Green's function like the one in (3) produces the most economical set of RW equations, and is traditional in RW literature. On the other hand, it is precisely this form of the finite-domain Green's function that generates unwanted multiple quar-ter-wavelength resonance, produced by the zeros in the denominator of (3).

In this work, we suggest the use of an infinite-domain Green's function, where both the boundary value and the boundary derivative never simultaneously vanish at domain boundaries. One such Green's function satisfying (2) is, for example,

$$
\begin{equation*}
G\left(x \mid x_{\mathbf{0}}\right)=\frac{1}{2 k} \sin \left(k\left|x-x_{o}\right|\right) . \tag{4}
\end{equation*}
$$

Using (4), the problem of quarter-wavelength resonance can be avoided, at the minimal expense of now propagating, by RWs, both field values and derivatives through the problem domain. We therefore call this new modification a D-N floating RW algorithm, where "D-N" signifies "Dirichlet-Neumann". To obtain the RW equations, we multiply (1) by $G\left(x \mid x_{o}\right)$ and (2) by $A(x)$ and subtract one from the other, which yields

$$
\begin{equation*}
A \frac{d^{2} G}{d x^{2}}-G \frac{d^{2} A}{d x^{2}}=A \delta\left(x-x_{o}\right)-f(x) G\left(x \mid x_{o}\right) \tag{5}
\end{equation*}
$$

Integrating (5) from $-L$ to $+L$, yields

$$
\begin{gather*}
A\left(x_{o}\right)=\int_{-L}^{+L} G\left(x \mid x_{o}\right) f(x) d x+ \\
G_{x}\left(L \mid x_{o}\right) A(L)-G_{x}\left(-L \mid x_{o}\right) A(-L)-  \tag{6}\\
G\left(L \mid x_{o}\right) A_{x}(L)+G\left(L \mid x_{o}\right) A_{x}(-L) .
\end{gather*}
$$

In the zero-centered notation, meaning $x_{o}=0$, (6) can be written as

$$
\begin{align*}
& \bar{A}=\int_{-L}^{+L} G(x) f(x) d x+\bar{G}_{x}(L) A(L)-  \tag{7}\\
& \bar{G}_{x}(-L) A(-L)-\bar{G}(L) A_{x}(L)+\bar{G}(L) A_{x}(-L)
\end{align*}
$$

where $\bar{G}_{x}(L)=G_{x}(L \mid 0), \bar{G}(L)=G(L \mid 0)$, and so forth. Taking a derivative of (6) with respect to $x_{o}$, and writing in zero-centered notation, gives

$$
\begin{align*}
& \bar{A}_{x_{o}}=\int_{-L}^{+L} G_{x_{o}}(x) f(x) d x+\bar{G}_{x x_{o}}(L) A(L)-  \tag{8}\\
& \bar{G}_{x x_{o}}(-L) A(-L)-\bar{G}_{x_{o}}(L) A_{x}(L)+\bar{G}_{x_{o}}(L) A_{x}(-L)
\end{align*}
$$

Equations (7) and (8) can be written in the vector-matrix form

$$
\begin{gather*}
{\left[\begin{array}{c}
\bar{A} \\
A_{x_{o}}
\end{array}\right]=\left[\begin{array}{l}
\int_{-L}^{+L} G(x) f(x) d x \\
+L \\
\int_{-L} G_{x_{o}}(x) f(x) d x
\end{array}\right]} \\
+\left[\begin{array}{cc}
\bar{G}_{x}(L) & -\bar{G}(L) \\
\bar{G}_{x x_{o}}(L) & -\bar{G}_{x_{o}}(L)
\end{array}\right]\left[\begin{array}{c}
A(L) \\
A_{x}(L)
\end{array}\right]+ \\
{\left[\begin{array}{cc}
-\bar{G}_{x}(-L) & \bar{G}(-L) \\
-\bar{G}_{x x_{o}}(-L) & \bar{G}_{x_{o}}(-L)
\end{array}\right]\left[\begin{array}{c}
A(-L) \\
A_{x}(-L)
\end{array}\right],} \tag{9}
\end{gather*}
$$

where $A$ and $A_{x}$ at the center of the domain $x=x_{o}$, relates to the hop-interval endpoint values at $x= \pm L$. The different derivatives of the infinite-domain Green's function in (4), which shows up in the matrix-equation (9) are given by

$$
\begin{gather*}
\bar{G}_{x}(x)=\frac{1}{2} \cos (k|x|) \operatorname{sgn}(x), \\
x \neq 0, \operatorname{sgn}(x)=\left\{\begin{array}{c}
-1, x<0, \\
1, x>0,
\end{array}\right.  \tag{10a}\\
\bar{G}_{x_{o}}(x)=-\frac{1}{2} \cos (k|x|) \operatorname{sgn}(x), x \neq 0,  \tag{10b}\\
\bar{G}_{x x_{o}}(x)=\frac{k}{2} \sin (k|x|), x \neq 0 . \tag{10c}
\end{gather*}
$$

In the 2D case, the infinite-domain Green's function chosen is

$$
\begin{equation*}
G\left(\mathbf{r} \mid \mathbf{r}_{\mathrm{o}}\right)=\frac{1}{4} Y_{o}\left(k\left|\mathbf{r}-\mathbf{r}_{\mathrm{o}}\right|\right) . \tag{11}
\end{equation*}
$$

Above, $Y_{o}$ represents Neumann function of zeroth order. Using the Green's function in (11), we can solve for the 2D Helmholtz equation with an arbitrary forcing function $f(r, \phi)$. Following a procedure identical to the one that led to the derivation of (7) and (8), the field variable $A$ of interest, and its derivative at the center $\left(r_{o}=0\right)$ of a circular domain of radius $R$ are given by

$$
\begin{gather*}
\bar{A}=\int_{0}^{R 2 \pi} \int_{0}^{2 \pi} f(r, \phi) G\left(r, \phi \mid r_{o,} \phi_{o}\right) r d r d \phi+ \\
\int_{0}^{2 \pi} R G_{r}\left(R, \phi \mid \phi_{o}\right) A(\mathbf{r})_{r=R} d \phi-  \tag{12.1}\\
\int_{0}^{2 \pi} R A_{r}\left(R, \phi \mid \phi_{o}\right) G\left(\mathbf{r} \mid \mathbf{r}_{\mathbf{o}}\right)_{r=R} d \phi . \\
\bar{A}_{r_{o}}=\int_{0}^{R} \int_{0}^{R 2 \pi} f(r, \phi) G_{r_{o}}\left(r, \phi \mid r_{o,} \phi_{o}\right) r d r d \phi+ \\
\int_{0}^{2 \pi} R G_{r r_{o}}\left(R, \phi \mid \phi_{o}\right) A(\mathbf{r})_{r=R} d \phi-  \tag{12.2}\\
\int_{0}^{2 \pi} R A_{r}\left(R, \phi \mid \phi_{o}\right) G_{r_{o}}\left(\mathbf{r} \mid \mathbf{r}_{\mathrm{o}}\right)_{r=R} d \phi .
\end{gather*}
$$

Here, subscripts denote differentiation. The different derivatives of the infinite-domain Green's function given in (11) with respect to $r$ and $r_{o}$ are given by

$$
\begin{equation*}
G_{r}\left(R, \phi \mid \phi_{o}\right)=\frac{k}{4} Y_{o}^{\prime}(k R), \tag{13.1}
\end{equation*}
$$

$$
\begin{align*}
G_{r_{o}}\left(R, \phi \mid \phi_{o}\right) & =-\frac{k}{4} Y_{o}^{\prime}(k R) \cos \left(\phi-\phi_{o}\right),  \tag{13.2}\\
G_{r r_{o}}\left(R, \phi \mid \phi_{o}\right) & =-\frac{k^{2}}{4} Y_{o}^{\prime \prime}(k R) \cos \left(\phi-\phi_{o}\right) . \tag{13.3}
\end{align*}
$$

Thus, we have formulated the RW propagation equations for solving the Helmholtz equation in 1D and 2D. In the following section, we will present the results for test problems in 1D and 2D.

## 3. Benchmark Problems

We have chosen four benchmark problems. The first two problems involve the solution of Helmholtz equation in 1D. The first problem involves the solution of Helmholtz equation in a medium with real propagation constant ( $k=$ 1.0) with a sinusoidal ( $k_{f}=1.5$ ) forcing term. A real propagation constant corresponds to insulating medium, while a complex propagation constant corresponds to conducting medium. The analytical solution chosen is proportional to the forcing term. The rationale behind the choice of a sinusoidal forcing term is that any forcing function, piecewise continuous in the problem domain of interest can be decomposed into an infinite sum of sinusoids. The second problem involves a heterogeneous problem domain with a real propagation constant ( $k=$ 3.0) on the left and a complex propagation constant ( $k=$ $3.0+0.4 i)$. An analytical solution of the form $A \sin (k x)+B \cos (k x)$ is imposed on either side of the interface, while maintaining the continuity of the solution and its derivative at the interface. The third and the fourth problem involve the solution of 2D Helmholtz equation in insulating medium. For the third problem, we have chosen a circular cross section whose radius is equal to twice the wavelength in normalized length scales with $k=1$. The solution imposed on the problem domain is the Bessel function of zeroth order. For the fourth problem, we have chosen a Fourier mode solution in a square problem domain whose side is equal to four times the wavelength in normalized length scales with $k$ $=1$. The field variable of interest $A$ is zero in the top bottom and right boundary line; along the left boundary line $A$ is equal to $\cos (\pi y / L)$, where $L$ represents the length of the side of the square domain with $y=0$ coinciding with the bottom boundary line. The reason behind choosing such a solution is again that any piecewise continuous boundary condition can be decomposed into infinite number of such Fourier modes.

In order to estimate our field variable, $A$, of interest, we define RWs to start at the point, where we need to estimate $A$. The RWs propagate as "hops" of different sizes from the point of interest to the problem boundary, con-
sistent with a stochastic interpretation of (9) and (12). An accurate statistical estimate for $A$ can be obtained by averaging over large number of such RWs.

The results for these problems are shown in Figures (1) to (5). As seen from the figures, there is very good agreement between the analytical and RW results. We also observe that our algorithm has been able to capture multiple wavelengths. In addition, it can be noted that for the heterogeneous 1D problem, the solution is purely oscillatory in dielectric, while the solution is damped in the conductor. This is consistent with the usual skineffect type behavior expected in conducting medium. We coded the algorithm in MATLAB $5.0^{\mathrm{TM}}$, using a $400-$ MHz Apple PowerBook G3™ development platform. The computational details are presented in Table (1).


Figure 1: 1D homogeneous problem with real forcing term in insulating medium. $-10 \leq x \leq 10$ in normalized length scales and $k=1$. A real, forcing term equal to $\sin \left(k_{f} x\right)$ is applied with $k_{f}=1.5$. The solid line represents the exact analytical solution. The dots represent the random-walk solution points.


Figure 2: 1D heterogeneous problem, the real part of the solution. Heterogeneous domain with $-10 \leq x \leq 10$ in normalized length scales. For $x \leq 0, k=3$, while for $x \geq$ $0, k=3+0.4 i$. The solid line represents the exact analytical solution. The dots represent the random-walk solution points.


Figure 3: 1D heterogeneous problem, the imaginary part of the solution. Heterogeneous domain with $-10 \leq x \leq 10$ in normalized length scales. For $x \leq 0, k=3$, while for $x$ $\geq 0, k=3+0.4 i$. The solid line represents the exact analytical solution. The dots represent the random-walk solution points.


Figure 4: 2D homogeneous problem in an insulating circular cross section of diameter $4 \lambda$ in normalized length scales with $k=1$. A solution consisting of the zeroth order Bessel function is imposed. The solution is plotted along a diameter of the cross section. The solid line represents the exact analytical solution. The dots represent the random-walk solution points.


Figure 5: 2D homogeneous problem in an insulating square problem domain with a side equal to $4 \lambda$ in normalized length scales and $k=1$. A Fourier mode solution is imposed and the solution is plotted along the centerline $x$ axis. The solid line represents the exact analytical solution. The dots represent the random-walk solution points.

Table 1: Computational details for the verification problems.

| Problem Specifications | RWs per solution point | Time per solution point | Mean absolute error |
| :---: | :---: | :---: | :---: |
| 1D Helmholtz equation with source term | 20000 | About 1 second | $\begin{aligned} & \hline 0.004 \text { on a } \\ & \text { solution range } \\ & (-0.8 \text { to } 0.8) \\ & \hline \end{aligned}$ |
| 1D Helmholtz equation in heterogeneous problem domain | 500 | About 1 second | $\begin{array}{lr} \hline(1.7+2.8 i) \times 10^{-} \\ \text {15 on } & \text { a solu- } \\ \text { tion } & \text { range } \\ (-1-i) & \text { to } \\ (1+i) & \\ \hline \end{array}$ |
| 2D Helmholtz equation with a zeroth order Bessel function solution | 15000 | About 1 minute | $0.027+0.017 i$ <br> on a solution <br> range ( -0.4 to +1.0 ) |
| 2D Helmholtz equation with a Fourier mode solution | 15000 | About one minute | $0.106+0.143 i$ on a solution range ( -5 to +5) |

## 4. Conclusions

In conclusion, we have been able to create a floating RW algorithm for Maxwell-Helmholtz equations at multiple wavelength scales. Our next goal is to extend this approach to heterogeneous problems in 2D and 3D. The absence of analytical Green's function in 2D and 3D for structures of arbitrary heterogeneity makes this an interesting problem. A possible future application of this algorithm would be the extraction of frequency- dependent inductance, resistance and capacitance. We believe that with additional development, this algorithm will lead to the development of IC CAD for high-end digital IC interconnect systems.
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#### Abstract

A novel time-domain technique is proposed for the analysis of MEMS-based variable devices involving motion to arbitrary in-plane directions using the adaptive body fitted grid generation method with moving boundaries. MEMS technology is growing rapidly in the RF field and the accurate design of RF MEMS switches that can be used for phase shifting or reconfigurable tuners requires the computationally effective modeling of their transient and steady-state behavior including the accurate analysis of their time-dependent moving boundaries. Due to the limitations of the conventional time-domain numerical techniques, it is tedious to simulate these problems numerically. The new technique proposed in this paper is based on the time-difference time-domain method with an adaptive implementation of grid generation. Employing this transformation, it is possible to apply the grid generation technique to the analysis of geometries with time-changing boundary conditions. A variable capacitor that consists of two metal plates that can move to arbitrary in-plane directions is analyzed as a benchmark. The numerical results expressing the relationship between the velocity of the plates and the capacitance are shown and the transient effect is accurately modeled.


## 1. Introduction

The accurate knowledge of the electromagnetic field variation for a moving or rotating body is very important for the realization of new optical or microwave devices, such as the RF-MEMS structures used in phase-shifters, couplers or filters
[1,2]. Computational method for moving boundary problems have been presented earlier in heat and fluid flow area [3-6]. In this paper, we propose a new numerical approach for the analysis of this type of problems that alleviates the limitations of the conventional time-domain techniques in the electromagnetic field [7-12] and shows good agreement with analytical results [13]. Employing the transformation with the time factor, it is possible to apply the grid generation technique of [14] to the time-domain analysis of geometries with moving objects. With such a grid, the FD-TD method can be solved very easily on a "static" (time-invariant) rectangular mesh regardless of the shape and the motion of the physical region, something that makes it an especially good tool to analyze arbitrary shape and motion. In this paper, this simulation method is applied to the analysis of a two-dimensional MEMS variable capacitor with arbitrary in-plane motions of its interdigitated fingers.

## 2. General Theory of the Body-Fitted Grid Generation Method with Moving Boundaries

This technique is based on the finite-difference time-domain (FD-TD) method with an adaptive implementation of grid generation. The key feature of this method is that the time factor is added to the conventional numerical grid generation. We have improved the grid generation of [14] to the present one having a coordinate line coincident with arbitrarily shaped moving boundaries or moving bodies. Employing this transformation, it is possible to apply the grid generation technique to the analysis of geometries with time-changing boundary conditions. With such a grid, the FD-TD method can be solved very easily using
a time-invariant square grid (rectangular computational region) regardless of the shape and the motion of the physical region. Employing the transformation with the time factor, the partial differential equation in the physical region $(x, y, z, t)$ is related to the computational region $(\xi, \eta, \varsigma, \tau)$ as follows

$$
\begin{align*}
& x=x(\xi, \eta, \varsigma, \tau)  \tag{1}\\
& y=y(\xi, \eta, \varsigma, \tau)  \tag{2}\\
& z=z(\xi, \eta, \varsigma, \tau)  \tag{3}\\
& t=t(\xi, \eta, \varsigma, \tau) \tag{4}
\end{align*}
$$

The inverse transformation is given by

$$
\begin{align*}
& \xi=\xi(x, y, z),  \tag{5}\\
& \eta=\eta(x, y, z),  \tag{6}\\
& \varsigma=\varsigma(x, y, z),  \tag{7}\\
& \tau=\tau(x, y, z) . \tag{8}
\end{align*}
$$

According to the transformation, the first derivatives are transformed as follows,

$$
\left[\begin{array}{l}
\partial / \partial x  \tag{9}\\
\partial / \partial y \\
\partial / \partial z \\
\partial / \partial t
\end{array}\right]=K\left[\begin{array}{l}
\partial / \partial \xi \\
\partial / \partial \eta \\
\partial / \partial \varsigma \\
\partial / \partial \tau
\end{array}\right]
$$

The inverse transformation is given by,

$$
\left[\begin{array}{l}
\partial / \partial \xi  \tag{10}\\
\partial / \partial \eta \\
\partial / \partial \varsigma \\
\partial / \partial \tau
\end{array}\right]=L\left[\begin{array}{l}
\partial / \partial x \\
\partial / \partial y \\
\partial / \partial z \\
\partial / \partial t
\end{array}\right]
$$

where the matrices $K$ and $L$ are given by

$$
K=\left[\begin{array}{llll}
\partial \xi / \partial x & \partial \eta / \partial x & \partial \varsigma / \partial x & \partial \tau / \partial x  \tag{11}\\
\partial \xi / \partial y & \partial \eta / \partial y & \partial \varsigma / \partial y & \partial \tau / \partial y \\
\partial \xi / \partial z & \partial \eta / \partial z & \partial \varsigma / \partial z & \partial \tau / \partial z \\
\partial \xi / \partial t & \partial \eta / \partial t & \partial \varsigma / \partial t & \partial \tau / \partial t
\end{array}\right]
$$

and

$$
L=K^{-1}=\left[\begin{array}{llll}
\partial x / \partial \xi & \partial y / \partial \xi & \partial z / \partial \xi & \partial t / \partial \xi  \tag{12}\\
\partial x / \partial \eta & \partial y / \partial \eta & \partial z / \partial \eta & \partial t / \partial \eta \\
\partial x / \partial \varsigma & \partial y / \partial \varsigma & \partial z / \partial \varsigma & \partial t / \partial \varsigma \\
\partial x / \partial \tau & \partial y / \partial \tau & \partial z / \partial \tau & \partial t / \partial \tau
\end{array}\right] .
$$

By this transformation, there is a unique correspondence between the computational region and the physical region. The transformed region can be easily solved in the rectangular computational region by FD-TD method. The stability criterion for FD-TD algorithm is discussed in [8].

## 3. Two Dimensional Variable Capacitor with Arbitrary Motions

The geometry to be considered here is shown in Fig. 1. Under the combined effect of mechanical and electrical force, the two plates are assumed to move with different velocities to arbitrary in-plane directions. For the two-dimensional TM-propagation case, there are only Ex, Ey, Hz nonzero components with a time variation given by the following equations,

$$
\begin{align*}
\frac{\partial H_{z}}{\partial t} & =\frac{1}{\mu}\left(\frac{\partial E_{x}}{\partial y}-\frac{\partial E_{y}}{\partial x}\right),  \tag{13}\\
\frac{\partial E_{x}}{\partial t} & =\frac{1}{\varepsilon}\left(\frac{\partial H_{z}}{\partial y}-J_{x}\right), \tag{14}
\end{align*}
$$

$$
\begin{equation*}
\frac{\partial E_{y}}{\partial t}=-\frac{1}{\varepsilon}\left(\frac{\partial H_{z}}{\partial x}+J_{y}\right) \tag{15}
\end{equation*}
$$

where $\varepsilon, \mu$ are the constitutive parameters of the respective media. In Fig. 1, the configurations of the physical and of the computational regions are shown. The interdigitated fingers are assumed to move to arbitrary directions in the $x y$-plane with velocities v and u , respectively and the direction of their motion is shown by the angles $\theta_{v}$ and $\theta_{u}$. Using a coordinates' transformation technique, the time-changing physical region $(x, y, t)$ can evolve to a time-invariant computational domain $(\xi, \eta, \tau)$. To transform the equations, it is easy to separate the physical region in 25 subregions, where ( $\mathrm{n}, \mathrm{m}$ ) are the indices of each subregion in $x$ - and $y$-direction. The number of subregions depends on the geometry of the moving parts of the geometry.

Different subregions are characterized by different velocities in amplitude and/or direction. The transform equations between the physical and the computational regions are chosen as

$$
\begin{align*}
& \xi=\alpha_{n-1} \frac{x-h_{n-1}(t)}{h_{n}(t)-h_{n-1}(t)}+\xi_{n-1},  \tag{16}\\
& \eta=\beta_{m-1} \frac{y-g_{m-1}(t)}{g_{m}(t)-g_{m-1}(t)}+\eta_{m-1},  \tag{17}\\
& \tau=t \tag{18}
\end{align*}
$$

where $\mathrm{n}=1,2,3,4,5 \mathrm{~m}=1,2,3,4,5$ and $h_{0}(t), h_{1}(t)$, $h_{2}(t), h_{3}(t), h_{4}(t), h_{5}(t), g_{0}(t), g_{1}(t), g_{2}(t), g_{3}(t)$, $g_{4}(t), g_{5}(t)$ are written in the following form assuming that the plate velocities remain constant for the whole time of their motion. $\alpha_{n-1}, \beta_{m-1}$ are coefficients to normalize the computational region. The coordinates $x_{1}, x_{2}, x_{3}, x_{4}$, and $y_{1}, y_{2}, y_{3}, y_{4}$ represent the initial positions of the plates,

$$
\begin{align*}
& h_{1}(t)=x_{1}+\left(v \cos \theta_{v}\right) t,  \tag{19}\\
& h_{2}(t)=x_{2}+\left(u \cos \theta_{u}\right) t,  \tag{20}\\
& h_{3}(t)=x_{3}+\left(v \cos \theta_{v}\right) t,  \tag{21}\\
& h_{4}(t)=x_{4}+\left(u \cos \theta_{u}\right) t,  \tag{22}\\
& g_{1}(t)=y_{1}+\left(u \sin \theta_{u}\right) t,  \tag{23}\\
& g_{2}(t)=y_{2}+\left(v \sin \theta_{v}\right) t,  \tag{24}\\
& g_{3}(t)=y_{3}+\left(v \sin \theta_{v}\right) t,  \tag{25}\\
& g_{4}(t)=y_{4}+\left(u \sin \theta_{u}\right) t, \tag{26}
\end{align*}
$$

The functions $h_{l}(t), h_{2}(t), h_{3}(t), h_{4}(t), g_{1}(t), g_{2}(t), g_{3}(t)$, $g_{4}(t)$, describe the movement along the $x$ and $y$ axis, respectively, and allow for the realization of a rectangular grid with stationary boundary conditions, where $h_{d}(t)=0, h_{5}(t)=$ $L_{x}, g_{0}(t)=0, g_{5}(t)=L_{y}, 0 \leq \theta_{u} \leq 360^{\circ}, 0 \leq \theta_{v} \leq 360^{\circ}$. By choosing the angles, it is easy to apply this technique for the analysis of arbitrary motions. The partial time-derivatives in the transformed domain $(\xi, \eta, \tau)$ can be expressed in terms of the partial derivatives of the original domain $(x, y, t)$ using eqs. (16)-(26). The FDTD technique can provide the time-domain solution of the rectangular $(\xi, \eta, \tau)$ grid. The stability criterion in this case is chosen as c $\Delta \mathrm{t} \leq \delta / 0.707$, where $\delta=\Delta \mathrm{x}_{\mathrm{o}}=\Delta \mathrm{y}_{\mathrm{o}}$ assuming the grid is uniformly discretized in both directions. In
general, $\delta$ is the minimum space increment (minimum cell size) for $x$ and $y$ directions [8].

## 4. Numerical Results

To validate this approach, numerical results are calculated for a two-dimensional variable capacitor with its fingers moving only to the $x$-direction. The grid includes $200 \times 200$ cells where $\mathrm{L}_{\mathrm{x}}=$ $\mathrm{L}_{\mathrm{y}}=\mathrm{L}=5 \lambda, \Delta \mathrm{x}=\Delta \mathrm{y}=\mathrm{L} / 200$, and $\Delta \mathrm{t}=\mathrm{L} / 800 \mathrm{c}$. In this case, as the plates are moving only to the $x$-direction away from each other, the angles are $\theta_{u}=0^{\circ}, \theta_{v}=180^{\circ}$ and as the plates are approaching other, the angles are $\theta_{u}=180^{\circ}, \theta_{v}=0^{\circ}$. The initial plate separation is $L / 5$ and the grid is terminated with Mur's absorbing boundary conditions. The relation between the velocity and the transient value of the capacitance between the moving fingers, assuming that they start to move away and approach each other at $\mathrm{t}=40$ time-step and stop at $\mathrm{t}=60$ time-step, is shown in Fig. 2. The capacitance is derived from [15] and is calculated in the area of no. 43 in Fig. 2. Theoretically, the value of the capacitance is derived from $C=\varepsilon_{0} S / d$, where $d=\lambda, S=$


Fig. 1. Physical region (top graph) and computational (bottom graph) region.
$\lambda \times 1$. The stationary value ( $u=v=0$ ) in Fig. 2 , is agreed with this theoretical value. It can be observed that different velocity values lead to different values of the capacitance, since they
affect the spacing of the fingers for a specific $t_{0}$ time-step. Fig. 3 displays computational results of the time dependence of the transient capacitance for velocity values in the range of $u=v=2 \times 10^{-3} c$ to $u=v=8 \times 10^{-3} c$, assuming that the plates move away from each other from $\mathrm{t}=10$ time-step to $\mathrm{t}=60$ time-step. The horizontal axis indicates the normalized time expressed in time steps and the vertical axis indicates the value of the transient capacitance. The stationary value $(\mathrm{v}=\mathrm{u}=0)$ is displayed for reference reasons and demonstrates a (smoother) time-variation due to the time evolution of the excitation function itself. In Fig. 4, the time dependence of the transient capacitance is demonstrated for various velocity values, assuming that the plates approach each other from $t=20$ time-step to $t=60$ time-step. Following this approach other, the angles are $\theta_{u}=0^{\circ}, \theta_{v}=180^{\circ}$ and as the plates are approaching other, the angles are $\theta_{u}=180^{\circ}, \theta_{v}=0^{\circ}$. The initial plate separation is $L / 5$ and the grid is terminated with Mur's absorbing boundary conditions. The relation between the velocity and the transient value of the capacitance between the moving fingers, assuming that they start to move away and approach each other at $\mathrm{t}=40$ time-step and stop at $\mathrm{t}=60$ time-step, is shown in Fig. 2. The capacitance is derived from [15] and is calculated in the area of no. 43 in Fig. 2. Theoretically, the value of the capacitance is derived from $C=\varepsilon_{0} S / d$, where $d=\lambda, S=\lambda \times 1$. The stationary value ( $\mathrm{u}=\mathrm{v}=0$ ) in Fig. 2, is agreed with this theoretical value.
It can be observed that different velocity values lead to different values of the capacitance, since they affect the spacing of the fingers for a specific $\mathrm{t}_{0}$ time-step. Fig. 3 displays computational results of the time dependence of the transient capacitance for velocity values in the range of $u=v=2 \times 10^{-3} c$ to $u=v=8 \times 10^{-3} c$, assuming that the plates move away from each other from $\mathrm{t}=10$ time-step to $\mathrm{t}=60$ time-step.


Fig. 2. Capacitance versus velocity.


Fig. 3. Time dependence of transient capacitance for each velocity, where plates go away from $\mathrm{t}=10$ time steps to $\mathrm{t}=60$ time steps.


Fig. 4. Time dependence of transient capacitance for each velocity, where plates approach each other from $\mathrm{t}=10$ time- steps to $\mathrm{t}=60$ time-steps.

The horizontal axis indicates the normalized time expressed in time steps and the vertical axis indicates the value of the transient capacitance. The stationary value $(\mathrm{v}=\mathrm{u}=0)$ is displayed for reference reasons and demonstrates a (smoother) time-variation due to the time evolution of the excitation function itself. In Fig. 4, the time dependence of the transient capacitance is demonstrated for various velocity values, assuming that the plates approach each other from $t=20$ time-step to $t=60$ time-step. Following this approach for the whole period of the motion of the fingers, it is easy to perform an accurate analysis of the transient response of the structure and predict the ringing parasitic effects. It is clear that the transient effect is more pronounced for the higher values of velocity.

## Conclusions

A novel time-domain modeling technique that has the capability to accurately simulate the transient effect of variable capacitors with arbitrary in-plane motion of their plates has been proposed. This technique is a combination of the FDTD method and the body fitted grid generation technique. The key point of this approach is the enhancement of a space and a time transformation factor that leads to the development of a time-invariant numerical grid. The numerical results of the relation between the capacitance and the velocity of the motion are shown for a MEMS capacitor and demonstrate the proposed technique's unique computational advantages in the modeling of microwave devices with moving boundaries.
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#### Abstract

Electromagnetic induction (EMI) sensing, from 10's of Hz up to 100 's of kHz , is emerging as one of the most promising remote sensing technologies for detection and discrimination of buried metallic objects, particularly unexploded ordinance (UXO). For a single homogenous target it has been shown that the scattered EMI signal strongly depends on an object's geometry and its electromagnetic parameters. Most if not all UXO contain different kinds of metal. Additionally, UXO sites are often highly contaminated with metallic clutter. Methods are currently needed to distinguish dangerous objects, such as UXO, from innocuous clutter. Recently, analysis of broadband EMI responses from multiple objects has demonstrated significant interaction between them. The main goal of the paper is to investigate interaction phenomena between highly conducting and permeable metallic objects in the EMI frequency range. Numerical results are compared with experimental data for canonical geometries (spheres and cylinders). The results indicate when and how interaction affects the EMI responses and provides guidance for use of this understanding for future target discrimination purposes.


Keywords: UXO, Low frequency, Electromagnetic induction, Auxiliary sources, Interaction, multiple, scattering.

## I. Introduction

Cleaning up buried unexploded ordinance has been identified as a very high priority environmental problem for many years. A significant fraction of all ordinance fired does not detonate and remains dangerous for a long time. In some cases, the ordinance is broken in parts upon impact with the ground, complicating discrimination and possibly contaminating ground water with explosive residues. Most if not all UXO are composite objects with distinct, relatively homogeneous sections, each consisting of different metal shown in Fig. 1, e.g., head, body, tail and fins, copper banding, etc. Further, in many highly contaminated sites, multiple UXO together with widespread clutter appear simultaneously within the field of view of the sensor. The false alarm rate produced by clutter is extremely high and typically causes the majority of remediation costs to be spent on excavating innocuous items. At present the major problem is discrimination not detection. One of most promising technologies for UXO discrimination is electromagnetic
induction (EMI) sensing, operating from 10 's of Hz up to 100 's of kHz. EMI sensing has some distinct advantages relative to ground penetrating radar (GPR): while still range limited, practical depth of penetration of EMI signals is typically not limited by the lossiness of conductive soils, and signal clutter due to dielectric heterogeneity is negligible. At the same time, approaches to processing and resolution improvement that are well established for GPR do not carry over to EMI surveying. Frequency domain EMI responses typically are characterized using two components: one inphase with the primary magnetic field and the other quadrature part and they depend on an object's geometry and it's EM parameters [1], [2].

The magnetic fields radiated by both the sensor and the object fall off very sharply as a function of distance, $\sim 1 / R^{3}$. Therefore, the sensor affects different materials and sections of the target differently. The transmitted ("primary") field produces much stronger excitation of the closest portion of the target. In turn, the parts of the target radiating closest to the receiver disproportionately influence on the scattered signal. These proximity effects are particularly important for identification and discrimination of multiple and composite objects. Analytical techniques based on simple resonating magnetic and electric dipoles are insufficient [3], when sensors pass close to the target, as is often the case in UXO surveying.


Fig. 1. 120 mm HEAT round UXO consists of four sections, altogether about 80 cm long: 1) magnetic (steel), 2) nonmagnetic titanium, 3) steel, and 4) aluminum.

The physics of UWB $(1 \mathrm{~Hz}-300 \mathrm{kHz})$ EMI phenomena is of diffusion rather than wave propagation. In general, in the EMI realm displacement currents can be neglected in both target
and surrounding media (air, ground). This means that the dielectric constant of the surrounding medium is typically unimportant for EMI identification of buried targets such as UXO and competing clutter. Soil conductivity is nine orders of magnitude lower than conductivity of a scatterer, which combine with weak electric fields produce only weak soil currents. This means that the exterior (soil) magnetic fields are irrotational, and can thus be represented efficiently using a simple scalar potential. Here we proceed in terms of such potential outside the target, while retaining a vector field formulation inside the metallic object, which an external transmitted ("primary" or excitation) magnetic field may penetrate significantly.

The main goal of the paper is to investigate interaction between highly conducting and permeable metallic sizable objects in the EMI frequency range; and further, to provide the understanding of why, when, and how the interaction affects the EMI response; and finally, to interpret data meaningfully for target classification purposes.

## II. A Hybrid Full MAS and MAS-TSA Method for Multiple Targets

Assume that highly conducting and permeable multiple metallic objects $\ell=1,2, \ldots, \mathrm{~N}_{\mathrm{ob}}$ (where $\mathrm{N}_{\mathrm{ob}}$ is the number of objects) are placed in a uniform background with the electromagnetic properties effectively of free space. The objects are illuminated by a time varying primary magnetic field and are characterized by relative permeabilities $\mu_{\ell, \mathrm{r}}$ and conductivities $\sigma_{\ell}[\mathrm{S} / \mathrm{m}]$. The time dependence expression of $\mathrm{e}^{\mathrm{j} \omega t}$ is suppressed subsequently. The region external to the objects is region 0 , and region internal to the $\ell$ object is region $\ell$. Let $\hat{\mathbf{n}}_{\ell}$ to be outward pointing, normal unit vector to the boundary $\mathbf{S}_{\ell}$ lying between region 0 and $\ell$-th region as shown in Fig. 2. The primary magnetic field penetrates inside objects to some degree, inducing currents within and producing secondary/scattered fields outside. It is very well established that, in the magneto-quasistatic regime, displacement currents $\mathbf{j} \omega \mathbf{D}$ can be neglected in comparison with conduction currents within objects. Outside of the targets, the electric field is small. This means that Ampere's Law becomes a homogeneous equation, $\nabla \times \mathbf{H}=0$. The magnetic field in region 0 is irrotational and can be represented as the gradient of a scalar potential. The magnetic field in region $\ell$ satisfies vector wave equation:

$$
\begin{equation*}
\nabla \times \nabla \times \mathbf{H}_{\ell}-\mathrm{k}_{\ell}^{2} \mathbf{H}_{\ell}=0, \tag{1}
\end{equation*}
$$

where $\mathrm{k}_{\ell}=\sqrt{-\mathrm{j} 2 \pi \nu \mu_{\mathrm{o}} \mu_{\ell, \mathrm{r}} \sigma_{\ell}}$ and v is frequency [Hz].


Fig. 2. MAS diagram for multiple objects.
The boundary conditions on the surfaces of the objects specify continuity of tangential components of $\mathbf{H}$ and normal component of $\mathbf{B}$.
On surface $S_{\alpha}$ :
$\hat{\mathbf{i}}_{1, \alpha}(\mathbf{r}) \cdot\left[\sum_{\ell=1}^{\mathrm{N}_{\text {Nu }}} \mathbf{H}_{\ell}^{\mathrm{sc}}(\mathbf{r})+\mathbf{H}^{\mathrm{pr}}(\mathbf{r})\right]-\hat{\mathbf{i}}_{2, \alpha}(\mathbf{r}) \cdot\left[\sum_{\ell=1}^{\mathrm{N}_{\text {oh }}} \delta_{\alpha}^{\ell} \mathbf{H}_{\ell}(\mathbf{r})\right]=0$.
Here the vectors $\hat{\mathbf{i}}_{i, \alpha}(\mathbf{r})$ consist of two independent tangential and one normal vector at each point on the $S_{\alpha}$ surfaces, $\alpha=1,2, \ldots, \mathrm{~N}_{\mathrm{ob}}$. In the case of the tangential vectors, $\hat{\mathbf{i}}_{2, \alpha}(\mathbf{r})=\hat{\mathbf{i}}_{1, \alpha}(\mathbf{r}) \quad$ while for the normal case $\hat{\hat{\mathbf{i}}}_{2, \alpha}(\mathbf{r})=\mu_{\alpha, \mathrm{r}} \hat{\mathbf{i}}_{1, \alpha}(\mathbf{r})$

$$
\delta_{\alpha}^{\ell}=\left\{\begin{array}{l}
0 \text { if } \ell \neq \alpha  \tag{3}\\
1 \text { if } \ell=\alpha
\end{array}\right.
$$

The hybrid full MAS /MAS-TSA [4], [5] was applied for solving this problem. $\mathbf{H}_{\ell}^{\text {sc }}(\mathbf{r})$ are secondary magnetic fields and they are simulated using auxiliary magnetic charges placed on auxiliary surfaces $\partial S_{\ell}^{\text {in }}$ [1], [2]. We emphasize that these auxiliary surfaces $\partial S_{\ell}^{\text {in }}$ are enclosed by the physical surfaces $S_{\ell}$ and assume that they radiate in unbounded free space, with region 0 characteristics, giving rise to the secondary field, $\sum_{\ell=1}^{\mathrm{N}_{\phi d}} \mathbf{H}_{\ell}^{\mathrm{sc}}(\mathbf{r})$. Similarly, the $\mathbf{H}_{\ell}(\mathbf{r})$ is magnetic field produced by auxiliary magnetic dipoles placed on the external auxiliary surface $\partial S_{\ell}^{\mathrm{ou}}$ and they are assumed to radiate in unbounded homogeneous space filled with $\ell$-th target's material properties [1], [2]. Applying boundary conditions (2) at given point produces a linear system of


Fig. 3. Scattered magnetic fields versus frequency for two cylinders placed end to end.
equations in which the amplitudes of auxiliary sources are to
be determined.

## III. Results

To analyze interaction between multiple highly conducting and permeable objects, a computer code was written based on the full MAS and hybrid MAS/MAS-TSA method and several results were extracted and compared to available experimental data.

## 1. Two cylinders

## a. Non-uniform excitation

For the validity of the hybrid full MAS/ MAS-TSA method for multiple targets, we first examine the scattered field for two cylinders illuminated by GEM-3 multi-loop antenna. Cylinders are lined up along the axis of symmetry. The primary magnetic field generated by a GEM-3 sensor was modeled as a field radiated by two concentric coils [2]. The current amplitudes on the coils were chosen such that at the


Fig. 4. Secondary magnetic fields versus frequency for two cylinders. Axial excitation: Solid lines correspond to simple summation of responses from each cylinder. Circle lines include interaction between them.
center of the coils the primary magnetic field is zero. Two excitations were considered 1) Axial, i.e. when the coil axes of GEM-3 are aligned with the axis of symmetry of the cylinders and 2) Transverse, i.e. when the GEM-3 axis is orthogonal to the cylinders' axes. In numerical tests for the transverse case, the primary field was considered to be uniform. This assumption is reasonable because the diameter of the cylinders is small relative to the targets' distance from the sensor. The cylinders parameters are: magnetic steel $\left(\mathrm{L}_{2}=3\right.$ inch, $\mathrm{L}_{2} / 2 \mathrm{a}_{2}=$ $2, \sigma=410^{6} \mathrm{~S} / \mathrm{m}, \mu_{2 \mathrm{r}}=120$ ) and stainless steel (non-magnetic, $\mathrm{L}=3$ inch, $\mathrm{L}_{1} / 2 \mathrm{a}_{1}=2, \sigma=1.410^{6} \mathrm{~S} / \mathrm{m}, \mu_{1 \mathrm{r}}=1$ ). Fig. 3 a ) shows scattered magnetic field versus frequency, when stainless steel is up (i.e. towards the sensor) and the magnetic steel cylinder is down, while the magnetic steel is up stainless steel is down in Fig. 3 b). The observation point is $z=31 \mathrm{~cm}$ from the middle point between the cylinders. In numerical calculations, the distance between cylinders was assumed to be 10 micrometers. The numerical solution is seen to be in very close agreement with measured data. A similar pattern is observed for transverse excitation in Fig. 3 c).
Note a particular advantage here from using the MAS and MAS-TSA formulations. Conventional integral equation approaches, e.g. MoM, encounter difficulties when two distinct bounding surfaces are very close to one another, as in the example above. Singularities on one surface are close enough to the other surface to disrupt simple integration routines on the latter. They cannot be separated and integrated out analytically in the same way as singularities within a
single surface can be. MAS-based methods encounter no such problems, because auxiliary surfaces containing the sources are purposely displaced from the physical surfaces.

## b. Uniform excitation

Next we examine broadband EMI scattering from two geometrically identical cylinders (radius $a=10 \mathrm{~cm}$, ratio length to the radius is $\mathrm{L} / 2 a=3$ ) lined up along the z -axis and excited by a spatially uniform oscillating magnetic field $\mathbf{H}^{\mathrm{pr}}=\mathrm{H}_{\mathrm{o}} \hat{\mathrm{z}}, \mathrm{H}_{\mathrm{o}}=1(\mathrm{~A} / \mathrm{m})$. The cylinders electromagnetic parameters are: for case 1 (Fig. $3 \mathrm{a}, \mathrm{b}, \mathrm{c}$ ) in which both cylinders are the same $\left(\mu_{1, \mathrm{r}}=\mu_{2, \mathrm{r}}=150, \sigma_{1}=\sigma_{2}=4 \cdot 10^{6} \mathrm{~S} / \mathrm{m}\right)$; and case 2 (Fig. 3 d , e, f) in which one cylinder is nonpermeable (aluminum , $\mu_{1, \mathrm{r}}=1, \sigma_{1}=2.8 \cdot 10^{7} \mathrm{~S} / \mathrm{m}$ ) and one is permeable (steel, $\mu_{2, \mathrm{r}}=150, \sigma_{2}=4 \cdot 10^{6} \mathrm{~S} / \mathrm{m}$ ). Fig. 4 shows comparison of the secondary magnetic fields (inphase and quadrature parts) for the two cylinders with and without interaction included in the calculations. The distances between them are: $a / 100$ Fig. 4 a-d:, $a / 2$ Fig. $4 \mathrm{~b}-\mathrm{e}: a / 2$ and $2 a$. Fig. $4 \mathrm{c}-\mathrm{f}$. Observation point is $\mathrm{x}=\mathrm{y}=0, \mathrm{z}=3 \mathrm{~m}$ from the middle point between cylinders. These results clearly demonstrate the possibility of significant coupling between metallic objects over entire broadband EMI range. The interaction effects are much larger at low frequencies than at high frequencies. The results also show that the coupling between objects strongly


Fig. 5. Secondary magnetic fields versus frequency for two cylinders. Transverse excitation: Solid lines correspond to simple summation of responses from each cylinder. Circle lines include interaction between them.
depends on distances between objects and especially on their material properties. As distance decreases, the difference between the simple summation and full interaction increases greatly, specifically for the two permeable cylinders Fig. 4 a-c. For the two identical permeable cylinders, coupling still exists even when the distance between them is one diameter Fig. 4 c. However, the coupling between non-permeable and permeable cylinders disappears at $a / 2$ distance (Fig. 4 e ), and is small in any case.
The same cylinders were excited by a time varying uniform magnetic field oriented orthogonal to their axis of symmetry (transverse excitation). Fig. 5 shows the Hx component of the scattered magnetic field versus frequency at the point $y=z=0$ and $\mathrm{x}=1 \mathrm{~m}$ from the middle point between cylinders, for different distances between them: Fig. 5 a , d correspond to separations of a/100; Fig. 5 b) e) for $\mathrm{a} / 2$; and Fig. 5 for separation 2a. Again, the results show the existence of coupling between highly conducting and permeable metallic targets in EMI frequency range. At low frequencies the interaction between permeable objects Fig. 5 acc) is much stronger than between non-permeable and permeable objects Fig. 5 dff ). Additionally, Fig. 5 shows that in case of the
transverse excitation the coupling between cylinders is weaker than in axial excitation.

## 2. Two spheres under uniform primary magnetic field.

Similar tests were performed for two geometrically identical spheres (radius $a=25 \mathrm{~cm}$ ), lined up along the z -axis and excited by a uniform oscillating magnetic field. The spheres‘ electromagnetic parameters and distances between them are exactly the same as for the cylinders in section III part 1.

Fig. 6 shows EMI responses by the two spheres. In general the effect of interaction between the spheres is similar to that for the cylinders, although the degree of coupling between two permeable cylinders is much greater than between comparable spheres. However, interaction between non-permeable and permeable spheres is stronger than between the comparable cylinders. Overall, at low frequencies the amplitude of EMI responses for interacting permeable targets increases 1.3~2 times (see Fig. 3 a) and Fig. 5 a) ). At highest frequencies (PEC) responses decrease, though very slightly.

The same spheres were illuminated by a primary magnetic field oriented transverse to the axis of alignment. The results


Fig. 6. Secondary magnetic fields versus frequency for two spheres aligned along the Z axis. Axial $(\mathrm{Z})$ excitation: Solid lines $=$ simple summation of responses, circle lines include all interaction between them.


Fig. 7. Secondary magnetic fields vs frequency for two spheres, with excitation transverse to alignment axis: Solid lines = simple summation of responses, circle lines include interaction between them.
are shown on Fig. 7. In general the interaction between spheres for the cases is the same as for cylinders Fig. 5. However, the results show that at high frequencies coupling between cylinders is stronger then between spheres Fig. 5 d) Fig. 7. d).

## Near field analysis

In this section we present near field analysis to provide an understanding of the interaction phenomena between metallic objects. Fig. 8 shows equal lines of the total field $\mu_{\mathrm{i}, \mathrm{r}}\left|\mathbf{H}_{\mathrm{i}}\right|$ distributed inside and outside of the two identical objects, where the subscript $i$ corresponds to zero for free space and 1 or 2 to the first or second targets, respectively. The EM and geometrical parameters are the same as for Fig. 3 b and Fig. 5 b cases, with spheres ( $\mathrm{a}-\mathrm{b}$ ) and cylinders ( $\mathrm{c}-\mathrm{d}$ ) at different frequencies between $10^{-3} \mathrm{~Hz}$ ( $\sim$ magnetostatic limit) and $10^{5} \mathrm{~Hz}$ ( $\sim \mathrm{PEC}$ limit). The distance between objects is 5 cm and they are illuminated by uniform primary magnetic field $\mathbf{H}^{\mathrm{pr}}=\hat{\mathrm{z}}$. Inside permeable metallic object small magnetic dipoles exists. Normally (no external magnetic fields) these
dipoles are oriented chaotically and the total field produced by them is zero. When the permeable metallic object is placed inside the low frequency $10^{-3} \mathrm{~Hz}$ primary magnetic field, then the primary field forces the internal dipoles to line up in one direction, so that the induced magnetic field is inphase with the primary field and amplifies that field in the external region.
For a single highly permeable sphere under uniform primary magnetic field with unit amplitude $1(\mathrm{~A} / \mathrm{m})$ we see [6] that the amplitude of the total external magnetic field on the boundary approaches a magnitude no greater than about $3(\mathrm{~A} / \mathrm{m})$, m matter how large $\mu_{\mathrm{r}}$ is made. Numerical simulations [7] have shown that comparable external fields for the cylinder approach approximately $2 \sim 2.5$. Fig. 8 shows the amplitude of the total $\mu_{\mathrm{i}, \mathrm{r}}\left|\mathbf{H}_{\mathrm{i}}\right|$ field for permeable spheres (a) and cylinders (c). The field mostly is focused between the objects and increases dramatically from 1 to 4.2 for spheres and from 1 to 8.52 for cylinders. In other simulations we observe that, as two permeable targets approach each other at low frequency, the amplitude of the total field between them significantly increases to factors much greater than those cited above. The stronger magnetic field around each object induces stronger


Fig. 8. Absolute value of the total $\mu_{\mathrm{i}, \mathrm{r}}\left|\mathbf{H}_{\mathrm{i}}\right|$ field for axial excitation; left: low frequency; right: high frequency.
response within the other object, which altogether produces stronger far field. By contrast, at high frequencies the induced currents inside object become small, and are distributed only on the surface, opposing the primary magnetic field. When two objects are placed close to each other the total field between objects is suppressed. Figs. 8 b, d show the near magnetic field for the high frequency ( $\sim \mathrm{PEC}$ ) case. These figures show that the total magnetic fields between objects approaches zero and scattered magnetic fields from the targets are slightly smaller than summation of fields from the separate targets.

In order to understand the underlying physics of transverse excitation (Figs. 5 and 7), Fig. 9 shows contours of the total magnetic field $\mu_{\mathrm{i}, \mathrm{r}}\left|\mathbf{H}_{\mathrm{i}}\right|$ between the same permeablecylinders and spheres as in Fig. 5 and Fig.7. The distance between objects is 5 cm and they are excited by a uniform primary magnetic field $\mathbf{H}^{\mathrm{pr}}=\hat{\mathrm{x}}$, perpendicular to the line connecting their centers. In these cases the primary magnetic field is
parallel to the parts of the spheres and cylinders that are closest to one another. The results show that, at low frequency, the total magnetic fields between the objects are reduced (Fig. 9 a) and c)). This is due to the geometry of the scattered field lines. At low frequency one may think of these lines as radiating from the North pole of each object (on its side in the transverse case), in phase with the primary field, but then arcing around until they are again parallel to but opposed to the primary field in the region alongside the objects. Thus at very low frequency the tangential component of the scattered magnetic field opposes the primary magnetic field between the objects, and total external field is reduced there. According to standard EM boundary conditions, the tangential components of the total magnetic field inside and outside the object must be continuous. Along the line connecting the object centers, the primary and secondary magnetic fields are indeed tangential to the target surfaces. Thus the reduced external field corresponds to a reduced internal field and hence a


Fig. 9. Absolute value of the total $\mu_{\mathrm{i}, \mathrm{r}}\left|\mathbf{H}_{\mathrm{i}}\right|$ field for transverse excitation; left: low frequency; right: high frequency.
smaller magnetic moment. These facts explain the observation that at low frequency the value of the scattered magnetic field for two objects with coupling Fig. 4 a-c) and Fig. 6 a-c) is smaller than simple summation would predict. At high frequency, the direction of the scattered fields is geometrically similar to those at low frequency, but with sign reversed.
Thus the tangential component of the scattered magnetic field between the objects is inphase with the primary magnetic field there. Standard EM boundary conditions near the PEC limit require that the internal fields be negligible, related to the external field by a jump condition, the magnitude of which depends on the induced surface currents. The increased magnitude of the total field between the objects thus corresponds to larger surface currents than would otherwise be present, and hence a larger induced magnetic moment. This is why the results show that the secondary magnetic field from
two objects with coupling is slightly larger than predicted by simple summation at high frequency. Because the high frequency phenomenon is associated with induced surface currents, it applies equally to the permeable and nonpermeable cases.

## IV. Conclusion

In this paper, the hybrid MAS and MAS-TSA is applied for multiple targets, to study electromagnetic interaction problem between highly conducting and permeable metallic objects. The accuracy of the method was tested against experimental data, and numerical tests were performed for combinations of two cylinders and spheres. The numerical method has a distinct advantage relative to popular integral equation
methods because sources of induced EM activity are located on surfaces shifted away from one another.
Overall, significant effects on far field EMI response caused by coupling of multiple objects are observed, depending on the objects' electromagnetic properties, distance between them, their geometries, and orientation of the primary magnetic field. The interaction between aligned permeable metallic cylinders is much stronger than between permeable spheres. Results for target combinations with mixed (nonpermeable/ permeable) EM properties show the opposite trend, with the interaction between spheres slightly stronger than between cylinders. However the interaction effects between permeable and non-permeable bodies is slight in any case. Near field analyses have shown that, under axial excitation at low frequencies, the magnetic field is intensified only between permeable targets. Its amplitude increases greatly as the two objects approach each other. Ultimately this increases the magnetic moment of the two-object combination, relative to what would be predicted by simple superposition of responses. This is not the case for permeable/non-permeable combinations at low frequency. By contrast, for transverse excitation the scattered field between permeable objects opposes the primary field at low frequencies and reinforces it at high frequencies. Thus for the transverse case the opposite coupling trend is produced at low frequency, relative to axial excitation. Because high frequency coupling effects in the transverse case are due to induced surface currents, they appear for both permeable and non-permeable combinations. These examinations of near field distributions around the interacting objects show the physical mechanisms responsible for the evidence of coupling seen in the far field, for highly conducting and permeable metallic targets in EMI frequency range.

In future work we explore these effects more comprehensively, organizing them into a suitable basis for inversion or target discrimination.
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#### Abstract

The paper presents a numerical, worst-case study of the coupling between coagulators and cardiac pacemakers under consideration of the human body. For this purpose two special body models have been implemented. With these models whose electrical properties correspond to a weighted average of those of different tissues of the human body the influence of the latter can be taken into account in the computations. Different parameters such as position of the pacemaker and its electrode, coagulation frequency, and coagulation point on the surface of the human body are considered. Based on results of previous investigations simplified approaches to account for the dielectric coating of the coagulator electrode and housing of the pacemaker can be used. The investigation shows, that for the scenario described above, strong peaks occur in the resulting graphs arising form resonance effects on the coagulator cable.


## Introduction

The increasing use of electronic devices in operating theatres and intensive-care units leads to possible interactions of such devices and consequently to serious immunity problems. Particularly critical are scenarios, where extremely small patient-related electrical signals are registered. These signals can be heavily influenced by currents in the tissue of the patient or by radiation coupling originating from
other devices acting on the patient. Cardiac pacemakers are implanted medical devices controlling the rhythm of the heartbeat and giving electrical stimulation to guarantee a steady pulse. By the influence of electromagnetic fields, a malfunction of the pacemaker might happen. Devices producing such disturbances are, for example, RF surgery devices. One of them is a coagulator. Measurements inside the human body are not feasible. For dealing with these EMC-problems, simulation models have to be developed and numerical computations have to be carried out, to determine the coupling effects between coagulators and cardiac pacemakers. A near field worst-case study of these effects considering the properties of the human body is described in the following.

## Human Body Models

For this analysis, appropriate model for numerical calculations representing the influence of the human body has to be generated. In order to achieve results of general validity, different scenarios need to be considered within the numerical investigations. To limit the extent of memory requirements and computation time, it is necessary to perform the investigations with simplified models. For this examination, two models have been used. The first is called Hy26 and was developed following the measures given in DIN 33402 part 2 ([1], [2]). It is a flattened body model including shoulders and head (see Fig. 1 left) representing a male per-
son between 41 and 60 years old. It consists of canonic structures and was especially developed for the field computation program used in this study: FEKO ([3], [6]).
FEKO is a field computation programme considering objects of arbitrary shape. It is based on a full wave solution of Maxwell's equations in the frequency domain. The accurate Method of Moments (MoM) formulation is used to solve for the unknown surface currents. Asymptotic techniques, Physical Optics (PO) and Uniform Theory of Diffraction (UTD), have been hybridised with the MoM in order to solve electrically large problems. The MoM has also been extended to solve problems involving multiple homogeneous dielectric bodies, thin dielectric sheets and dielectric coated wires.
The second model was converted from a CAD model, segmented for FEKO and is called Ergoman (see Fig. 1 right). It satisfies the same conditions as Hy26. The former is more flexible regarding changes in the modeling, the second has a more humanlike shape and has less corners and edges.


Fig. 1. Human body models Hy26 (left) an Ergoman (right).

Additionally the electrical properties of the human body have to be taken into account. As these models are homogeneous, weighted average values for the relative permittivity and the
conductivity of the tissues are used for modeling. Depending on frequency, the values for the single tissues (muscle tissue, bones, lungs, heart, stomach) are chosen according to [4] and [5] and weighted according to [7].

## Coagulator

The coagulator is a RF-surgery device using high frequency currents e.g. for cutting tissues. But in contrast to a scalpel, the cut with a coagulator shows no bleeding as the egg white in the cells is coagulated by the current flowing and consequently seals the cells.


Fig. 2. Coagulation point in the chest area and position of the opposite electrode on the femoral.

The coagulator can be operated in two different modes, the monopolar and the bipolar mode. With the latter a pair of tweezers is used whose halves are identical with the two electrodes. Here the current flow is local in the human tissue. In case of the monopolar mode, a special shaped electrode is used for cutting, and a large opposite electrode is usually placed on the femoral (see Fig. 2). In this case the current flows from the coagulation point over the human body to the femoral. For investigating the worst-case input voltage at the input of the cardiac pacemaker the normally used monopolar mode is considered in this study, because of the large-scale distributed body currents created in this approach. With the bipolar mode only a very local current flow between the ends of the tweezers is to be expected, with hardly any influence on the pacemaker.
The length of the coagulator cable is chosen to 8.6 m with the voltage source placed 3.3 m after the coagulation point. The area of the neutral electrode on the body model is varied from $50 \mathrm{~cm}^{2}$ to $180 \mathrm{~cm}^{2}$ and is attached on the outer side of the femoral. Most of the cable routing is done in the $y$-z-plane on the right side of the body model.

## Cardiac Pacemaker and Electrode

As a second object for consideration, a cardiac pacemaker is regarded in this study. It consists of a housing containing the electronic circuits for regulating the heard beat and an electrode leading the electrical signals to the heart. In a pre-investigation ([8]), the influence of different housings of the pacemaker was determined. In this study mentioned above a calculation method combining the Method of Moments (MoM) and the Multiple Multipole Method (MMP) was used to numerically determine the influence of electromagnetic waves on cardiac pacemakers in the frequency range from 50 MHz to 500 MHz . First a layered planar model was used. For taking body resonances into account, a 3-dimensional model of spheroidal shape was introduced. A realistic body
model for comparative measurements has been built up, and showed only small differences to the computation results. Several typical scenarios have been investigated and worst-case input voltages have been determined. For the cardiac pacemaker 2-dimensional and 3-dimensional models are taken into account as well as different geometrical shapes. Since all housings considered give nearly the same input voltage, a 2dimensional model with a shape approximating a real pacemaker (see Fig. 3 down) is used in this study. For obtaining reliable results, it is mandatory to model the pacemaker's electrode appropriately and to take its insulation into account. The dimensions are 0.5 mm for the radius of the wire and 0.5 mm for the thickness of the insulation, which was assumed to consist of silicone, and, consequently, the conductivity and relative permittivity of the latter are used in the calculations.


Fig. 3. Different positions for implanting a cardiac pacemaker (above) and model of the implanted cardiac pacemaker (below).

The resulting lengths of the electrodes in these three cases are 25.8 cm , for the pectoral case and 88.1 cm for the abdominal case, respec-
tively. The housing has a height of 3.5 cm and a width of 5 cm and is placed 6.5 cm inside the body model. Three different positions are usually used for implanting a cardiac pacemaker: right pectoral, left pectoral and abdominal (see Fig. 3 above). All three were taken into account in the examinations described below.

## Examinations

To investigate interferences of coagulators with pacemakers, the following interference model (described in [8] and introduced in [9]) consisting of two sub-models is used. The sub-model "coupling" describes the relation between the interference source (coagulator) and auxiliary quantities such as e.g. the voltage at the electrode leading to the cardiac pacemaker. In this study this model is considered under worstcase assumptions. The sub-model "compatibility" describing the effect of the interference with the circuit of the pacemaker is not investigated here.


## Fig. 4. Equivalent circuit diagram for the coupling model.

Figure 4 shows the equivalent circuit of the coupling model. The implanted pacemaker can be completely characterised by the complex internal impedance of the electrode $Z_{e}$ and the input impedance of the pacemaker circuitry $Z_{p}$. To gain a more general validity of the coupling model, the (fictive) open circuit peak-to-peak voltage $U_{p p}$ is determined (with $\left.Z_{p} \rightarrow \infty\right)$ in the computations.

The study deals with a typical application: coagulation in the chest area (e.g. cutting or sealing an artery). In the investigations the position of the pacemaker and the resulting lengths of the electrode, as well as frequency in the range from 100 kHz to 100 MHz , and the point of coagulation are varied. The input voltage on the electrode at the entrance of the cardiac pacemaker is calculated. To achieve values for the input voltage two computations are necessary. The first is to determine the current $I_{e l}$ in the ultimate element on the pacemaker's electrode at the entrance of its housing when feeding the coagulator cable with a voltage source with $U_{0}=1 \mathrm{~V}$. The second computation is for determining the impedance $Z_{e l}$ of this very element. With these two values the voltage at the pacemaker's entrance can then be calculated with $U_{i n}=Z_{e l} \cdot I_{e l}$.

## Results

As an example for the results obtained the voltage on the electrode at the input of the cardiac pacemaker for the model Hy26 is shown in Fig. 5 and for Ergoman in Fig. 6. In both cases the voltage for all three implantation positions are displayed. For both models the abdominal implantation leads to the highest values for the voltage at the entrance of the cardiac pacemaker. A comparison between the two models for abdominal implantation is shown in Fig. 7. Comparing the two curves it is obvious that the curves are similar for lower frequencies but differ much more for frequencies over 10 MHz , especially in the peaks that appear there. Ergoman has only one peak ( 62 MHz ) compared to Hy26 with four peaks ( $26 \mathrm{MHz}, 38 \mathrm{MHz}$, $56 \mathrm{MHz}, 91 \mathrm{MHz}$ ).


Fig. 5. Voltage on the electrode at the entrance of the pacemaker in V for the model Hy26.


Fig. 6. Voltage on the electrode at the entrance of the pacemaker in $V$ for the model Ergoman.


Fig. 7. Voltage on the electrode at the entrance of the pacemaker in $V$ for abdominal implantation for both models.

One reason for these peaks is resonance effects on the coagulator cable. A relation between the resonant frequencies and the appertaining wavelengths, respectively, and the length of the cable can be determined. Variation of the cable length showed a very good agreement of the theoretical determined frequency corresponding to a wavelength resonance and the first resonance in the results for all the computed cable lengths. The size of the neutral electrodes area has almost no influence on the results. Also the variation of the coagulation point in the chest area showed no significant differences in the results.
The body model itself influences the magnitude of the voltages only but not their resonance frequencies. Resonances are taking place on the surface of the human body not inside, because of the strong attenuation of the tissue. The fact that the resulting curve of the model Hy26 has more peaks compared to that of Ergoman arises from the form of the model itself as it contains edges and corners due to adding parts of canonical structures. In contrast Ergoman has a more smoothed shape. The distances between these edges on the human body model are in the order of half a wavelength of the resonance frequencies observed in the graph.
The validation of the computational method is given in [8], where measurements where performed for comparison with the computational results and very good agreement was achieved.

## Conclusions

A near field study is presented to determine the influence of a coagulator operated in monopolar mode in the presence of a cardiac pacemaker. Two human body models have been developed with corresponding electrical properties of human tissues. Different positions of pacemakers and points of coagulation are taken into account. Resonances can be found in the resulting curves and with comparing these they can be deduced from resonances on the coagulator cable.
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# Correlation between the geometrical characteristics and dielectric polarizability of polyhedra 
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#### Abstract

This article analyzes polarizability characteristics of the five regular polyhedra (tetrahedron, cube, octahedron, dodecahedron, and icosahedron) and sphere. In particular, the variation of the polarizabilities (polarizability is the amplitude of the static dipole moment caused by an incident electric field of unit amplitude) is correlated with various geometrical parameters of these Platonic solids: specific surface, number of edges, vertices, and faces, and the volumes of inscribed and circumscribed spheres. It is found that the polarizabilities of perfect electric conductor (PEC) and perfect electric insulator (PEI) objects are most strongly correlated with two different parameters: the radius ratio of circum- and inscribed spheres (PEC case) and the normalized radius of the inscribed sphere (PEI case).


## 1 Introduction

When a dielectric inclusion is put into a homogeneous and static electric field, there will be a perturbation in the behavior of the field function in the vicinity of the inclusion. The strongest component of this "scattered" field is that due to a (static) electric dipole moment $\mathbf{p}$. This dipole field is proportional to the incident uniform field $\mathbf{E}$. The proportionality coefficient is called polarizability $\alpha$ :

$$
\begin{equation*}
\mathbf{p}=\alpha \mathbf{E}_{e} \tag{1}
\end{equation*}
$$

For example, for a dielectric sphere with volume $V$ and permittivity $\epsilon$, the polarizability is [1,2]

$$
\begin{equation*}
\alpha_{s}=3 V \epsilon_{0} \frac{\epsilon-\epsilon_{0}}{\epsilon+2 \epsilon_{0}} \tag{2}
\end{equation*}
$$

where $\epsilon_{0}$ is the free-space permittivity (the permittivity of the environment in which the inclusion is embedded). Let us define the normalized dimensionless polarizability by

$$
\begin{equation*}
\alpha_{n}=\frac{\alpha}{\epsilon_{0} V} \tag{3}
\end{equation*}
$$

whence it is $\alpha_{n, s}=3\left(\epsilon_{r}-1\right) /\left(\epsilon_{r}+2\right)$ for a sphere with relative permittivity $\epsilon_{r}$. The two extreme cases are
a PEC (perfect electric conductor, $\epsilon_{r}=\infty$ ) and PEI (perfect electric insulator, $\epsilon_{r}=0$ ) inclusions:

$$
\begin{equation*}
\alpha_{n, s, \mathrm{PEC}}=3, \quad \alpha_{n, s, \mathrm{PEI}}=-3 / 2 \tag{4}
\end{equation*}
$$

In this paper, we will focus on the polarizabilities of inclusions with certain special basic shapes: in addition to the sphere also the five Platonic polyhedra (tetrahedron, hexahedron (cube), octahedron, dodecahedron, and icosahedron) are under consideration. As reported in [3], we have conducted an extensive study of the static polarizabilities of these shapes, and numerical values for these polarizabilities are now available to an accuracy of the order of $10^{-5}$. Based on the calculations of [3], the estimates in Table 1 have been found for the normalized polarizabilities of Platonic polyhedra of the PEC and PEI type. The calculations were made by solving the surface integral equation for the potential function with Method of Moments and third-order basis functions.

The numerical values of Table 1 tell that the polarizability amplitude values for the PEC and PEI cases are correlated: a "sharper" object, like the tetrahedron, has stronger polarizabilities (in both cases) than smoother ones, and the smoothest shape is obviously the sphere. ${ }^{1}$ However, the amplitudes of these polarizabilities vary slightly differently in the two cases as can be seen in Figure 1, where they are plotted on the same PEC/PEI graph.

The aim in the present paper is to try to find correlation of the polarizability values with various geometrical characteristics of the polyhedra. The normalized polarizabilities for the limiting cases of PEC and PEI are correlated against several parameters which intuitively could be anticipated to have effect on the creation of the dipole moment. The geometrical parameters that are treated are the number of faces, edges, and vertices of the polyhedron, the solid angle subtended by the faces when looked inside from a vertex, the specific surface of the inclusion, as also various parameters connected with the spheres inscribed and circumscribed on the polyhedron. All these parameters vary from one polyhedron to another, and they can be thought as certain measures

[^1]of "non-sphericity" or "unsmoothness." However, each of the parameters measure this abstract sharpness property in a different way. It is therefore very interesting to see which of the geometrical characteristic figures varies most similarly with the polarizabilities.

Although the connection between the polarizabilities of regular polyhedra and their basic geometrical characteristics is interesting from the general mathematical nature, the electric polarizabilities are very important also from the practical point of view in modeling of materials. In practically all models for the effective permittivity of inhomogeneous media, polarizability is the mostly determining parameter. For dilute mixtures, the effective permittivity is linearly dependent on it and for higher loadings of the inclusion phase, the effect of the polarizability becomes nonlinear and more pronounced.

The objects of the present study, polyhedra, are very natural forms. On microscopic scale, solid-state matter takes its shape in basic regular crystal forms which makes good reason and need for the results of polarizabilities of polyhedra. And even if on a larger scale matter may be disordered, polycrystal or even amorphous and isotropic, the microscopic objects retain the basic structure. Then also the polarizabilities of the basic forms are essential when modelling the macroscopic response of such matter.

Furthermore, the results for electric polarizabilities are readily available for magnetic modeling of materials. This is thanks to the duality between the electric and magnetic problems; hence the exact analogy between permittivity and permeability on one hand and the electric and magnetic polarizabilities on the other.

## 2 Calculation of the polarizabilities with the method of moments

Let us suppose that a dielectric inclusion is put into a uniform $z$-directed incident field $\mathbf{E}_{e}=E_{e} \mathbf{u}_{z}$. The corresponding electrostatic field problem can be formulated as an integral equation for the unknown surface potential function $\phi$ [5]:

$$
\begin{align*}
\phi_{e}(\mathbf{r})= & \frac{\tau+1}{2} \phi(\mathbf{r})+ \\
& \frac{\tau-1}{4 \pi} \int_{S} \phi\left(\mathbf{r}^{\prime}\right) \frac{\partial}{\partial n^{\prime}}\left(\frac{1}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}\right) d S^{\prime}, \\
& \mathbf{r} \text { on } S . \tag{5}
\end{align*}
$$

Here $S$ is the surface of the inclusion, $\phi_{e}=-E_{e} z$ is the incident potential, $\tau=\epsilon_{i} / \epsilon_{e}$ is the ratio of the permit-
tivities of the inclusion and exterior, respectively, and $\mathbf{n}^{\prime}$ is the outward normal vector to the surface at point $\mathbf{r}^{\prime}$.

Once the potential is known on the surface, the dipole moment $\mathbf{p}$ can be calculated by

$$
\begin{equation*}
\mathbf{p}=-(\tau-1) \epsilon_{e} \int_{S} \phi(\mathbf{r}) \mathbf{n}(\mathbf{r}) d S \tag{6}
\end{equation*}
$$

and the polarizability $\alpha$ is obtained from (1).
The potential function that is needed in the estimation of the polarizability can be calculated by solving integral equation (5) with the method of moments (MoM) [6]. Let us suppose that the surface $S$ is divided into planar triangular elements. Then the unknown potential $\phi$ is expressed as a linear combination of continuous high order polynomial basis functions $u_{n}^{(q)}$ defined on these elements [3]

$$
\begin{equation*}
\phi=\sum_{n=1}^{N} c_{n} u_{n}^{(q)} . \tag{7}
\end{equation*}
$$

Here $q=1,2, \ldots$, is the order of a basis function. Using Galerkin's method equation (5) is next multiplied by testing functions $u_{m}^{(q)}, m=1, \ldots, N$, and integrated over $S$. The resulting set of equations can be written as the following matrix equation

$$
\begin{equation*}
A c=b \tag{8}
\end{equation*}
$$

where $c=\left[c_{1}, \ldots, c_{N}\right]^{T}$ is the unknown coefficient vector of $\phi$.

Equation (5) is a Fredholm integral equation of the second kind with a weakly singular kernel. However, for non-smooth surfaces, like a tetrahedron or a cube, the order of the singularity of the kernel increases at the edges and corners. To improve the efficiency of the numerical algorithm, the integrals with singularities are evaluated in closed form. This method is based on the singularity extraction technique, originally introduced by Wilton et. al. [7] and Graglia [8] for linear basis functions, and more recently, generalized for high order polynomial basis functions in [9]. After the singular term is integrated analytically, the outer integral with respect to $\mathbf{r}$ and the other terms are regular and can be evaluated by standard numerical methods, for example with Gaussian quadrature. The singularity extraction technique clearly improves the accuracy of the calculation of the near interaction terms of the system matrix, and thus, leads to a more stable algorithm than pure numerical integration. The method also improves the accuracy of the near-singular terms, not only the singular ones.

Other factors that effect to the accuracy of the solution are e.g. mesh density and type of the basis functions. Since the potential $\phi$ varies strongly near the corners of $S$ [10], an appropriate refinement of the mesh, which takes into account the behavior of the potential at the edges and corners, usually increases the accuracy. A couple of mesh refinements were tested in [3] and it was found that a mesh with a square root refinement towards the edges gives the best results. Also higher order basis function representations improve the numerical accuracy. Both second and third order basis functions were tested in [3], and the third order ones gave better results.

As is already pointed out, equation (5) is a Fredholm integral equation of the second kind. When iterative solvers are applied to solve such equations, usually accurate results are obtained within a few iterations. This seems to be the case when the matrix equation (8) is solved iteratively with the restarted version of the GMRES method [11] and $\tau$ is small. However, for high $\tau>100$, the convergence dramatically slows down and in some cases the method does not converge at all. The reason is that equation (5) does not have a unique solution if the inclusion is PEC, i.e., if $\tau=\infty$. This nonuniqueness problem can be avoided, for example, by adding a constant value $1 / N$ to each element of the ma$\operatorname{trix} A$ [12]. Numerical experiments have demonstrated that by this simple modification the convergence can be essentially improved for inclusions with high $\tau$ values.

## 3 Polarizabilities and characteristic figures

Let us next list and define several geometrical parameters that could be interpreted as an abstract distance from sphericalness. For all five polyhedra and the sphere, these are correlated against each other in the figures to follow. Since there are five polyhedra, there are six points in the figures.

Table 2 gives various fundamental geometrical characteristics of the regular polyhedra. These are the number of faces, edges, and vertices. One further measure is the "sharpness" of the vertex, defined by the solid angle which is bounded by the faces when one looks into the polyhedron. ${ }^{2}$ Note that on the table, sphere is also taken to be a special case of a Platonic polyhedron, having an infinite number of faces, edges, and vertices. Also, for
the sphere, the solid angle seen from the vertex (that is, on any point on the surface of the sphere) is obviously half of the total solid angle, $4 \pi / 2=2 \pi$.

Table 3 collects some other, more indirect, geometrical parameters of the polyhedra. The edge length $a$ of each of the polyhedra is normalized such that the volume is unity. The parameters are

- the specific surface of the polyhedron, defined as the area of the surface of the object when its volume is unity (e.g., for a cube, edge length $a=1$ gives unit volume, meaning that the surface is $6 a^{2}=6$ ),
- the ratio of the radii of the circumcribed sphere $R_{\text {circ }}$ and the inscribed sphere $r_{\text {in }}$,
- the normalized equivalent radii of the circumscribed and inscribed spheres, $g_{\text {circ }}$ and $g_{\text {in }}$. These two equivalent radii are defined with the volumes of the circum- and inscribed spheres with

$$
\begin{equation*}
g_{\text {circ }}=\left(\frac{V_{\text {circ }}}{V}\right)^{1 / 3}, \quad g_{\text {in }}=\left(\frac{V}{V_{\text {in }}}\right)^{1 / 3} \tag{9}
\end{equation*}
$$

where $V$ is the volume of the given polyhedron. Note that both are defined to be larger than unity.

It is tempting to predict that the polarizabilities of the various polyhedra follow the pattern of these characteristic parameters that measure how "nonspherical" or "sharp-formed" the polyhedra are. Let us try to make a graphical and quantitative estimation of this correlation.

In Figures 2-5, the geometrical parameters are plotted against the PEC and PEI polarizabilities of the objects.

A numerical measure for the correlation between two sets of parameter variables is the correlation coefficient $\rho$, defined by the following [13]:

$$
\begin{equation*}
\rho=\frac{\frac{1}{6} \sum_{i=1}^{6}\left(x_{i}-m_{x}\right)\left(y_{i}-m_{y}\right)}{\sqrt{\frac{1}{6} \sum_{i=1}^{6}\left(x_{i}-m_{x}\right)^{2} \cdot \frac{1}{6} \sum_{i=1}^{6}\left(y_{i}-m_{y}\right)^{2}}} \tag{10}
\end{equation*}
$$

where the six cases (five polyhedra and the sphere) are all included in the summation. The two variables, $x$ and

[^2]$y$ (with arithmetic means $m_{x}$ and $m_{y}$ ) represent any pair of the polarizabilities and the characteristic geometrical parameters listed above.

The correlation coefficients between the parameters are collected in Tables 4 and 5.

## 4 Conclusions

The trivial hypothesis that both polarizabilities (PEC and PEI) correlate with the geometrical "sharpness" parameters of the polyhedra is obviously confirmed by the constellation of points in Figures 2-5 and even more by the correlation numbers. ${ }^{3}$ But certainly also more nontrivial conclusions can be drawn from the above results.

Firstly, it is conspicuous that the PEC and PEI polarizabilities behave differently (although the correlation coefficient between them is numerically quite high, 0.9901 , as shown in Figure 1). The difference reflects the fact that there are various mechanisms that are causing the dipole moment creation, and therefore also the geometry and its parameters stand in different relation to the polarizabilities in the two cases.

It seems that the polarizability of the PEI sphere correlates more strongly with some of the geometrical parameters than the polarizability of the PEC sphere (in average, the correlation coefficients are higher for the PEI plots). We can observe that the strongest correlation exists between the normalized inradius $g_{\text {in }}$ and the PEI polarizability of the objects ( $\rho=0.9977$ ), and also the PEI polarizability correlates quite well with the specific surface of the object ( $\rho=0.9957$ ). On the other hand, the best correlation of PEC polarizability is with the circumscribed-inscribed sphere radius ratio ( $\rho=0.9953$ ), the other good correlation being with the inverse of the solid angle seen from the vertex of the object ( $\rho=0.9937$ ).

It may be difficult to find hard physics from statistical numbers. However, some qualitative, yet significant, observations can be made. First, it is perhaps not totally foolish to connect the solid angle of the vertex of a polyhedron with the polarizability of a perfectly conducting object. In terms of a dielectric polarizability, the contrast between the object and the environment is extreme in such case. On a sharp vertex, charge is concentrated. ${ }^{4}$

Hence the polarizability increases in the PEC case as the vertex solid angle decreases. On the other hand, in the PEI case the situation is the opposite: the external side of the polyhedron is "more conducting" and again the contrast is infinite. But the convex form of the polyhedra does not allow any sharp corners into the object. In the PEI case, then the properties of the inscribed sphere, rather than the sharpness of the vertices, are more essential parameters witht respect to the polarizability.
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Table 1: Limiting values ( $\epsilon_{r} \rightarrow \infty$, PEC; and $\epsilon_{r} \rightarrow 0$, PEI) for the normalized polarizabilities $\alpha_{n}=\alpha /\left(\epsilon_{e} V\right)$ of regular polyhedra. Best numerical results according to [3]. The accuracy is such that the last number in the results for polyhedra should be correct to $\pm 1$, except for tetrahedron in which case it is $\pm 5$.

| polyhedron | $\alpha_{n}\left(\epsilon_{r}=\infty\right), \quad \mathrm{PEC}$ | $\alpha_{n}\left(\epsilon_{r}=0\right), \quad \mathrm{PEI}$ |  |
| :---: | :---: | :---: | :---: |
|  | tetrahedron |  |  |
|  | hexahedron |  |  |



Figure 1: The polarizabilities of PEC and PEI inclusions against each other. The correlation coefficient of these two variables is 0.9901 , meaning that the polarizabilities behave slightly differently for different polyhedra.

Table 2: Geometrical characteristics of polyhedra, with the corresponding parameters for a sphere.

| polyhedron | faces | edges | vertices | solid angle seen <br> from the vertex |
| :---: | :---: | :---: | :---: | :---: |
| tetrahedron | 4 | 6 | 4 | $3 \arccos (1 / 3)-\pi \approx 0.55129$ |
| hexahedron | 6 | 12 | 8 | $3 \pi / 2-\pi \approx 1.5708$ |
| octahedron | 8 | 12 | 6 | $4 \arccos (-1 / 3)-2 \pi \approx 1.3593$ |
| dodecahedron | 12 | 30 | 20 | $3 \arccos (-1 / \sqrt{5})-\pi \approx 2.9617$ |
| icosahedron | 20 | 30 | 12 | $5 \arccos (-\sqrt{5} / 3)-3 \pi \approx 2.6345$ |
| sphere | $\infty$ | $\infty$ | $\infty$ | $2 \pi \approx 6.2832$ |

Table 3: Additional geometric characteristics of polyhedra and the sphere. Note that the parameter $a$ is the edge length (for the polyhedra) and radius (for the sphere) chosen with the requirement that the volume of the object be unity.

| polyhedron | $a(V=1)$ | specific surface | $R_{\mathrm{circ}} / r_{\mathrm{in}}$ | $g_{\mathrm{circ}}$ | $g_{\mathrm{in}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| tetrahedron | 2.039 | 7.20562 | 3 | 1.9359 | 1.5497 |
| hexahedron | 1 | 6.000 | 1.7321 | 1.3960 | 1.2407 |
| octahedron | 1.2849 | 5.71911 | 1.7321 | 1.4646 | 1.1826 |
| dodecahedron | 0.50722 | 5.31161 | 1.2584 | 1.1457 | 1.0984 |
| icosahedron | 0.771025 | 5.14835 | 1.2584 | 1.1821 | 1.0646 |
| sphere | 0.62035 | 4.83598 | 1 | 1 | 1 |



Figure 2: The polarizability of PEC inclusions and the geometrical parameters of Table 2.

$$
\alpha(\varepsilon=0)
$$






Figure 3: The polarizability of PEI inclusions and the geometrical parameters of Table 2.

Table 4: The correlation coefficients between the PEC and PEI polarizabilities with the geometrical parameters in Table 2.

|  | $\alpha(\epsilon=\infty)$ | $-\alpha(\epsilon=0)$ | $1 /$ face\# | $1 /$ edge\# | $1 /$ vertex\# | $1 /$ solid angle |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha(\epsilon=\infty)$ | 1.0000 | 0.9901 | 0.9248 | 0.9671 | 0.9083 | 0.9937 |
| $-\alpha(\epsilon=0)$ | 0.9901 | 1.0000 | 0.9603 | 0.9745 | 0.9052 | 0.9746 |
| 1/face\# | 0.9248 | 0.9603 | 1.0000 | 0.9756 | 0.9278 | 0.9150 |
| 1/edge\# | 0.9671 | 0.9745 | 0.9756 | 1.0000 | 0.9756 | 0.9724 |
| 1/vertex\# | 0.9083 | 0.9052 | 0.9278 | 0.9756 | 1.0000 | 0.9359 |
| 1/solid angle | 0.9937 | 0.9746 | 0.9150 | 0.9724 | 0.9359 | 1.0000 |



Figure 4: The polarizability of PEC inclusions and the geometrical parameters of Table 3.

Table 5: The correlation coefficients between the PEC and PEI polarizabilities with the geometrical parameters in Table 3.

|  | $\alpha(\epsilon=\infty)$ | $-\alpha(\epsilon=0)$ | surface | $R_{\text {circ }} / r_{\text {in }}$ | $g_{\text {circ }}$ | $g_{\text {in }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha(\epsilon=\infty)$ | 1.0000 | 0.9901 | 0.9830 | 0.9953 | 0.9727 | 0.9917 |
| $-\alpha(\epsilon=0)$ | 0.9901 | 1.0000 | 0.9957 | 0.9878 | 0.9677 | 0.9977 |
| surface | 0.9830 | 0.9957 | 1.0000 | 0.9892 | 0.9802 | 0.9982 |
| $R_{\text {circ }} / r_{\text {in }}$ | 0.9953 | 0.9878 | 0.9892 | 1.0000 | 0.9904 | 0.9938 |
| $g_{\text {circ }}$ | 0.9727 | 0.9677 | 0.9802 | 0.9904 | 1.0000 | 0.9789 |
| $g_{\text {in }}$ | 0.9917 | 0.9977 | 0.9982 | 0.9938 | 0.9789 | 1.0000 |



Figure 5: The polarizability of PEI inclusions and the geometrical parameters of Table 3.
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[^0]:    ${ }^{1}$ URMEL-T is the resonator and waveguide code based on the classical FIT on triangular grids described here.

[^1]:    ${ }^{1}$ In fact, sphere is an extremum shape which has the minimum polarizability, given the permittivity and volume of the inclusion. Any deviation from this form will increase, averaged over all directions, the dipole field [4].

[^2]:    ${ }^{2}$ There are different ways to calculate the vertex solid angle. Perhaps the most elegant is the following (Girard's theorem): given the dihedral angles between the faces, the solid angle is the excess angle of the sum of the dihedral angles over the corresponding planar polygon angle-sum. This property is used in Table 2.

[^3]:    ${ }^{3}$ To be sure, not all geometrical parameters fall in the same order as the polarizabilities. The increasing behavior of the six points is not strictly monotonous in some of the plots. The sharpness of the vertices is one example: icosahedron has sharper corners (smaller solid angle) than dodecahedron, even it is more "spherical" in most other respects; the same goes for octahedron and hexahedron (the solid angle of the vertex of the octahedron is smaller than in a cube).
    ${ }^{4}$ The field components and the charge density vary as $r^{\nu-1}$ with $r$ being the distance from a conical conducting corner. For sharp corners, $\nu$ is close to zero [1, Section 3.4], and the dependence is quite singular.

