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Abstract –Electromagnetic induction (EMI) sensing, in both 
frequency and time domains, is emerging as one of the most 
promising remote sensing technologies for detection and 
discrimination of buried metallic objects, particularly unexploded 
ordinance (UXO). UXO sites are highly contaminated with metallic 
clutter so that the major problem is discrimination not detection. This 
requires high fidelity forward modeling for successful inversion and 
classification. Recently, the method of auxiliary sources (MAS) has 
been applied for solving a large range of ultra-wideband (1 Hz- 300 
kHz) electromagnetic induction problems [1] - [6]. For a highly 
conducting and permeable metallic object, when the skin depth 
becomes small (at high frequency, i.e. induction number >100) the 
efficiency of the MAS is reduced significantly [6]. Other methods are 
stressed in this region as well.  At the same time the Thin Skin 
Approximation (TSA) [7] - [9], which is based on the divergence free 
Maxwell's equation in a thin layer, infinitely close to the boundary 
interior, has shown very accurate results at high frequency/induction 
number. In this paper a hybrid algorithm, with standard MAS and 
also the MAS with TSA, is introduced and applied for solving the 
electromagnetic induction forward problem. Once the broadband 
frequency domain (FD) electromagnetic response is found it is 
translated into time domain (TD) using an inverse Fourier transform 
specialized for the characteristic TD input form. Numerical 
experiments are performed for highly conducting and permeable 
canonical objects, illuminated by a magnetic dipole or a loop antenna. 
These tests indicate that an algorithm using either the full MAS or 
MAS-TSA formulation, where appropriate, should provide a 
simulator that is applicable and efficient enough for fast 3-D 
solutions on a PC, under all conditions across the EMI band in both 
frequency and time domains.  
 

Keywords: Hybrid, method of auxiliary sources, 
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I. Introduction  
 
 Efficient and accurate numerical modeling of 
electromagnetic induction (EMI) responses by metallic objects 
finds application in many fields and has been a subject of 
research for some time [10 and references therein]. Recently, 
interest has been driven in part by the necessity for cleaning 
up buried unexploded ordnance (UXO).  This is a potential 
problem in perhaps 10,000,000 to 15,000,000 acres within the 
United States, and is an even more severe problem in other 
parts of the world where military conflicts have taken place.  
Even rather distant history, e.g. World War I, has left a large 
legacy of dangerous and possibly polluting UXO in populated 
areas [11]. Use of remote sensing for UXO clearance is greatly 
limited by the fact that it is not possible to detect remotely the 

explosive contained within a more or less intact metal casing.  
Therefore, we are left having to interpret signals produced by 
the metal body itself.  These bodies can be quite complex in 
both geometry and composition. Furthermore, widespread 
metallic clutter at UXO sites and possibly multiple UXO near 
one another enormously complicate signal interpretation.  For 
effective target inversion or classification algorithms, one 
requires very high fidelity, efficient forward models to apply 
in data processing schemes.   
 Ultra-wideband (~ 20 Hz to 100's of kHz) electromagnetic 
induction (EMI) sensors are among the most promising tools 
for the detection and discrimination of buried UXO [1] - [9],     
[11] - [30]. Most metallic objects produce broadband 
responses; different metals also produce different responses in 
the EMI band; and clutter is prominent. Therefore, one must 
resort to processing broadband data from many different looks 
at an unseen object, to achieve sufficient information diversity 
to classify targets successfully.  This places a great burden on 
processing and the associated modeling, which has driven the 
development of new analyses and analytical tools for studying 
EMI scattering problems.  The only well established analytical 
solutions to date for broadband EMI scattering are for the case 
of the sphere in both frequency and time domain [31], [32] 
and cylinder of infinite length oriented transverse to the 
primary field [33].  Recently progress has been reported for 
analytical solution of EMI scattering from spheroids [34], 
[35], including specialization to treat high frequency 
conditions, when penetration of the object is slight [35] using 
the small penetration approximation (SPA). Remaining 
evaluation problems for the spheroidal shapes in the mid-
induction number region of the EMI band have recently been 
solved using asymptotic methods [36], so that a relatively 
complete analytical solutions for spheroids are now available. 
Particularly for arbitrary 3-D geometries, one must usually 
resort to numerical models to obtain results most relevant to 
the variety of target types that must be considered.  Targets of 
arbitrary shape have been attacked using the Method of 
Moments (MoM) with an impedance boundary condition 
(IBC) [19]. More recently, bodies of revolution (BOR) have 
been modeled using the MoM with full, rigorous boundary 
conditions, requiring substantial computation times [14].  
Hybrid finite element method (FEM) –boundary element 
method (BEM approaches not reliant on the IBC have also 
been developed [23] – [24]. In the FD, a compact numerical 
formulation has been produced for arbitrary shapes using the 
Thin Skin Approximation (TSA) [7] - [9], which only applies 
the divergence equation for magnetic field inside the target. 
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This performs very well for the difficult realm of high 
frequency conditions, and for high permeability cases has 
remarkably broadband applicability.  The decision whether to 
apply a full numerical treatment of the problem or one of the  
small penetration formulations (TSA, SPA) is most easily 
made in FD approaches, where skin depth is fixed for a given 
material and frequency.  However a parallel system has also 
succeeded in direct TD formulations [37]. In what follows, we 
will pursue only the FD-TSA, converting to TD by inverse 
Fourier transform (FT).  
 Most recently, the authors have developed the Method of 
Auxiliary Sources (MAS [1] - [6]) for numerical solution of 
the full EMI problem for penetrable, highly conducting and 
permeable metallic targets. The MAS was originally designed 
for solving various electromagnetic radiations and scattering 
problems [38 and references therein]. Later, it was 
successfully combined with the SPA [6] and TSA [39] for 
analysis of EMI scattering phenomena. In the standard MAS 
for EMI [1], boundary value problems are solved numerically 
by representing the electromagnetic fields in each domain of 
the structure under investigation by a finite linear combination 
of analytical solutions of the relevant field equations, 
corresponding to sources situated at some distance away from 
the boundaries of each domain. The "auxiliary sources" 
producing these analytical solutions are chosen to be 
elementary currents/charges located on fictitious auxiliary 
surface(s), usually conforming to the actual surface(s) of the 
structure. In practice, at least as the method is realized here, 
we only require points on the auxiliary and actual surfaces, 
without resorting to the detailed mesh structures as required by 
other methods (FEM, BEM, etc).  
 EMI scattering responses are often expressed relative to the 
induction number a≡χ σωµ , where a (m) is a 

characteristic dimension of the object (usually the smallest 
one), ν  = frequency (Hz), 

o rµ = µ µ  is magnetic permeability 

[H/m] and σ  (S/m) is the scatterer’s electrical conductivity. 

(The time dependence expression j te ω is assumed and its 
expression suppressed in all FD equations that follow, where 
j  is the square root of minus one, t is time (s), and ω is 2π 

times frequency in Hz). The quantity χ is proportional to a/δ, 
where δ is the skin depth, and serves as a dimensionless, 
scaled frequency.  
 While we have shown various advantages of the MAS for 
the EMI scattering problem, its main limitation is reduced 
accuracy and efficiency at the high frequency end of the EMI 
band [9]. This is because the influence of source entities 
sought in the solution decays over a distance of a few δ, which 
becomes very small at high frequencies (induction numbers). 
That distance becomes much smaller than the mesh spacing, 
when the numerical resolution is only fine enough to represent 
the object shape accurately. This means that without 
intolerably fine meshing the source quantities sought cannot 
interact; many matrix elements become almost zero (within 
the accuracy of the computer); the matrix becomes ill-
conditioned and the solution unstable. The same problem 
arises whether one places the unknown sources 

mathematically on auxiliary surfaces, or on the physical 
surfaces, as in popular integral equation techniques.   
 To avoid this kind of difficulty, several types of 
approximations were developed recently, including the TSA 
and SPA, which are related to impedance boundary 
conditions. The accuracy and validity of the TSA in 
conjunction with the BEM have been studied previously [9], 
in application to highly conducting and permeable (e.g. steel) 
metallic objects with regular geometries, such as the sphere, 
ellipsoid, prolate, and oblate spheroid, subject to a uniform 
primary magnetic field. Under these constraints it has been 
shown that, for a wide class of EMI scattering problems, the 
TSA is very accurate and efficient over the entire broadband 
EMI frequency range [9]. It is easy to implement for an 
arbitrary geometry.  At the same time, the BEM-TSA cannot 
treat low induction number cases reliably, particularly for non-
permeable materials.  Recently, a hybrid MAS-SPA algorithm 
was developed in [6]. It has been shown that MAS-SPA is 
very efficient for analyzing EMI responses at high induction 
numbers for spheroidal objects. The algorithm employs a 
factor f (see eq. 56 in [35]) that can readily be obtained for 
spheroidal shapes.  However, it is very difficult to extend this 
algorithm for arbitrary geometries. Later the combined 
MAS/TSA algorithm was introduced and tested for highly 
permeable and conducting regular shapes under highly 
variable primary (transmitted) fields as well non-regular 
geometries [39]. Here we introduce a hybrid MAS – 
MAS/TSA system, in which the algorithm switches between 
the full MAS and the MAS/TSA as needed. 
 Many EMI sensors operate in the time domain (TD), with 
transmitted signals that are approximately step functions. They 
are designed to record only during the time immediately after 
the steady transmitted field has been shut off (the “turn off” 
case). Here an inverse Fourier transform is used to obtain 
transient TD response from the FD MAS – MAS/TSA solution 
for a highly conducting and permeable metallic object, for 
both turn-on and turn-off cases.  A fast and reliable algorithm 
for the inverse transform has been developed, specialized for 
the step function input.  It treats a singularity in the integrand 
effectively, even for relatively sparse data points. Because the 
MAS – MAS/TSA algorithm can operate stably, accurately, 
and efficiently from the lowest (~static) to the highest (~PEC) 
EMI frequencies, sufficient bandwidth is achieved in the 
numerical solutions so that FD results can be inverted into TD 
without perturbations, even in the most extreme time ranges.   
 The full MAS formulation applied at low frequencies only 
requires modest numerical resolution, on the order of that to 
define the geometry. In the combined MAS/TSA algorithm 
applied at higher frequencies, only about the same order of 
resolution is required, while the number of unknowns is 
reduced by a factor of 3 in 3-D problems. Single frequency 
computations are approximately four times faster. For multi-
frequency cases, the matrices expressing magnetic fields 
produced by auxiliary magnetic charges do not depend on 
frequency and can be stored for use, without recalculation, 
over an extended band. Most important, the thorough 
investigation of numerical experiments clearly shows superior 
stability, computational speed, and robustness of the hybrid 
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MAS – MAS/TSA algorithm relative to the standard MAS 
method at high induction number.  
 
 II. Governing equations  
 

2.1 The magneto-quasistatic assumption  
 
 All solutions in this study are based in part on two 
reasonable assumptions. The first is that, throughout the entire 
UWB EMI frequency band, electromagnetic phenomena are 
magneto-quasistatic. While this may be taken as something of 
a foregone conclusion in low frequency EMI, we examine the 
assumption explicitly here because recent developments have 
raised the upper frequency limits for EMI practice to about 
300 kHz. This makes the magneto-quasistatic assumption 
more suspects. The second assumption, also examined here, is 
that electrical currents induced in surrounding soil have a 
negligible effect compared to those in the (substantial) metal 
target. 
 Consider a highly conducting and permeable metallic 

scattering object, with permeability r 0µ = µ µ  and 

conductivity σ [S/m] embedded in a uniform background. 

The time dependence expression of j te ω is suppressed 
subsequently. The governing equations that form the basis for 
any pertinent analysis of EMI scattering physics are Maxwell's 
equations. In both static and transient fields, Maxwell's 
magnetic field divergence equation must be satisfied 
 

                                      0.∇ ⋅ =H                                       (1) 
 

 This form of the equation assumes spatially uniform µ.  In 
practice here we will assume that µ may vary between 
different portions of an object of interest, but that it is constant 
within any given section or sub-region. Thus (1) applies 
within every (sub)region, except on boundaries, where we 
apply a boundary condition instead.  
 The particular equations in Maxwell's complete set that 
pertain most directly to induction are Faraday's and Ampere’s 
Laws, 
 

                               ,∇ × = − µωE Hj                           (2) 
 

                               .∇ × = σ + εωH E Ej                    (3) 
 
 Here E is the electric field (V/m) and H is magnetic field 
(A/m). The quantity ωεEj is called the displacement current, 

where ε is the permittivity of the medium (farad/m). Note that, 
even in the frequency domain, ε as used here does not include 
any portion resulting from the electrical conductivity of the 
medium, σ, the effects of which will always be expressed 
separately. The term σE represents conduction electric 
currents in the medium. We wish to examine the magnitudes 
of these terms, relative to each other and also relative to the 
various derivatives on the left side of the equation. We will do 
this by tracing the influence of each of the terms on the right 
hand side within an equation entirely in H, obtained by 

combining (3) with other of Maxwell’s equations. Taking the 
curl of (3) and performing manipulations yields 
 

    2 2 .∇ = ωσ µ − ω εµH H Hj               (4) 
 
 The first and second terms on the right in (4) descend from 
the first and second terms on the right in (3), respectively. 
Specifically, the relative magnitude of the first (second) term 
on the right hand side of (3) corresponds to the relative 
magnitude of the first (second) term on the right hand side of, 
(4) and we will analyze them latter. The three parameter 
regions where this equation will be examined are those for air 
(free space), the soil, and the metallic scatterers. 
 The situation is different in each of the three parameter 
regions. In the air we assume that σ is approximately zero, so 
that the second term in (4) drops out.  This leaves a classical 
wave equation with wavenumber k defined as 
 

       
2π= = ω εµ
λ

k                            (5)

 

where λ is the wavelength. 
 At the top of the MF-EMI band (300 kHz), this expression 
indicates that the electromagnetic wavelength is one 
kilometer. Typical distances over which we are concerned 
about electromagnetic interactions are on the order of 1 m. 
Thus there is negligible phase difference between different 
points within the domain of consideration in the air. Fields 
change essentially in unison throughout, with the structure of 
static fields, gaining time dependence only through the action 
of sources and boundary conditions. This results in the 

uniform time factor j te ω , and a quasi-static phenomenology. 
The ultimate significance of this in connection with the 
equations above is that both terms on the right hand side of  
(4) are negligible, as both are FD expressions for time 
derivatives.  Thus the corresponding terms in (3) are also 
negligible, and the H field is irrotational ( x 0∇ =H ).  An 
irrotational field may be represented as the gradient of a scalar 
potential, ψ (Α)   
 
                       .= − ∇ ψH                                   (6) 
 
 Substituting (6) in (1) produces the governing equation for 
the air region 
 

                       2 0.∇ ψ =                                      (7) 
 

 Within the soil, σ is nonzero and the ratio of the magnitude 
of the third to the second term in (4) is ωε/σ.  As a “worst” 
case, i.e. the one that most threatens the MQS assumption, we 
assume ω ~106 rad/s, σ ∼ 10−2 S/m, and ε ~ 10-10 F/m. This 
combination of parameters means that we would be operating 
at the extreme upper limit of the MF-EMI band and 
presupposes a particularly unlucky set of soil properties, with 
low conductivity but rather high dielectric constant. Even this 
combination of parameters implies that the third (displacement 
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current) term is not larger than the second (electric current) 
term. To estimate the significance of the electric currents in 
the soil, compare their magnitude to those induced in the 
metallic target. By general continuity conditions, the electric 
field E will be on the same order in the soil immediately 
surrounding the target and in the parts of the metal where the 
most significant currents are flowing. As the currents are equal 
to σE, the ratio of currents in metal and soil will be 
approximately equal to the ratio of their conductivities.          
A reasonable upper bound on soil conductivity is σ ~ 10-2 S/m. 
A typical metal of interest has σ ~ 107 S/m. Thus the currents 
in the metal are about nine orders of magnitude stronger than 
those in the soil. Unless the metal scatterer is extremely small 
and simultaneously the sensor samples an enormously larger 
volume of soil (not the case here), the fields in the soil will be 
dominated by those produced by currents in the metal.  That 
is, the electric currents in the soil will not be a significant 
factor in determining the fields in the soil. Thus we conclude 
that the term containing the soil currents may be dropped (first 
term on the right in (4). We have already concluded that the 
second term is not more significant than the first; therefore the 
entire right hand side of (4) is again negligible.  Thus, in the 
soil as in the air, we conclude that the magnetic fields are 
irrotational and can be represented using a scalar potential, i.e 
with the governing equation (7). Representing of the magnetic 
field by the scalar potential ψ, instead of a vector potential, 
has two main advantages:  first the calculation of Greens 
function related to the Laplace equation (7) is very simple and 
fast, and second the scattered magnetic field can be 
represented as summation of the fields produced by a set of 
magnetic charges. This reduces number of unknowns at least a 
factor of 2 relative to the vector potential representation. 
  Within the metal, we again examine the quantity ωε/σ.  
Using the typical values cited above we immediately conclude 
that the displacement current term is negligible compared to 
the electric current term. However, the electric currents within 
the metal are by no means negligible; rather, they are a 
fundamental source of the scattered signals. Thus two terms 
remain in (4), which may be constructed as a Helmholtz 
equation 
 

 2 2 0,   = .∇ + = ωσ µH Hk k -j                   (8) 
 
Here k is sometimes referred to as a wavenumber, by analogy 
with higher frequency solutions to the equation. However, 
note that (8) is not a wave equation, as the second term 
-jωσµH  is the frequency domain equivalent of σµ times the 
first derivative of H with respect to time, not the second 
derivative. We can generate traveling undulations within the 
metal by imposing sinusoidal behavior on its surface. 
However these are not true waves, e.g. they do not reflect. As 
in the wave case, fundamental solutions of (8) can be 
expressed as 
 

 , 
2

ωσµ= γ+ γ γ = = −
µ

H R r r∼
jkR

r

e
,k i , ' .

R
  (9) 

Because the real and imaginary parts of k are equal, the 

spatially oscillating factor j kRe decays by 1/e in less than one 
sixth of its spatial period.   
 
2.2 The method of auxiliary sources 
 
 In the EMI frequency regime the EM fields penetrate the 
scatterer, at least to some degree. Internal and external fields 
at the surface of the object must satisfy the continuity of 
tangential components of  H and normal component of B 
 

 sc pr
1 2ˆ ˆ( ) ,× + = ×n H H n H                         (10) 

sc pr
1 r 2ˆ ˆ( ) .⋅ + = ⋅µn H H n H                       (11) 

  

Here n̂ is a unit normal vector on the real surface, prH is the 

primary (transmitted) magnetic field, sc
1H  is the scattered 

magnetic field which we consider to be radiated by the 
auxiliary magnetic charges, which are distributed over the 

inner auxiliary surface [1]; 2H  is the total magnetic field 
inside the object, produced mathematically by the auxiliary 
magnetic sources placed on the outer auxiliary surface. Using 
conventional MAS [1] the boundary conditions (10) and (11) 
can be written in the following compact matrix form:  
 

u v

u v

u v

P PQ pr
n r n r n n

P PQ pr
u u u u u

P P prQ
v vv v v

G     G   G HQ

G        G      G P H .

P HG        G      G

   µ µ  
     = −    
        

       (12) 

 
 Here Q is a vector containing the amplitude of auxiliary 
magnetic charges, Pk, k=u,v is a vector containing the 
amplitudes of auxiliary magnetic dipoles oriented along u and 
v, which are orthogonal directions on an auxiliary surface, 

QGξ  is exterior field expressed with Green’s function 

1/(4 R)π  where R= - 'r r  and PG γ
ξ  is the interior solution 

expressed ultimately in terms of dipole sources distributed 
over an exterior auxiliary surface, together with a Green 

function of the form 
jkRe 4 Rπ . More explicit forms of the 

Q PandG ,   G γ
ξ ξ matrices, where ˆ ˆ ˆ ˆ= , , ; u, vγ =n u vξξξξ , are 

presented in [1]. When the skin depth becomes small so that 
both real and imaginary parts of k become high, the 

kPG  ξ matrix’s elements become very small compared to 

QGξ matrix elements. At relatively high frequency (more that 

10 kHz for common steel, copper, aluminum, brass etc), the 
kPG  ξ  matrix elements decay very rapidly in space and the 

system (12) becomes unstable. 
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2.3 Combination of MAS with TSA 
 
 To avoid this problem it is desirable to establish an 
alternative formulation that would be applicable for high 
frequencies. It is well known that at high induction numbers 
the fields in the interior of the scatterer are non-zero only in a 
thin layer close the surface (Fig. 1). Under this condition, we 
exploit the divergence free Maxwell’s equation applied in that 
near surface region. That equation and the thinness of the 
surface layer provide a boundary condition on the external 
field, obviating the necessity for complete solution of the 
internal field.  We will proceed in a manner analogous to that 
in [8], [9].  In those references linear interpolation of 
unknowns is used over piecewise flat surface elements, in a 
Galerkin integral treatment of the governing relation. Here 
consider a general curvilinear surface, with completely 
continuous tangents and normals, and a subdomain integration 
of the governing equation. Gauss’s Law (the magnetic field 
divergence equation) is integrated over a thin finite volume 
just below the object’s surface, to produce the relation 
 
 

 2 2

A

0    d 0,  ⋅ = ⇒ ⋅ =∫H H A"∇∇∇∇                   (13) 

or  
 

2 2 1 1 2 2 1 1

2 2 1 1

n n n n u u u u

v v v v

H A -H A + H A -H A

                      +H A -H A 0=
2, 2, 2, 2,2, 2, 2, 2,2, 2, 2, 2,2, 2, 2, 2,

2, 2,2, 2,2, 2,2, 2,

                   (14) 

 

where 
2 1 2 1 2 1n n u u v vA A A A A A A= + + + + +  is a total 

area of the thin volume.  Dividing (14) equation by the layer 
thickness d and take limit as d 0→  yields  
 

2 2 1 1

2 2 1 1

n n
n n u u u u

v v v v

H A
A H H L -H L

n n
                            +H L -H L 0.

∂ ∂+ +
∂ ∂

=

2,2,2,2,
2, 2, 2,2, 2, 2,2, 2, 2,2, 2, 2,

2, 2,2, 2,2, 2,2, 2,

               (15) 

  
Here n d∂ = ∂ .  The basic tenet of the TSA is that fields just 

below the surface within the thin layer vary approximately 
one-dimensionally, normal to the surface.  Thus, as d -> 0 the 
normal component of the magnetic field H2,n and it’s 

derivative nH

n

∂
∂

2,2,2,2,  along normal n̂  are  related to each other 

through [9]:  
 

n
n

H
H (0,u, v)

n

∂
=

∂
jk2,2,2,2,

2,2,2,2,                               (16) 

 

 where nH (0,u, v)2,2,2,2,  is the value as n->0 on the interior of 

the surface.  Based on the boundary conditions (10) and (11) 
together with the TSA condition (16),  equation (15) can be 
rewritten for external magnetic field on boundary in a form 
involving only quantities on the surface:  
 

2 2 1 1 2 2 1 1

sc n
1,n n

r

sc sc sc sc
1,u u 1,u u 1,v v 1,v v

1 A
H A

n

H L -H L H L -H L [Y],

 ∂ + +  µ ∂  
 + = − 

jk
    (17) 

 
or, in matrix form:  
 

                      [ ][ ] [ ]Z Q Y .= −                       (18) 

 
Here  
 

  
2 2 1 1

2 2 1 1

Q Q Qn
n n u u u u

r

Q Q
v v v v

1 A
[Z] G  A G L -G L

n

        G L -G L ,

 ∂ = + + +  µ ∂  
  

jk
  (19) 

 
and 

   

2 2 1 1 2 2 1 1

pr n
n n

r

pr pr pr pr
u u u u v v v v

1 A
[Y] H A

n

      H L -H L +H L -H L .

 ∂ = + +  µ ∂  
  

jk
              (20) 

 
    When the near-surface layer of electromagnetic activity is 
sufficiently thin relative to object dimensions (a/δ ~ 0.1 or 
less), the equations above are completely sufficient to include 
the interior response of the target and to connect it to the 
exterior fields. To apply MAS to the exterior region, a set of 
magnetic charges is placed mathematically inside the physical 
surface, on the auxiliary surface S1

aux shown in Fig. 2. The 
secondary magnetic field due to the target is expressed as a 
superposition of the fields generated from a finite number (N) 

of point charges, { }iQ , i 1,2,3,..., N=  placed on the 

surface S1
aux. The total secondary magnetic field at the 

position nr
#

 due to the auxiliary charges is expressed as Eq. 

An2 

An1 

 Au2 

Av2 

Au1 

Av1 

Lu2 

Lv1 d 

Fig. 1. Geometry of volume just below the
real surface A. 
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(21) in [1]. By applying equation (17) at M collocation point 

on S and expressing sc
1H
#

 using the { }iQ , we cast into an 

NxM linear system of equations, where normally we set M=N.    
The significance of all this is that TSA together with 

standard boundary conditions across the boundary allows us to 
write the entire problem strictly in terms of exterior field 
quantities (17). These in turn can be solved for in terms of a 
simple set of scalar auxiliary source strengths, distributed 
relatively sparsely over an auxiliary surface.  We term this 
formulation the combined MAS-TSA algorithm, because it 
retains an MAS formulation for the exterior field, but treats 
the interior field only through the TSA.  The "full MAS" 
designates an MAS formulation applied to both interior and 
exterior regions. One can also mix MAS and TSA in another 
sense, namely applying the full MAS under conditions where 
it is appropriate, and easily switching to the combined 
MAS/TSA where it is appropriate, e.g. at higher frequencies.  
This provides a full EMI band simulator, essentially from the 
magneto-static lower limit to the upper PEC limit at some 
100’s of kHz.  
 
2.4 Transient response of a highly conducting and 

permeable object  
 

TD EMI instruments have been very prominent in localized 
subsurface surveying, particularly for detection and 
discrimination of UXO  [40 and references therein].  The 
transient response can be obtained from the MAS –MAS/TSA 
FD solutions by an inverse Fourier transform  

 

 pr j t1
H(t) H( )H ( )e d( ).

2

∞
ω

−∞

= ω ω ω
π ∫          (21) 

 
 Here ω is angular  frequency and H(ω) is the FD solution.  
In measurement practice, the primary magnetic field is 
typically a downward step function  
 

 pr pr
oH (t) H u(t)=                                          (22) 

 
 where  

                   
1,  t<0

u(t)
0, t 0


=  ≥

  

 
which corresponds to the “turn off” case.  In the FD   
 

 pr pr
o

1
H ( ) H ( ) .

2 j

 πω = + δ ω πω 
                 (23) 

 
III. Numerical Results 

 
In this section the hybrid standard MAS and combined 

MAS/TSA method are applied to the analysis of broadband 
electromagnetic scattering by highly conducting and 
permeable metallic objects. The validity and sensitivity of 
TSA in conjunction with the BEM method has been widely 
tested for canonical geometries under time varying uniform 
field [9]. While we expect the underlying approximation to 
produce an accurate system at sufficiently high induction 
numbers, past BEM/TSA experience suggests that 
applicability may be wider than that, depending on the 
scatterer’s permeability. Therefore, we will perform numerical 
tests of the new method across the entire EMI band. The 
results are compared with a solution obtained by full 
(conventional) MAS and experimental data obtained using the 

GEM-3 sensor [41]. All MAS calculations described below 
were done with the simplest point matching, point source code 
[1]. Finally, transient TD EMI responses are simulated and 
analyzed for highly conducing, permeable and non-permeable 
spheroidal objects.  
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Fig. 4.  The scattered magnetic field versus induction number for sphere subject to a realistic sensor: a) non-permeable, b) permeable 
case. 

Validity of MQS assumption 
 
     First we perform calculations to check the validity of the 
MQS assumption over the entire EMI band. A prolate 
spheroid, with minor axis a=10 cm, major axis b=50cm, and 
conductivity σ = 107 S/m and relative permeability µr = 100, is 
excited by a magnetic dipole placed above it. The distance 
between the center of the spheroid and dipole is 60 cm. Fig. 3 
shows the scattered magnetic fields versus frequency for three 

cases. In the first case, the spheroid is placed in a uniform 
ground with conductivity σ = 10-2 S/m and simulation is done 
including a displacement and electric currents, both within the 
object and outside it (no MQS assumption, solid line in the 
figure). The second case assumes that the spheroid is placed in 
free space and again simulation is done without MQS 
assumption  (circles). Finally, a third case employs the MQS 
assumption throughout (no electric currents in surrounding 
space, no displacement currents throughout: diamonds). In all 

three cases the scattered magnetic fields for the spheroid are 
the virtually the same, i.e the MQS assumption is very 
accurate across the entire EMI frequency range.  
  

1. Accuracy and Complexity of combined MAS-TSA 
algorithm for non-uniform excitation 

 
 Next we examine the performance of the two formulations 
for simulating EMI scattering from highly conducting, 

permeable and non-permeable spheres, illuminated by an 
oscillating magnetic field from a loop antenna. The radius of 
the sphere is a =10 cm, with electromagnetic parameters 
σ=4x106 [S/m] and µr = 1 or 150. The field produced by the 
multi-loop antenna is described in detail elsewhere [41], [5]. 
The distance between the antenna’s center and top part of the 
sphere is 5cm. The observation point is at the center of the 
antenna. The co-planar, concentric inner and outer loop radii 
are 10 cm and 20 cm, respectively. The current amplitudes and 

their directions on the loops are chosen in such way that at the 
centers of the loops the primary field is zero. Fig. 4 shows 
comparisons of scattered magnetic field calculated by standard 
MAS [1] with number of sources N and by the combined 
MAS-TSA [39], both with formulations assuming a body-of-
revolution (BOR). The figure shows the “full” range of 
induction numbers in that the problem ranges from lowest 
values of interest, in which the primary field penetrates the 
object completely (~ magnetostatic case), up to asymptotic 

high frequency limits, with arbitrarily small skin depth (~ PEC 
case).  At low induction numbers the full MAS gives high 
accuracy results compared to the combined MAS/TSA method 
for the non-permeable sphere. As induction number increases, 
this difference becomes insignificant (in these cases, as in the 
BEM-TSA [7] – [9] in cases with uniform fields, when the 
induction number is more than about 20). For the highly 
permeable sphere the full MAS with relatively dense 
distribution of sources and combined MAS/TSA algorithm are 

TABLE I: MAS and hybrid MAS-TSA complexity for the generation of the results in Fig.4 Computation was done on Pentium IV,   
2 GHz speed.  

Induction number 
range 

Standard MAS  

1rµ =  

Standard MAS  

150rµ =  

Combined MAS-TSA  

any rµ  

 Number of 
unknowns 

CPU Time 
(secs) 

Number of 
unknowns 

CPU Time 
(secs) 

Number of 
unknowns 

CPU Time 
(secs) 

0< ka<10 40 0.15 60 0.25 14 0.015 
11< ka<100 60 0.25 120 1.12 14 0.015 

101< ka<1000 80 0.52 280 5.8 14 0.015 
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in very good agreement over the entire band. However, the 
standard MAS with small number of sources becomes 
unstable (Fig. 4 b) after induction number 100, which is not  
the case for non-permeable sphere (Fig. 4 a). This means that, 
at any particular resolution, the stability of the full MAS is 
determined by two factors: induction number and 
permeability. Both these parameters affect the matrix elements 

kPG  ξ in equation (12) in approximately the same way. Thus, 

when these parameters increase, the total magnetic field H2 
inside the object decays steeply, interaction between the 
discretized quantities degenerates, and the system (12) 
becomes unstable.  At the same time, the accuracy of 
combined MAS/TSA algorithm significantly increases at low 
induction numbers for high permeability (Fig. 4 b), as in the 
BEM-TSA [7] – [9] in cases with uniform fields. For the 
highly permeable case, the MAS/TSA covers the whole band 
from induction number 0.01 up through induction number 

8000 with no apparent difficulties associated with change in 
skin depth and associated resolution requirements.   
 Comparisons between CPU time and source density for two 
standard MAS and combined MAS/TSA solutions are given in 
table I. For full MAS solution of the same problem at high 
induction number (single frequency) approximately from 6 to 
12 times more unknowns were required. However, depending 
on the object geometry, a much higher number of unknowns 
may be necessary to achieve convergence of the solutions 

from the standard MAS.  In the comparisons between CPU 
time shown, it is obvious that the reduction in complexity 
resulting from use of  MAS/TSA for this problem is dramatic 
and becomes more significant as: 1) the induction number 
increases, and 2) the permeability of the object increases. Note 
here that results in Table I show two very significant facts, 
applicable at least to spherical scatterers:  
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1. For the high permeability objects the accuracy of the 
MAS/TSA method is reasonably good over entire 
broadband electromagnetic induction range. 

 
2. To obtain highly accurate results for high permeability 

objects, the full MAS method requires a very dense 
distribution of unknowns, which dramatically increases 
computational time and computer resource requirements. 

 
 Compared to conventional MAS, the MAS/TSA algorithm 
has several features that make it attractive to a wide range of 
EMI problems. The number of unknowns in MAS/TSA is 
reduced by a factor of 3 in general 3D EMI problems (see 
equations (12) and (18)). In the MQS regime, the scattered 
field is very smooth. This allows the MAS/TSA method, with 
very low computational cost requirement, to get highly 
accurate results with a  point source/point matching technique, 
with only the mesh density that is required to represent the 
geometry accurately.  The matrix that produces the scattered 
field associated with magnetic charges in (17) does not depend 
on the frequency.  Within its realm of validity, MAS/TSA 
should be much more attractive compared to other numerical 
techniques such as MoM [14] and FEM, e.g. [23], [24]).  The 
greatest advantages of combining the MAS and MAS/TSA is 
accuracy over all EMI frequencies for all electromagnetic 
parameters, with quite simple programming, especially 
relative to sophisticated MoM type techniques such as the Fast 

Multi-pole Method [42]. 
  To check the accuracy of the MAS/TSA algorithm in non-
spherical cases, we examine EMI scattering from both non-
permeable and permeable prolate spheroids. The spheroid’s 
major to minor axis aspect ratio is four (b/a = 4) and minor 
axis is a = 10 cm. It is excited by an axially oriented magnetic 
dipole placed outside the spheroid on its axis of the symmetry.  
EM parameters are µr = 1, 25, 100.  Results are shown relative 
to induction number |k|a, so that σ = 4x106 S/m does not 
appear explicitly. 

Fig. 5 shows results for µr=1 ( a-c);  µr=25 ( d-f); and  
µr=100 (g-i). The dipole sources are placed at three different 
distances from the spheroid’s center: 45cm in a) d), g); 60 cm  

in b), e), h);  and 120 cm in c), f), i)  The solid line 
corresponds to full MAS with N=500 number of sources and 
dashed line to MAS/TSA algorithm. These figures 
demonstrate in cases that, when the induction number is more 
than about 20, both techniques produce virtually the same 
results. However, at low frequency for non-permeable cases, 
the MAS/TSA algorithm produces significantly different 
results (Fig. 5 a-c). These errors are reduced as the dipole 
moves from the object. Again, as permeability increases the 
differences between standard MAS and MAS/TSA algorithm 
become insignificant over the entire EMI frequency range, 
particularly for µr=100, e.g. Fig. 5 g.  As the dipole moves 
from the object with permeability 100, the error between MAS 
and MAS/TSA become slightly worse, but not significantly. 
These results also show that depending on the distance 
between the target and sources of excitation the frequency 
spectrum of the scatterer is different. This contrasts with the 
observation in [8], where frequency response is independent of 
observation point, but under a uniform primary field.  For 
example, for the highest permeability spheroid the peak of the 
quadrature or imaginary part, associated with volume currents, 
moves from induction number 100 to 10. It is obvious, that 
when dipole is close to the object it excites strong eddy 
currents within the closest part, and in turn these currents will 
dominate the received signal. When the source is close to the 
end of the spheroid, its response is reminiscent of that from a 
sphere, both in terms of performance of the MAS/TSA and in 

location of peak response.  As the source moves away, the 
geometrical heterogeneity of the object has more effect on the 
accuracy of the MAS/TSA, and the overall response is more 
like what we should expect from an elongated magnetic 
object, axially oriented relative to the primary field [1]. 
 

2. Error analysis 
 

To analyze the performance of the MA/TSA code we 
studied the accuracy of the TS assumption within the object, 
infinitely close to the surface. In [9], the ratio of TSA 
approximation to the actual derivative of the normal 
component of the magnetic field H2,n was denoted  
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and provided an error criterion on the surface of the scatterer.  
A theoretical analysis showed error patterns in both the basic 
approximation and, sometimes contrastingly, in the resulting 
scattered field. Analytical relations produced formulas for 
both the level of error and the sensitivity of the numerical 
system to error. The analysis was carried out only for spheres 
and transverse infinite cylinders, in uniform primary fields, for 
which the analytical relations could be obtained.  Here both 

2,nH  and 2, /nH n∂ ∂  are obtained along the surface of  a 

spheroidal scatterer, using the conventional MAS code, when 
the source of the primary field is a magnetic dipole.  The 
source is situated on the rotational axis 45 cm from the center 
of the spheroid.     
 Fig. 6 shows the ratio of the TSA values and the numerical 
derivative values as a function of distance along the (interior) 
surface.   For all three permeabilities, at very low induction 
numbers (|k|a = 0.01 and 2) the difference between 

2,njkH and 2, /nH n∂ ∂  is very significant. They are in fact 

different orders of magnitude.  However the comparisons 
between scattered 
fields obtained by 
combined MAS/TSA 
and standard MAS 
show different error 
patterns, relative to 
the value of µr      
(Fig. 5).  To some 
extent, one sees the 
same trends as in [9], 
despite the difference 
in object geometry 
and non-uniformity of 

excitation: high permeability diminishes the consequences of 
inaccuracy in the TSA.  In order to understand this numerical 
behavior here, let us examine the expressions in  (17). The 
expression in brackets can be divided into two parts:  the first 
part is associated with the normal component of the magnetic 
field and with the TSA, while second part is related to the 
tangential components.  Examination of solutions shows that 
the both normal and tangential components of the scattered 
magnetic field on the boundary of the scatterer become 
saturated at very low induction numbers (e.g |k|a <0.1) and at 
correspondingly low frequencies.  That is, however much µr is 

increased, the value of sc
1,nH  and its magnitude relative to the 

other components cease to change significantly.  This means 
that, as µr  increases, the contribution of the first part in 
brackets to the whole system (18) decreases relative to the 
contribution from the second part. Thus the quality of our 
approximation of the normal derivative has reduced effect.  

For all values of µr, the TSA and actual 2, /nH n∂ ∂  values 

almost coincide with each other at induction number |k|a=10 
and 30.  Obviously at these induction numbers the combined 
MAS/TSA and full MAS agree very well in the far fields of 
Fig. 5.  
    The error pattern observed here differs from that in [9] in 
one important respect, namely here we do not see reduced 
error at the very lowest induction numbers when there is 
significant error in the middle range of induction numbers. To 
understand this, note that at very low induction numbers both 

2, /nH n∂ ∂ and 2,njkH  approach zero for the spheroid 

uniform primary field excitation. Therefore, while the ratio of 

2, /nH n∂ ∂ and 2,njkH may not be correct, the latter still 

approximates the former adequately in that both become 
negligible.  However in the non-uniform primary field 

considered here, 2, /nH n∂ ∂  does not approach zero at low 

induction numbers, even in the static condition. For the non-
magnetic case, the internal static fields will show the same 
complexity of spatial variation as the primary field.  The 
assumption of approximately 1-D gradients below the surface, 
on which (16) is based, will not hold.  Overall, while in certain 
cases high µr values may suppress the effects of errors in the 
TSA at low induction numbers, in general the TSA is designed 
for high induction numbers.  It does not take into account 
spatial distribution of the normal component of the magnetic 
field at low frequencies, and neglects its tangential gradients.  
See also [39] for additional illustrations of low induction 
number TSA error, caused by more variable geometry.   
 The most secure general strategy for obtaining very accurate 
results over entire broadband EMI frequency range is to use 
the full MAS and for induction numbers less than about 20 
and then switch to the MAS/TSA method for higher induction 
numbers.  Alternatively, we can use the validity of the full 
MAS solution in the interior to check the accuracy of TSA as 
we proceed upwards in frequency.  When we see that (16) has 
become valid, we can proceed with the combined MAS/TSA 
for all higher frequencies. 
  Having established the accuracy and range of validity of the 
hybrid full MAS - MAS/TSA, we will use it to investigate 
EMI response for a real UXO, consisting of two parts: a tail 
with fins (length 8 cm, diameter 3.15 cm), and main part 
(largest diameter 8 cm, smallest diameter 3.15 cm). The total 
length of UXO is 26 cm Fig. 7. The primary magnetic field is 
generated by a GEM-3 sensor [5,41].   Two excitations were 
considered: 1) Axial, i.e. when the coil axis of GEM-3 is 
aligned with the axis of symmetry of the UXO, and 2) 
transverse, when the GEM-3 axis is orthogonal to its axis.  For 
determination of the EM parameters of each section, the UXO 
was disassembled. For each part the EMI response was 
measured separately and a recently developed inverse EMI 
algorithm [43] was used for inferring their EM parameters. 
Inverted parameters are: for the main part σ = 1.6 x106 S/m, µr 

= 85; for tail σ = 2x106 S/m, µr = 130. The numerical solution 
shown as a solid line in Fig. 4 was obtained by combination of 
conventional MAS at low induction number |k|a<20, and  
MAS/TSA  for  |k|a>20. The comparison between measured 
and simulated data for the UXO is shown in Fig. 8, with 

Fig. 7. UXO. 

121Shubitidze, et al.:  A Hybrid Full MAS and Combined MAS/TSA Algorithm for Electromagnetic Induction Sensing



  

different target orientations. Again agreement is very good. 
These results clearly show that, depending on the target 
orientation relative to the sensor's of point of view, the EM 
responses are quite different.  As shown in Fig. 8 a), when the 
nose is close to the sensor the response behaves like a sphere, 
whereas when the tail is up Fig. 8 b) the scattered field 
spectrum suggests the object is elongated (quadrature peak 
shifted lower, see (5). In the transverse case (Fig. 8 c) the 
response is more like that of an elongated target in transverse 
orientation, with quadrature peak at high frequency.   
 

3. Transient response for spheroids 
 
 In this section a transient TD EMI response is analyzed for 
highly conducting and permeable metallic objects, beginning 
with spheres in both the "Turn on" and "Turn off" TD cases.  
For checking the accuracy of the numerical method, data are 
compared against available analytical results. The case 

representative of most TD instruments in current use is the 
"Turn off" case:  The initial condition is essentially the steady 
state solution (unvarying primary field normalized here to 
unity); at t = 0+ the primary field is shut off and the scattered 
field is measured.  In this case, the calculated response begins 
at a finite value and decays eventually to zero.  For the "turn 
on" case, the initial condition is zero both inside and outside 
the object.  At t = 0+, the primary field is switched on and the 
scattered field recorded. A new version of the Geophex   
GEM-3 sensor will record this case as well as the "turn off."  
The former may be more revealing than the turn-off case, 

converging in late time to a steady-state value that depends on 
the object's permeability. The following figure shows example 
turn-on and turn-off results for a sphere, 5 cm in radius, with 
electrical conductivity σ = 107 S/m and relative permeabilities 
1 and 50, and observation point 1 m distant.  Numerical results 
are compared to analytical values obtained from analytical 
solutions by James Wait [32].   
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 Note that the beginning value of the turn-off case and the 
ending value in the turn-on case are not the same. This is 
because the first response of the object to an imposed change 
in the surrounding (primary) field is to generate surface 
currents that oppose the change (Lentz' Law). Thus, in the 
turn-on case, in which a positive primary field value is 
suddenly imposed, the initial response is negative.  (See early 

time in turn-on curve in the Fig. 9). Conversely, in the turn-off 
case, a negative change in the surrounding field is imposed, so 
the first response of the object is positive. In other words, the 
very early time values seen at the beginning of the turn-off 
curve (figure above) are not the true steady state response, but 
are rather steady state augmented by an initial positive 
response.  For the non-magnetic object (µr = 1, Fig. 9 a) there 
is no (non-zero) static response, so the only early time 
response is the initial jump in response to the imposed field. 
Note that, reassuringly, the change in magnitude of the 
response from very early to very late time is the same in both 
turn-on and turn-off cases, for both magnetic (Fig. 9 b)  and 
non-magnetic materials (Fig. 9 a). 

Next the transient responses are investigated for highly 
conducting, permeable and non-permeable prolate             
(Fig. 10 a,b) and oblate spheroids (Fig. 10. c,d), illuminated by 
an axial and transverse primary magnetic field. Axis aspect 
ratios are 4 for both spheroids (prolate b/a=4, a=5cm, oblate 

b/a=0.25). Fig. 10 shows the scattered magnetic field versus 
time for turn on and turn off cases, for different permeabilities. 
Figs. 10a and 10b are for the prolate spheroid illuminated by 
axial and transverse oriented primary magnetic field, 
respectively. Depending on the primary magnetic field 
orientation and spheroid’s EM parameters, the decay 
characteristics are different. The results show that, as 

permeability increases, the principal transient response activity 
(decay curve) shifts earlier in time in both the turn on and turn 
off cases.  Similar behavior of the transient field is observed 
for the oblate spheroid.    
 
IV. Conclusion  
 

In the paper, an innovative hybrid standard MAS and 
combined MAS/TSA algorithm is presented for efficiently and 
accurately analyzing EMI responses by highly conducting and 
permeable metallic targets. It has been shown that combined 
MAS/TSA algorithm works most reliably at high induction 
numbers, where skin depths are very small and more general 
methods are most stressed. Numerical experiments for a 
prolate spheroid under highly non-uniform, time varying 
primary magnetic field have shown that the combined 
MAS/TSA algorithm is inaccurate at low induction numbers 
for a non-permeable object. For a highly permeable object, the 
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Fig. 10. Transient response for oblate and prolate spheroids, a, c) axial and b, d) transverse excitations. 
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MAS/TSA accuracy depends on the primary field, but only 
slightly, with relatively small errors in the scattered field over 
the entire band.  

These studies suggest that for high accuracy broadband EMI 
simulation requiring low CPU resources it is necessary to use 
the standard MAS in low frequencies (induction number less 
than about 20), and the combined MAS/TSA algorithm at high 
frequencies (induction number greater than about 20).  
Accounting for non-uniformity effects at low frequency is  
particularly important for analyzing near field EMI responses 
for targets under highly non-uniform primary fields or for 
multiple, interacting objects, or for objects with very non-
uniform geometries.  Such cases occur frequently in 
subsurface unexploded ordinances discrimination problems.  

To speed up calculation time it is possible to estimate the 
accuracy of the TSA via standard MAS, as one proceeds up 
through the lower frequencies.  Then, when it has become 
valid, we can proceed with the MAS/TSA for all higher 
frequencies beyond the near static region. 

Ultra wideband EMI frequency domain (FD) responses, 
obtained by the proposed hybrid MAS - MAS/TSA algorithm, 
are translated in time domain (TD) using a specialized inverse 
Fourier transform. To validate the FD to TD algorithm, the 
transient responses for permeable and non-permeable spheres 
are compared against analytical solutions for both turn on and 
turn off cases.  Numerical TD experiments show that decay 
characteristics in the transient responses depend of the object 
geometry, primary field orientation, and EM parameters.  For 
both flattened and elongated shapes, in both axial and 
transverse excitation, increasing permeability appears to shift 
the onset of signal decay earlier. From the point of view of 
discrimination, the turn-on case has the advantage that it may 
arrive at a non-zero steady state depending on permeability. 
This may be a more accessible indicator of permeability than 
signal characteristics near the onset of decay. 
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