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Generalization of Surface Junction Modeling for
Composite Objects in an SIE/MoM Formulation

Using a Systematic Approach
Joon Shin, Allen W. Glisson, and Ahmed A. Kishk

Department of Electrical Engineering
The University of Mississippi

University, MS 38677

Abstract— This paper discusses the modeling of various kinds
of surface junctions in an SIE/MoM formulation applied to
complex objects consisting of arbitrarily shaped conducting and
dielectric bodies. Methods of describing various types of junctions
and systematically incorporating them in numerical solutions
are presented. The procedures are of interest for the speci c
application of arbitrarily shaped dielectric resonator antennas
and their associated feed structures and packaging. An E-
PMCHWT formulation in conjunction with a moment method
procedure using multi-domain RWG basis functions is presented
to deal with such general junctions. Some results are veri ed
with the FDTD method.

Index Terms— surface junction modeling, composite object,
SIE/MoM, E-PMCHWT, dielectric resonator antenna, multi-
domain basis function, FDTD

I. INTRODUCTION

THE modeling of general surface junctions in an SIE/MoM
(Surface Integral Equation / Method of Moments) formu-

lation is considered in this work. The speci c application lead-
ing to this study is that of Dielectric Resonator (DR) antennas.
Since an experimental study of a cylindrical DR antenna was
reported in 1983 [1], this antenna has drawn continued interest
because of its small size, ef cienc y, and potential ability to
perform multiple antenna tasks via simple mode coupling
mechanisms. The con guration of a DR antenna may range
from a very simple one that allows analytic solutions to a very
complex one. A typical structure for a DR antenna is a DR
element of high dielectric constant excited by a single feed
such as a microstripline or coaxial cable. Various shapes and
combinations of DR elements as well as various feed structures
have been suggested, however, which may improve the antenna
performance in the areas of bandwidth, power handling, and
antenna ef cienc y. Rigorous SIE analysis methods for non-
trivial DR antenna con gurations have been available mainly
for Body of Revolution (BoR) objects [2,3]. DR antennas
have also been treated with the constraint of a multi-layered
environment [4,5]. where the dielectric layers are assumed to
be of in nite extent. In this work we consider the modeling of
general junctions encountered in such arbitrary con gurations
of DR antennas, which may include general 3D (Three-
Dimensional) composite objects, using an SIE/MoM method
with RWG (Rao-Wilton-Glisson) basis functions. Arbitrary
con gurations here refer to an arbitrary number of dielectric

regions, arbitrary compositions of conductors and dielectrics,
general excitations, etc., as well as arbitrary shapes.

The dif culty with an arbitrary 3D composite object comes
mainly from the modeling of surface junctions. To model a
surface junction, it has been considered necessary to properly
enforce the electromagnetic boundary conditions and the con-
tinuity of the currents at the junction. For a given junction this
may be accomplished easily, and the associated unknown cur-
rents and basis functions are assigned accordingly. However,
for an arbitrary con guration consisting of different types of
junctions, neither the formulation nor the implementation is
trivial. A usual approach might be to implement the junction
models only for some limited number of cases and to make
modi cations when need arises for a speci c type of junction.
A similar argument is true in general, but to a somewhat
lesser extent, for the MoM technique regarding the number
of dielectric regions and the geometry con guration. The
objective of this study is to develop a rigorous yet ef cient
numerical method for EM (Electromagnetic) modeling of ar-
bitrary composite structures, which allows one, as a particular
application, to ef ciently try various con gurations of DR
antennas to optimize the performance.

The junction modeling problem has been considered in
previous works for conducting surfaces [6], for dielectric
surfaces [7], simple combinations of BoR objects [2,3,8,9],
and general conducting, dielectric, resistive, and impedance
boundary condition surfaces [10]. Finally, Kolundzija has also
reported extensive junction modeling of composite objects
[11]. A more detailed account for the junction modeling
as well as various SIE/MoM formulations is found in his
coauthored book [12]. Kolundzija employed a PMCHWT
(Poggio-Miller-Chung-Harrington-Wu-Tsai) formulation [13-
15] , which has been commonly been referred to as a PMCHW
formulation, and entire domain basis functions de ned over
bilinear surfaces, which required fewer unknowns, and thus
electrically larger problem can be solved more ef ciently . The
extent of his surface junction modeling is the same as ours.
He describes the junction modeling in terms of doublets, while
we do so using multi-domain basis functions and multiplicity
of basis function. He treats an open metalic surface located
at a dielectric interface as two closed metalic surfaces, while
we treat it directly as another class of surfaces, which seems
simpler to implement. While [11] presents general rules,
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Fig. 1. General geometry under consideration.

we present speci c formulas for systematic and automatic
construction of basis functions, and all kinds of junctions are
classi ed into only a few cases, for which speci c formulas
are given. In general we feel that our description of junction
modeling is elegant and systematic. The advantage of such a
systematic approach is that it enables a developer to set up a
framework that can be easily extended to include new features
more easily while maintaining code clarity. It should be noted
that another procedure for junction treatment has also been
recently described in [16].

II. FORMULATION

A. Problem Description

The geometry under consideration is a general inhomo-
geneous body with NR dielectric regions, each of which
may contain conducting bodies as well as impressed sources
as shown in Fig. 1. The regions have permittivities ε i and
permeabilities µi, where i = 1, · · · , NR. Both εi and µi may
be complex to represent lossy materials. Non-zero thickness
conducting bodies denoted by R0 may occupy any parts of
the space. In nitely thin conducting bodies can reside in any
region, at interfaces between regions, or they may penetrate
from one region to another. All conductors are considered
to be PEC (Perfect Electric Conductor) material. One of the
regions, region R1 in Fig.1, may be of in nite extent. The total
 elds in each region are denoted by Ei and Hi, where i =
0, 1, 2, · · · , NR, for electric and magnetic  elds, respectively,
and i = 0 denotes PEC regions with E0 =H0 =0. The time
variation, ejωt, is assumed and suppressed throughout.

Any two adjacent regions, Ri and Rj , are separated by
a surface denoted by Sij(ts, t, f), where ts is the type of
the surface, and t and f are the ‘to-region’ and the ‘from-
region’ of the surface, respectively, which de ne the region
connectivity and the surface orientation. The interface between
a non-zero thickness conducting body and a dielectric region

also forms a surface denoted in the same way with the ‘from-
region’ being region zero. An in nitely thin conducting body
in a dielectric region forms yet another type of surface with
the ‘from-region’ being the same as the ‘to-region. Thus, there
are four types of surfaces speci ed by ts:

(i) PF0 (ts = 0) — Interface between a conducting body
and a dielectric region,

(ii) PF1 (ts =1) — In nitely thin conducting body within
a dielectric region,

(iii) PF2 (ts =2) — In nitely thin conducting body between
two dielectric regions, and

(iv) DF (ts =3) — Dielectric interface between two dielec-
tric regions.

These surface types are graphically represented by thick
shaded, solid, thick solid, and dashed lines, respectively, in
Fig. 1. We refer to PF0, PF1, and PF2 collectively by PF
(PEC faces).

When more than two surfaces meet at a curved line segment,
they form a junction. Depending on the numbers and types
of the surfaces at a junction, there are a variety of possible
junction types, all of which are considered in this study.

Each region Ri is surrounded by a closed surface SC
i and is

associated with an inward normal unit vector n̂ i. The surface
interface between regions Ri and Rj , if one exists, is denoted
as Sij , for any i and j, i = 1, · · · , NR, j = 0, 1, · · · , NR.
Thus, SC

i is the set of all interface surfaces Sij , where j
represents all region numbers that interface with region R i.
Note that Sij = Sji for j �= 0; however, the normal unit
vectors n̂i and n̂j are in opposite directions to each other on
Sij .

B. The Field Equivalences
According to the equivalence principle [17], the original

problem can be decomposed into NR auxiliary problems, one
for each dielectric region. To obtain the auxiliary problem
for region Ri, the impressed sources of the original problem
are retained only in region Ri and the boundaries of the
region are replaced by equivalent surface currents radiating
in a homogeneous medium with the constitutive parameters
of region Ri. Electric currents are used for the conducting
surfaces, while electric and magnetic currents are used for
the dielectric boundaries. The electric and magnetic currents
appearing on opposite sides of a dielectric interface in different
auxiliary problems are taken equal in magnitude and opposite
in direction to assure the continuity of the tangential  eld
components on these boundaries as they are continuous in
the original problem. In this procedure, the  elds produced
within the region boundaries by the equivalent currents and
the impressed sources in region Ri must be the same as those
in the original problem, while the zero  eld is chosen to exist
outside these boundaries. The electric and magnetic currents
along SC

i are then Ji = n̂i × Hi and Mi = Ei × n̂i,
respectively.

A system of surface integro-differential equations can be
obtained by enforcing the boundary conditions of continuity
of the tangential components of electric  eld on the conducting
surfaces and both electric and magnetic  elds on the dielectric
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surfaces. This results in the E-PMCHWT (Electric-PMCHWT)
formulation [9] when there is no junction in the problem. For
problems having general junctions, however, it is not easy
to express the integral equation system explicitly apart from
the testing procedure. Thus the system of integral equations
is presented in the next section after describing the junction
modeling and the basis functions.

C. Modeling of Junctions in the Moment Method Solution

Arbitrarily shaped surfaces are discretized in triangular
patches and the equivalent surface currents are approximated
by expansions in the RWG basis functions on the patches [18],
which are expressed as

J(r) ∼=
NTj∑
n=1

InBTj
n (r; ST

n+ , ST
n− ) (1)

where

BTj
n (r) =

{ ± ρn±/hn± , r ∈ STn±
0, otherwise, (2)

NTj is the number of electric basis functions, and STn± are the
positive/negative domains or the from-/to- faces of the basis
function, respectively. For magnetic currents, {BTm

n }NTm
n=1 can

be de ned similarly. The testing functions TTj
n and TTm

n are
also taken to be the same as (2). With the basis and testing
functions de ned we have a matrix equation[

ZTj Tj TTj Tm

TTm Tj YTm Tm

] [ |ITj 〉
|ITm 〉

]
=

[ |V Tj 〉
|V Tm 〉

]
. (3)

When there are general surface junctions, the current re-
lated to an unknown coef cient may exist on many different
surfaces. In such cases, the expression (1) is not rigorous
enough. For example, there is an electric current on a dielectric
surface in the region Ri equivalent problem and another one
 o wing in the opposite direction in the region R j problem,
represented by ‘−In’ as shown in Fig. 2(a). The expression in
(1) for the electric currents has this sort of implication for the
basis functions BTj

n when the domain of the unknown involves
a dielectric interface, i.e., the single current coef cient In

represents the current on both sides of the dielectric interface
and one must identify which side of the interface carries the
current coef cient with the negative sign.

When more than two dielectric surfaces meet at a junction,
this scheme does not work. Thus for general junctions, we
seek another way of expressing the generalized current more
rigorously. We will use two different basis functions for the
same unknown coef cient related to a dielectric surface as
shown in Fig. 2(b). In other words, the unknown coef cient
has a multiplicity of two when it represents the electric or
magnetic current on the dielectric face. The current direction
on each side of the interface in this case is accounted for by
the direction of the basis function (Fig.2(b)). This procedure is
easily extended to account for a junction of multiple interfaces.

Extending this to the general case, the generalized current
is de ned in terms of the generalized basis functions as

•

f1 f2

Rj

Ri

−InJn(f1, f2, Rj)

InJn(f1, f2, Ri)

(a) Conventional representation

•

Rj

Ri

f1 f2

InJn2(f2, f1, Rj)

InJn1(f1, f2, Ri)

      (b) New representation

Fig. 2. Two methods of representing basis functions.

C(r) = {J(r),M(r)} = {
NTj∑
n=1

InBn(r),
N∑

n=1+NTj

InBn(r)}

(4)
where each Bn now represents τn simple basis functions as
indicated below:

Bn(r) =
{

BTj

k (r), with k = n, n ≤ NTj

BTm

k (r), with k = n − NTj , n > NTj

(5)

where

N = NTj + NTm

BTj

k (r) =
τk∑

v=1

BTj

kv
(r; ffkv , tfkv , Rkv ) (6)

BTm

k (r) =
τk∑

v=1

BTm

kv
(r; ffkv , tfkv , Rkv ) (7)

Bnv = the vth basis function of In, v = 1, ..., τn

BTj

kv
,BTm

kv
= RWG basis function de ned over the

corresponding patches as in (2)
τn = multiplicity of the unknown coef cient, In

=
{

ndfn, ndfn = ntf

ndfn + 1, otherwise (8)

ntf = total number of faces connected
ndfn = number of dielectric faces related to In

ffnv , tfnv = from-face and to-face of Bnv .

Rnv = region of Bnv .

Notice that there is one-to-one correspondence between BTj
nv

or BTm
nv

and the parameter set {ffnv ,tfnv ,Rnv}. The numbers
of unknowns and basis functions for a given junction or edge
are determined from the types and numbers of the faces
connected to the junction by considering proper boundary
conditions at the junction. The methods of determining them
and systematically incorporating them in the MoM solutions
have been developed and presented in Appendix, where J n

and Mn are used instead of BTj
n and BTm

n , respectively.
The generalized testing functions {TTj

m }NTj

m=1, {TTm
m }NTm

m=1 , and
{Tm}N

m=1 are also de ned in a similar manner. We also
de ne Ci, the generalized current for the region R i equivalent
problem, as

Ci(r) = {Ji(r),Mi(r)} (9)
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where

Ji(r) =
NTj∑
n=1

In

τn∑
v=1

δS
nviBnv (r; ffnv , tfnv , Rnv) (10)

Mi(r) =
N∑

n=NTj
+1

In

τn∑
v=1

δS
nviBnv (r; ffnv , tfnv , Rnv) (11)

δS
nvi = source contribution coef cient

=
{

1, Rnv = Ri

0, otherwise .

With the set of basis functions in (4)–(7), one may apply
the boundary conditions of tangential  eld continuity at each
subdomain of the basis functions. By merely applying the
boundary conditions, however, the total number of equations
may be greater than the number of the unknowns because
of the multiplicity of some unknowns related to junctions.
The usual methods of solving equations apply only when the
number of equations equals to the number of unknowns, N .
While the solution of an overdetermined system is certainly
possible, it would increase the memory requirements to store
the additional equations, and we prefer to generate equations
that are equivalent to those we would obtain if modeling the
junction in the usual manner.

Such a set of N equations can be obtained by taking the n th

integral equation as the set of simultaneous integral equations
(or summation of them) which satisfy the proper boundary
conditions on the subdomains of the basis functions (Bnv , v =
1, ..., τn) related to the unknown coef cient, In. It is possible
to obtain such a surface integral equation system by testing
with the generalized testing functions as follows

NR∑
i=1

〈 Escat
i (Ci),

τm∑
u=1

δF
rmu i Tmu 〉 =

−
NR∑
i=1

〈 Einc
i ,

τm∑
u=1

δF
rmu i Tmu 〉,

m = 1, 2, . . . , NTj (12)
NR∑
i=1

〈 Hscat
i (Ci),

τm∑
u=1

δF
rmu i Tmu 〉 =

−
NR∑
i=1

〈 Hinc
i ,

τm∑
u=1

δF
rmu i Tmu 〉,

m = NTj + 1, . . . , NTj + NTm , (13)

where

〈 f ,g 〉 =
∫

S

f · g ds

rmu = region number of the testing function, Tmu ,

δF
rmu i =  eld contribution coef cient

=
{

1, i = rmu (i.e., Ri = Rrmu )

0, otherwise

and (Escat
i , Hscat

i ) and (Einc
i , Hinc

i ) are the scattered  elds
due to Ci and incident  elds, respectively. Equations (12) and
(13) are the E-PMCHWT formulation [9] extended to general
junctions.

The meaning of (12) is that the scattered and incident
electric  elds are tested by the electric testing functions. The
testings are summed over the entire region (i = 1, 2, . . . , NR).
However, the Kronecker delta function, δF

rmu i, deselects the
corresponding inner products if the region of the testing
function, Tmu , is not Ri. The meaning of (13) is similar.
The only difference is that the magnetic  elds are tested with
the magnetic testing functions as indicated by the range of the
indices of the testing functions.

The electric and magnetic  eld operators, E J
i , EM

i , HJ
i ,

and HM
i , are de ned in terms of the magnetic vector, electric

vector, electric scalar, and magnetic scalar potential functions
A,F, Φ, and Ψ, respectively, as [17]

Ei(J,M) = EJ
i J + EM

i M

= {−jωAi −∇Φi} + {− 1
εi
∇× Fi} (14)

Hi(J,M) = HJ
i J + HM

i M

= { 1
µi

∇× Ai} + {−jωFi −∇Ψi}, (15)

where Ei and Hi are the electric and magnetic  elds at the
point r ∈ Ri due to the currents J and M on a speci ed
surface, SC . The surface SC may be a subset of SC

i , the closed
surface of the region Ri, which supports equivalent currents,
or it may be a source surface within the region R i that supports
impressed currents. However, there are situations in which no
explicit impressed currents exist and the impressed  elds are
speci ed, for example, by incident plane wave. In (14) and
(15), the subscript i represents the region number in which the
 elds or the potentials are evaluated. The potential functions
are de ned as

Ai(r) = µi

∫
SC

J(r′) Gi(r, r′) ds′ (16)

Fi(r) = εi

∫
SC

M(r′) Gi(r, r′) ds′ (17)

Φi(r) =
1
εi

∫
SC

σe(r′) Gi(r, r′) ds′ (18)

Ψi(r) =
1
µi

∫
SC

σm(r′) Gi(r, r′) ds′, (19)

where the electric and magnetic surface charge densities
σe and σm are related to the surface currents through the
equations of continuity,

σe(r) = − ∇S · J(r)
jω

(20)

σm(r) = − ∇S ·M(r)
jω

. (21)

In (16)−(19), Gi(r, r′) is the scalar homogeneous region
Green’s function and is de ned as

Gi(r, r′) =
e−jkiR

4πR
, (22)
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where R =| r − r′ | is the distance between the  eld point
r ∈ Ri and the source point r′ ∈ SC , and ki =ω

√
µiεi is the

wave number of the region Ri.
Substituting Ci of (4) into (12) and (13), the impedance

matrix and excitation vector elements in (3), Z
TjTj
mn and V

Tj
m ,

for example, are expressed as

ZTjTj
mn =

NR∑
i=1

〈 Escat
i (

τn∑
v=1

δS
rnv iBnv (r′)),

τm∑
u=1

δF
rmu iBmu(r) 〉

=
NR∑
i=1

τn∑
v=1

τm∑
u=1

δS
rnv iδ

F
rmu i〈 Escat

i (Bnv (r′)), Bmu(r) 〉

=
NR∑
i=1

τn∑
v=1

τm∑
u=1

δZ
rmu rnv i〈 EJ

i Jnv (r′), Jmu(r) 〉

=
NR∑
i=1

τn∑
v=1

τm∑
u=1

δZ
rmu rnv iZ

TjTj
munv

m = 1, . . . , NTj and n = 1, . . . , NTj (23)

V Tj
m = −

NR∑
i=1

τm∑
u=1

δF
rmu i 〈 Einc

i , Jmu(r)〉, m = 1, . . . , NTj ,

(24)
respectively, where

ZTjTj
munv

= contribution from Jnv (r′)/Jmu(r) interaction
= 〈 EJ

i Jnv (r′), Jmu(r) 〉
δZ
rmurnv i = Z contribution coef cient

= δS
rnv iδ

F
rmu i =

{
1, rmu = rnv = i
0, otherwise, (25)

Bnv is denoted by Jnv to signify the electric currents, and
EJ

i is the electric  eld operator de ned in (14). Notice that
the generalized testing functions are the same as the basis
functions.

The meaning of (23) is that Z
TjTj
munv is the interaction

between Bn and Tm = Bm. The interaction is expressed by
testing the scattered electric  eld due to the source currents Bn

with the testing functions Tm. Since Bn and Tm are multi-
domain basis and testing functions, the testings are summed
over the entire region (i = 1, 2, . . . , NR). Examples of the
expressions for the testing equations and resultant matrix
elements are provided for speci c situations in Appendix B
of [19].

It is worth noting that the triply indexed Kronecker delta
functions select only terms whose related basis and testing
functions have the same region as Ri, where i is the sum-
mation index. Although the expression for Z

TjTm
mn in (23)

contains the complicated-looking triple summation, typically
only a few terms are left, e.g., only two terms for a dielectric
surface, due to the Kronecker delta functions, and this notation
automatically takes care of general multiple surface junctions.

The evaluation of the inner products of 〈E J
i Jnv (r′),

Jmu(r) 〉 and 〈Einc
i , Jmu(r) 〉 in (23) and (24), respectively,

has been done using the approximate testing procedure ex-
plained in [18].

Other impedance matrix and excitation vector elements in
(3) are obtained similarly from (12) and (13) as follows

T TjTm
mn =

NR∑
i=1

τn∑
v=1

τm∑
u=1

δZ
rmu rnv i〈 EM

i Mnv(r′), Jmu(r) 〉

=
NR∑
i=1

τn∑
v=1

τm∑
u=1

δZ
rmurnv iT

TjTm
munv

= −
NR∑
i=1

τn′∑
v=1

τm∑
u=1

δZ
rmur′

nv
i
〈 HJ

i J
′
nv

(r′), Jmu(r) 〉

= −
NR∑
i=1

τn′∑
v=1

τm∑
u=1

δZ
rmur′

nv
i
T

TmTj

mun′
v

= −T
TmTj

mn′ ,

m = 1, . . . , NTj and n = NTj +1, . . . , NTj +NTm (26)

T TmTj
mn =

NR∑
i=1

τn∑
v=1

τm∑
u=1

δZ
rmurnv i〈 HJ

i Jnv (r′), Mmu(r) 〉

=
NR∑
i=1

τn∑
v=1

τm∑
u=1

δZ
rmurnv iT

TmTj
munv

,

m = NTj + 1, . . . , NTj + NTm and n = 1, . . . , NTj (27)

Y TmTm
mn =

NR∑
i=1

τn∑
v=1

τm∑
u=1

δZ
rmurnv i〈 HM

i Mnv(r′), Mmu(r) 〉

=
NR∑
i=1

τn∑
v=1

τm∑
u=1

NR∑
i=1

τn∑
v=1

τm∑
u=1

δZ
rmurnv iY

TmTm
munv

=
NR∑
i=1

τn′∑
v=1

τm′∑
u=1

δZ
r′

mu
r′

nv
i

1
η2

i

〈 EJ
i Jn′

v
(r′), Jm′

u
(r) 〉

=
NR∑
i=1

τn′∑
v=1

τm′∑
u=1

δZ
r′

mu
r′

nv
i

1
η2

i

Z
TjTj

m′
un′

v

,

m=NTj +1, . . . , NTj +NTm and n=NTj +1, . . . , NTj +NTm

(28)

V Tm
m = −

NR∑
i=1

τm∑
u=1

δF
rmu i 〈 Hinc

i , Mmu(r)〉,

m = NTj + 1, . . . , NTj + NTm , (29)

where

ηi =
√

µi/εi

Jn′
v

= Mnv

Jm′
u

= Mmu, (30)

and EJ
i , EM

i , HJ
i , and HM

i are the  eld operators de ned in
(14) and (15), and Bnv is denoted by Jnv and Mnv to signify
the electric and magnetic currents, respectively. Notice that in
(26) and (28) the duality property of the  eld operators is used
and that there is one and only one Jn′

u
which is the same as

Mnu for a dielectric interface. The prime in the subscript of
Jn′

u
is due to the fact that the indices n and n

′
are for the
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Fig. 3. Junction test case A — T-junctions with phantom dielectric.
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Fig. 4. z-directed current densities along the contours (◦ - PEC alone, ×
- with phantom dielectric ). The arrows denote the start of the second contour.

generalized basis functions (n, n
′
= 1, 2, . . . , N ), and thus n

and n
′

differ from each other for Jn′
u

=Mnu .
Some subroutines of EMPACK [20] have been used for the

integrations over the triangular domains which appear in (23)
implicitly.

III. NUMERICAL RESULTS

A. Self Consistency Test — T-Junction
A T-shape junction of three 0.1-m wide and 0.3-m long PEC

strips is taken as an example. For comparison, a semi-circular
cylinder of phantom dielectric having 0.1-m height and 0.3-
m radius is attached to the T-shape junction as shown in
Fig. 3. The z-directed surface currents along the contour lines,
(−0.3, 0, 0)→ (0.3, 0, 0) and (0, 0, 0)→ (0,−0.3, 0), located
at the center of each strip are computed for a plane wave
excitation. The plane wave is expressed as Einc =Eo ekok̂i·r,
where k̂i = −x̂ cosφi sin θi − ŷ sinφi sin θi − ẑ cos θi, Eo =
Ei

θ(x̂ cos θi cosφi + ŷ cos θi sin φi − ẑ sin θi), θi = φi = 45◦,
Ei

θ = 1, ko = 2πf
√

µoεo, and f = 300 MHz. The results
in Fig. 4 show very good agreement as well as the expected
current peaks at the ends of the strips.

The φ−directed magnetic currents along a circumferential
contour (φ=0◦ → φ=180◦, z=0.0125) are studied for three
different grids. Grid-1 is shown in Fig. 3(b), and Grid-2 is a
uniformly  ne grid having 40 edges along the circumference.
Grid-3 is similar to Grid-1, but it has locally  ne grids near
the conductor strips as shown in Fig. 5. As shown in Fig. 6,
Grid-1 is not  ne enough to result in the expected behavior of
magnetic currents or electric  elds near a conducting surface.
At φ = 0◦ and φ = 180◦, where the conducting strips are
located, the boundary conditions for the tangential electric
 eld dictates Ez = 0  or Mφ = 0)  at the conducting surface.
The opposite trend of the numerical solution for Mφ near
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Fig. 5. Modeling with locally  ne grids (Grid-3).
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Fig. 6. φ-directed magnetic currents of T-junction with phantom dielectric
along circumferential contour (φ=0◦ → φ=180◦, z =0.0125 m). Grid-1
and Grid-3 refer to grids shown in Figs. 3(b) and 5, respectively. Grid-2 is
uniformly  ne grid using 40 edges along the circumfernce.

the conductor surface is due to the too coarse grid near
the conductor, which cannot model the rapid  eld variations
properly. The locally  ne grid, Grid-3, as well as the uniformly
 ne grid, Grid-2, result in the expected current distributions
near the conducting surface. Similar behavior of the magnetic
currents has been checked for a simple 0.1-m wide and 0.6-m
long PEC strip without the center strip.

Fig. 7 shows the corresponding radar cross sections. It is
worth noting that even Grid-1 results in very good agreement
with the PEC-alone data in spite of the abnormal behavior of
the magnetic currents described above.
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Fig. 7. RCS of T-junction with phantom dielectric.
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B. Self Consistency Test Using Two Different Models
In this section, a PEC square-bar with three dielectric ones

attached to it as shown in Fig. 8 is considered. As shown
in Fig. 9, the PEC bar can be modeled using either PF0 or
PF2 surfaces. The surface of type PF0 is modeled using
one electric unknown, while PF2 using two as discussed
in section II. Moreover the process of assigning the basis
functions and unknowns as described in the Appendix results
in wildly different sets of unknowns as well as basis functions
for the two models. The electric current distributions along
twelve contours on the PEC bar and attached strip are plotted
in Fig. 9 to show virtually the same results for the two different
models. Each contour runs from z = 0 to z = 0.5, with
(x, y) coordinates being (0.1, 0.0125), (0.1, 0.0375), (0.1,
0.0625), (0.1, 0.0875), (0.0875, 0.1), (0.0625, 0.1), (0.0375,
0.1), (0.0125, 0.1), (0.1125, 0.1), (0.1375, 0.1), (0.1625, 0.1),
and (0.1875, 0.1) for contours 1 to 12, respectively. It should
be noted that the results are obtained by using grid parame-
ters for each block of nex/ney/nez = 4/4/8 instead of
2/2/4 as suggested by the triangulation shown in Fig. 8
(nex/ney/nez are numbers of edges along x-, y-, and z-
direction). The excitation parameters are θ i =φi =45◦, Ei

θ =1,
and f =300 MHz.

C. Junction Tests Using FDTD
Extensive validation of the code for various types of junc-

tions has been carried out. Here we present only sample results
for the test case shown in Fig 10. It is a 0.1m × 0.1m × 0.5m
dielectric bar of εr = 4 with seven 0.1m × 0.1m PEC strips
attached to it to result in PF1-DF-PF2 and PF1-PF2-PF2
junctions.

The top and bottom surfaces of the bar are dielectric.
Fig. 11 shows good agreement between MoM and FDTD
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Fig. 9. Comparison of z−directed electric currents from two different models
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contour positions. Each contour runs from z=0 to z=0.5.
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φi =30◦, Ei
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(Finite Difference Time Domain) results except for around θ
= 150◦ in xz-plane. The grid parameters are nex/ney/nez
= 3/3/10 for ax/ay/az=0.1/0.1/0.5 (instead of
2/2/10 as suggested in Fig. 10), and the excitation para-
meters θi=45◦, φi=30◦, Ei

θ=1, and f=300 MHz. The FDTD
parameters are: dx = dy = dz = 0.005 m, the second order
Mur’s RBC, 0.4-m distance from the scatterer boundary to
the RBC, and a Gaussian pulse of with 0.4-ns width and 2-ns
delay. The near- eld currents for the far- eld computation are
sampled at surfaces  ve cells away from the scatterer surfaces.
The number of time steps used is 5000. However 2000 time
steps should be enough.

D. Microstripline/Slot-Fed Rectangular DRA
A Rectangular DR Antenna (RDRA) fed by a micro-

stripline through a narrow slot has been previously considered
by Liu et al. [5]. The front and top views of such an RDRA
are shown in Fig. 12. The geometry of the DR element and
feed structure are taken from [5], where an in nite ground
plane is assumed.

For the 3DIE code, the implementaion of the SIE/MoM
formulation, a large  nite ground plane is computationally
expensive. It is even more expensive when the GP is backed by
a substrate, in which case the GP PEC as well as the dielectric
surface are modeled using two unknowns per edge. Thus, it is
possible to reduce the number of unknowns signi cantly by
truncating the substrate such that only a minimal portion of
the substrate is used. The effect of the substrate truncation on
the radiation patterns should be negligible as shown in Fig. 13.
In Fig. 13, x12y04f and x12y04 refer to the RDRAs with
full and truncated substrates, respectively, while the numbers
in them refer to the ground plane dimensions, Gx = 12 and
Gy = 4, respectively, in cm.

We next verify that the 3DIE code computes the radia-
tion patterns correctly and that the substrate truncation has
no signi cant effects. Fig. 14 shows the MoM and FDTD
computations of the radiation patterns of the smallest RDRA
in the principal planes of φ=0◦/180◦ and φ=90◦/270◦. The
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Fig. 12. RDRA with  nite ground plane. DR dimensions are 2.45 × 2.5 ×
1.27; slot length is 1.8; microstripline input and stub lengths are 5.8 and 1.8
from center of slot, respectively; Sx=8 and Sy=4, all in cm.
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Fig. 13. Effect of substrate truncation of RDRA of Fig. 12 on radiation
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has truncated substrate as shown in 12, while x12y04f has full substrate.
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agreement between both methods is excellent for both the prin-
cipal and cross polarization as shown in Fig. 14. It should be
noted that the E-plane pattern (xz-plane principal polarization)
shows high asymmetry. This is due to the asymmetry of the
GP with respect to the DR element. The diffracted  elds from
the GP edges contribute differently to the  elds radiated from
the DR element due to the path differences in φ = 0◦ and
φ = 180◦ planes. For RDRAs that have a symmetric GP, no
such asymmetry has been observed in the radiation patterns.
The cross polarization is shown to be low even for the minimal
size of the GP. The effects of the  nite ground plane size on
the radiation patterns of the RDRA have been studied in [19].

IV. CONCLUSION

A systematic procedure for modeling of the general junc-
tions of any combination of conducting and/or dielectric
bodies in an SIE/MoM formulation has been presented. With
the successful modeling of general junctions, it is possible
to apply the E-PMCHWT formulation to a large class of

problems including dielectric resonator antennas of complex
con guration.

The procedure has been validated by modeling similar
test structures in different manners and by comparison of
results with FDTD solutions for a complex dielectric resonator
antenna geometry.
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APPENDIX

MODELING OF GENERAL SURFACE JUNCTIONS

For surface junctions, there may be in nitely many possible
con gurations regarding the number, order of connection, and
types of the connected faces. Here, we develop a systematic
procedure to model general junctions of arbitrary con gura-
tion.

A. Rules for Assigning Basis Functions and Unknowns

A single basis function is de ned over a pair of any two
adjacent triangular faces. Each basis function is associated
with the region into which it radiates and its type may be either
electric or magnetic. When at least one face of type DF is
involved in the junction, several different basis functions may
be related to the same unknown number, so we refer to this
as a multi-domain basis function.

The types and numbers of the unknowns and basis functions
of a junction, as well as the fashion in which they are assigned,
are mainly determined by the boundary conditions of the  elds
on the connected faces. The  eld boundary condition on a
PEC is that Etan = 0. Also the tangential magnetic  eld
is discontinuous. The boundary conditions for a dielectric
face are that the tangential electric and magnetic  elds are
continuous across the interface. From the Etan =0 condition,
it follows that there is no magnetic current for a junction
which has at least one PEC face. The continuity of  elds
across a dielectric face leads to the multiplicity of an unknown
coef cient given by (8). For a PF2 face, the discontinuous
magnetic  eld results in two unknowns on each side of the
face, while the total effect of the  eld on the two sides is
represented by a single unknown on the face for a PF1 face.

When all the connected faces are PF in the same region, the
KCL (Kirchhoff’s Current Law), which states that the sum of
currents  o wing into the junction edge from connected face is
zero, is applied. In such a case, The numbers of basis functions
and unknowns are Ntf −1 where Ntf is the number of the
connected faces.

In the following sections, the above rules are used to derive
the numbers of basis functions and unknown coef cients and
to set up a systematic procedure for assigning basis functions
and unknown coef cients.

B. Numbers of Basis Functions and Unknowns
For each edge, we have certain numbers of basis functions

and unknowns related to it, which are determined by applying
the rules of the previous section at the junction. For the pur-
pose of convenience, general surface junctions are classi ed
into three cases —

(i) All faces are PF1
(ii) All faces are DF

(iii) General cases excluding cases 1 and 2.
Then the numbers of basis functions nb and unknowns nu

related to a junction edge can be expressed as follows

nb =




ntf − 1, ntf = npf1

2 ntf , ntf = ndf

ntf − npf0/2, otherwise
(A-1)

nu =




nuj = ntf − 1, ntf = npf1

nuj + num = 1 + 1 = 2, ntf = ndf

ntf − npf0/2 − ndf , otherwise
(A-2)

where

nb = number of basis functions related to a junction
nu = number of unknowns related to a junction

= nuj + num

nuj = number of electric unknowns
num = number of magnetic unknowns
ntf = total number of faces connected to a junction

= npf + ndf

npf = number of PF = npf0 + npf1 + npf2

npf0 = number of PF0
npf1 = number of PF1
npf2 = number of PF2
ndf = number of DF

Having the numbers of the basis functions and the unknowns
for each edge, the corresponding total numbers are given as

Nb =
∑
Nedg

nb (A-3)

Nu = Nuj + Num =
∑
Nedg

nuj +
∑
Nedg

num

=
∑
Nedg

nu = N, (A-4)

respectively, where Nedg is the number of edges in the
problem.

C. Setting up Basis Functions and Unknowns
There are a number of legitimate ways to assign the basis

functions and unknowns for a surface junction consisting of
ntf faces. Here, we describe a speci c way which is chosen
to facilitate convenient and systematic implementation of the
code.

From the de nition of the multi-domain RWG basis func-
tions of (5)–(7), it is necessary to specify its type (electric or
magnetic), positive/negative domains (from-face and to-face,
i.e. the assumed positive current direction), and region for a
basis function. While the determination of the type and region
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Fig. A-1. Rearrangement of local face numbers.

of the basis functions are relatively simple once their from-
face and to-face are chosen, it is not a simple task to assign
the from-face and to-face straightforwardly.

Initially the face numbers connected to a junction edge
are listed in the order of increasing global face numbers.
The resultant local face numbers may be spatially distributed
without any order as shown in Fig. A-1. For a systematic
junction modeling, it is necessary to rearrange them in an
orderly manner. To this end, the  rst face or the one with
the lowest global number is chosen as the reference, from
which the angles to others are measured. The direction of
the increasing angle is determined by the surface normal
of the reference face. Then consecutive local face numbers
(1, . . . , ntf ) are assigned to each face as shown in Fig. A-
1. For the example shown the direction of increasing angle
happened to be CCW (counter-clockwise) because of the
surface normal n̂. When both PEC and dielectric faces are
connected to an edge, the reference face must be a PF . Thus
if the lowest numbered face is a DF , then the original local
numbering is shifted until the reference becomes a PF . Once
the local face numbers are arranged in this way, we can
determine the from-face, to-face, region number, type, and
its unknown number straightforwardly. The from-face and to-
face of the  rst basis (ib =1) are assumed to be the  rst and
second faces, respectively. Considering the rules of the section
A at the junction and the resultant numbers of basis functions
and unknowns of (A-1) and (A-2), the from-face and to-face
of other basis functions (ib = 2, 3, . . . , nb) are determined as
follows

(i) For ntf = npf1 case (Fig. A-2(a)),

nb = ntf − 1 (A-5)
ff = ib (A-6)
tf = ib + 1 (A-7)

(ii) For ntf = ndf case (Fig. A-2(b)),

nb = 2 ntf (A-8)

ff =
{

ib, ib ≤ nb/2 (tb = 1)
ib + nb/2, ib > nb/2 (tb = 2) (A-9)

tf =




ib + 1, ib < nb/2
ib + nb/2 + 1, nb/2 < ib < nb

1, ib = nb/2 or ib = nb

(A-10)

(iii) For all other general cases (Fig. A-2(c)),

nb = ntf − npf0/2 (A-11)

ff =
{

tfp + 1, tfp is PF0
tfp, otherwise (A-12)

tf =
{

1, ib = nb and the last face is not PF0
ff + 1, otherwise (A-13)

where

ib = 2, 3, . . . , nb = consecutive indices for
basis functions related to an edge

ff = local face number of the from-face of the
ithb basis function (1, . . . , ntf )

tf = local face number of the to-face of the i th
b

basis function (1, . . . , ntf)
ffp = ff of the (ib − 1)th basis function
tfp = tf of the (ib − 1)th basis function
nb = number of the basis functions related to an

edge as given in (A-1)

tb = type of basis function =
{

1, for electric
2, for magnetic.

The assignment of unknown numbers is self-explanatory in
Fig. A-2(a) and (b) for cases (i) and (ii), respectively. For
the general case of (iii), a new unknown number is assigned
consecutively to each basis function unless the from-face is
a dielectric face. When the from-face is a dielectric face, the
previous unknown number is used again (see J32 , J33 , and
J42 in Fig. A-2(c)). Thus, the multiplicity of an unknown is
one if the related basis function does not have dielectric face
for its domain. In general, τn, the multiplicity of an unknown
number is given by

τn =
{

ndfn, ndfn = ntf

ndfn + 1, otherwise (A-14)

where

ntf = total number of faces connected to the
junction for In

ndfn = number of dielectric faces related to In

Both J1 and M1 in Fig. A-2(b) have a multiplicity of
four, while the unknowns J5 and J6 in Fig. A-2(c) have
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Fig. A-2. Modeling of general surface junctions. (Ci, i=1, 2, 3, . . . , is an
entry-counting index.)

multiplicities of three and two, respectively. Notice that setting
up the unknowns and basis functions of a given junction would
be wildly different if the global edge or face numbers were
set up differently.

After assigning the unknowns and the basis functions for all
edges, it is possible to rearrange the order of the unknowns
such that all electrical ones come before any magnetic ones
so that the relationships in (5) hold.
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Mode Expansion with Moment Method (ME-MM) to Analyze 
Dielectric Resonator Loaded Cavities 

 
Zhongde Wang (1), Safieddin Safavi-Naeini (2) and John L. Volakis (1, 3) 

 Abstract—An efficient hybrid Mode Expansion- 
(ME) Moment Method (MM) or ME-MM is proposed 
to simulate the eigenvalue problem of multi-layer 
dielectric resonators (DRs) within cylindrical and 
rectangular cavities. Resonant frequencies and field 
distributions for several DRs are presented. The 
method’s efficiency and accuracy are validated by 
comparison with commercial software, such as the 
HFSS, and other numerical methods. Finally, an air 
gap tunable DR analyzed via shows the ME-MM 
potential to design tunable DRs and filters. 
 
Index Terms—Mode Expansion, Moment Method, 
Multi-layer Dielectric Resonators, Resonant 
Frequency, Field Distribution 

I. INTRODUCTION 
Resonators, filters and multiplexers play 

critical roles in many telecommunication systems, such 
as satellite and mobile communications [1], [2]. The 
size of these components is directly related to the 
wavelength and varies from less than one inch to more 
than a foot. Strip-line and micro-strip-line structures 
have been successfully adopted to avoid the bulkiness 
of waveguide structures. However, when high power-
handling capability and/or low loss are needed, 
waveguide remain choice devices Since materials of 
high dielectric constant, high quality factor, and low 
coefficient of thermal expansion have been developed 
in the mid 70s [3], homogeneously and 
inhomogeneously-filled waveguide components have 
been studied and used in communications, navigation 
and various types of radar systems. With so much 
interest in dielectric structures, this paper presents a 
new methodology, referred to as a hybrid  Mode 
Expansion Moment Method (ME-MM), to analyze 
dielectric resonator (DRs) loaded cavities. The 
efficiency and accuracy are compared with HFSS or 
other numerical methods.  

                                                           
(1) The authors are with the Radiation Laboratory of 
Electrical Engineering and Computer Science Dept, 
University of Michigan, Ann Arbor, MI 48109. (2) 
The author is with the Electrical & Computer 
Engineering Dept., University of Waterloo, Ontario, 
Canada. (3) The author is with the Electrical and 
Computer Engineering Dept., ElectroScience 
Laboratory, The Ohio State University, Columbus, 
OH. 

Analysis and modeling of waveguide resonant 
and transmission structures have been research topics 
in the past decades, especially for DR loaded cavities. 
When a DR is placed in an open space, the analysis is 
usually performed under the assumption that the fields 
are completely restricted inside the dielectric materials 
due to its high dielectric constant. As such, the DR 
edges can be treated as perfect magnetic walls (PMW) 
and the modes and field distribution can be easily 
determined by calculating the field variations in each 
direction [4]-[6]. Obviously, this type of configuration 
is not practical and the PMW treatment is too 
approximate. A more accurate model was suggested by 
taking away the PMW on the two ends of a cylindrical 
DR, while keeping the PMW on the side of the DR and 
extending to infinity along the DR axial direction [7], 
[8]. In this case, the fields outside the DR decay 
exponentially along the axial direction.  To represent 
these fields, an extra subscript δ is added to the 
normal  and TM modes as     and 01TE 01 01TE δ    TM 01δ . 
Further modifications assuming imperfect magnetic 
walls on all the surfaces were also suggested, but the 
analysis is still approximate with axial symmetric 
modes only [9-11].  

Placing the DR between two parallel 
conducting plates provides a partial configuration. The 
resonator is formed by cutting a piece of cylindrical 
dielectric waveguide with a conducting plate at each 
end. This configuration is important for dielectric 
material measurement applications [12-14]. Rigorous 
modal analysis, including the axially symmetrical 
modes and the non-axial-symmetric modes for this 
geometry, was given in [13] In any practical 
applications, conducting enclosures for      the DR are 
unavoidable. This is because fields the DR must be 
shielded and also for packaging because the DR array 
interact with circuits components outside.  

A popular analytical method is the finite 
difference method [15], [16] which transforms the 
D.E. into a system of algebraic equations by simply 
replacing derivatives with finite differences. The finite 
element method is another popular approach and when 
making it more efficient and accurate for neural bars 
where Green’s functions are used, an electromagnetic 
boundary value problem can be converted in a surface 
or volume integral equation in terms of the equivalent 
electric and/or magnetic currents. The integral 
equation itself is then transformed to a set of linear 
equations by expanding the unknown currents as a 
superposition of a set of basis functions and by 
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evaluating the inner products to get the equations with 
a set of testing functions (MM) [17-20].  

The most popular configuration is the 
cylindrical, solid DR or ring DR coaxially loaded in a 
cylindrical enclosure. Recently, a configuration of 
cylindrical DRs loaded in a rectangular box was 
studied [21], [22]. In these cases, conductor loss was 
minimized by placing the enclosure conductor walls at 
some distance away from the DR. However, if the 
cylinder size is the major concern, those distances may 
be partially or completely eliminated.  

The mode matching method is often 
employed to further characterize the guided modes in a 
waveguide and to find the scattering properties of a 
waveguide discontinuity. The configuration is 
typically divided into regions that the fields in each 
region can be typically expressed as a summation of its 
eigenmode functions. By matching the boundary 
conditions and using the orthogonal properties of the 
eigenmode functions, a set of linear equations then 
generated for the coefficients of the eigenmode 
functions.  The resonant frequencies are then found by 
equating the determinant of the equation matrix to zero 
[23].  In this paper, a new method combining the Mode 
Matching and Moment Method (ME-MM) is proposed. 
The key advantage of the approach is that the matrix 
dimensions are determined by the number of basis 
functions used on the inter-surface rather than the 
number of modes in the expansion mode.   

II. CONFIGURATION AND ANALYSIS 

A typical configuration of the dielectric 
resonator is shown in Fig. 1. It depicts a dielectric 
cylinder of radius  and height , supported by a 

concentric circular dielectric ring of radius  and 

height . The entire configuration  may be separated to 

two sections: 

2r 2l

1r

1l
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2     cylindrical case

     rectangular case .

r

a

ρ
ρ
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The post region (region II) is further subdivided 

into sub-regions as follows:   
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Here,  for the rectangular case with 2b 
representing the long-side length (Fig.1b).  

b a≥

 The linear system for the fields and 
eigenvalues in the resonator is constructed by 
introducing a modal function representation of the 
fields with linear multi-layer parallel plate waveguides. 

At ( 1, 2 ...)kz L k= =  and  ( 1, 2 ...)ir iρ = = , 

the tangential field components are then enforced to be 
continuous along the axial and radial directions. After 
mode matching, this gives rise to the linear system of 
equation in the modal field coefficients in the outer 
region [22], 
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Fig.1. Configurations of Dielectric resonators: 
(a) Cylindrical enclosure, (b) Rectangular enclosure. 

 
The submatrices Wij and their element expressions are 
listed in [22]. Their dimensions are J J×  with J  
representing the number of roots that the characteristic 
equation in the cylindrical post region.  is the index 
number along 

n
ϕ  direction. And  and  

are the field coefficients in the

, , ,e e h
n n nR T R h

nT

IP  region. The 

superscripts  and h  represent TM  and  
eigenmodes, respectively.  

e TE

 The fields in the region (I=2 for the 

cylindrical configuration, and I=3 for rectangular 
configuration in Fig.1) can be expressed as: 

IP

(1) (2)( ) ( )
P e Ie e IeI
t nj n j nj n j tnj

n j

IeE R B a T B a eξ ξ⎡ ⎤= +∑ ∑ ⎣ ⎦
K K

(1) (2)( ) ( )h Ih h Ih Ih Ih
nj n j nj n j j tnj

n j
R B a T B a eξ ξ ξ′ ′⎡ ⎤+ +∑ ∑ ⎣ ⎦

K       (2) 
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(1) (2)( ) ( )P h Ih h Ih IhI
t nj n j nj n j

n j
tnjH R B a T B a hξ ξ= +∑ ∑  
K

(1) ( 2)( ) ( )e Ie e Ie Ie
nj n j nj n j j

n j
R B a T B aξ ξ′ ′ + +∑ ∑  

Ie
tnjhξ
K

    (3) 

where,  
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sin cos

ˆˆ ( ) ( )
2cos sin

Ie Ie Ie ie Ie
tnj zj j zj j

Ie
j

n n ne z e z e z
n n r

ϕ ϕ
γ ϕ γ

ϕ ϕ ξ

    ′= +   −   

K  

        (4)                                                                                         

( )
cos 1ˆ (

2sin
Ih Ih Ih

tnj zj j
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j

n
e

n
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ϕ
ϕ ξ

 
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tnj zj j
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j

n k z
j h e z

n
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ωµ ϕ γ
ϕ ξ

 
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K
)                      (6) 

( )
cos sin

ˆˆ ( ) (
2sin cos

Ih Ih Ih Ih Ih
tnj zj j zj j

Ih
j

n n n )j h z h z h z
n n .r

ϕ ϕ
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ϕ ϕ ξ

−    ′= +   − −   

K    

(7)        

 We should note that in (16), here 'ijG s  are 
sub-matrices whose dimensions are determined by the 
number of basis functions ( , )zN Nϕ .  Detailed element 

expressions for G  can be found in [25]. The resonant 
frequency of the DR loaded cavity is obtained by 
solving 0G = . Substituting the resonant frequency 

back into (2), (3), (10) and (11), the field distributions 
in different regions are readily obtained.  

As usual  
are the eigen-functions in the parallel-plate 
waveguides [25]. The values for 

( ), ( ), ( ),  and ( )Ie Ie Ih Ie Ie Ih Ih Ih
tnj j tnj j tnj j tnj je z e z h z hγ γ γ γ

, , ,  and 

z

Ie Ih Ie Ih
j j j jξ ξ γ γ

2 2 2kξ γ= +
( )k
nB

 
in each region can be easily obtained by solving its 
characteristic equation subject to . We 
also remark that  is the stk  Bessel function or 
modified Bessel function given by: 

2
(1)

2

( ); 0
( )

( ); 0
n

n
n

J x x
B x

I x x
 ≥=  ≤

                      (8)         

2
(2)

2

( ); 0
( )

( );
n

n
n

Y x x
B x

K x x
 ≥=  ≤ 0

.            (9) 

P

The field expressions in the waveguide region 
can also be represented with a modal superposition. 
For the cylindrical configuration, the field expressions 
are the same as in (2) and (3) with different 
coefficients. For rectangular structure, the fields in the 
waveguide region are 

ˆ
y yWp Wp Wp pmj mj

t mi mi
m i

E A e B e
γ γ− = +∑ ∑    tmie

tmi

         (10) 

ˆy yWp Wp Wp pmj mj
t mi mi

m i
H A e B e h

γ γ− = −∑ ∑  

)
s
z zi z

z

)

g field compone

 .         (11) 

On the inter-surface between the post and the 
outer waveguide region, we expand the tangential 
electrical field  as ( ,t zε ϕK

( )( , ) cos sin ( )S z z
z ni ni

n i
z U n V n e kε ϕ ϕ ϕ= +∑ ∑     (12) 

( )( , ) cos sin ( )S s
ni ni zi

n i
z U n U n e kϕ ϕ

ϕ ϕε ϕ ϕ ϕ= +∑ ∑

( )s
z zie k z (s

zie kϕ

( )s
z zie k z ( )s

zie k zϕ

   (13) 

where the basis functions and can 
take different forms, including triangular, sinusoidal, 
or other sub-domain representations. Here we choose 
the sinusoidal full domain basis functions for 

and since they closely represent the 
actual field distributions. 

z

Applying the boundary condition of the 
tan ential nts  K K K S

t tP WI
E E= =                               (14) 

S
t tP WI

tH H H .= =
K K K

          (15) 

tE

And getting the resulting equations via Galerkin’s 
method coupled with Mode Matching yields 

11 12 13 14

21 22 23 24

31 32 33 34

41 42 43 44

0z

z

G G G G U
G G G G V
G G G G U
G G G G V

ϕ

ϕ

 
  
   =
  
  

      

.            (16) 

For the rectangular geometry (Fig.1b), similar 
procedures are applied and given in [25]. It is 
important to point out the analytical integration cannot 
be carried out  from the mutual inner products, because 
of the different coordinate systems at the post region 

( ), ,ρ ϕ  and the waveguide region ( ), ,y zW x . To 
reduce the CPU time spent on the numerical integrals, 
Bessel-Fourier series are used to translate the 
numerical integrations into simple summations as 
follows: 
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( ) ( )2 2 242 miT mρ aρ ππ= − γ          (20) 

( ) ( )2 2
2 2

2mi
m ik a L

π πγ + = +            (21) 
2 2

0k ω µ ε= .           (22) 
Using the above transformation technique, 

rectangular-configuration is the same as that for the 
analysis for the circular-configuration. In the following 
section, several numerical examples for DRs inside a 
cylindrical or rectangular enclosure are presented.  

III. NUMERICAL RESULTS 
A FORTRAN program was developed to 

compute the resonant frequencies and field patterns of 
the cylindrical multi-layers DRs loaded inside a 
cylindrical or a rectangular waveguide junction. 

Table 1 shows the convergence and accuracy 
of the ME-MM in comparison with HFSS for a two-
layer DR (Fig.1 (a)). We can readily see that the ME-
MM is convergent and very fast (only six basis 
functions needed).  

Table 2 gives the calculation time and 
computer memory (the number of tetrahedrons in 
HFSS and basis functions number in ME-MM) in the 
HFSS and the new method for two different cases: 

 
Table 1 Resonant Frequency Convergence Testing  

1 2

1 2 1 2

2 1.6 ; 3.0 ;2 1.6 ;2 1.6 ;
0.55 ; 0.8 ; 10.; 35.7r r

a cm L cm r cm r c
l cm l cm ε ε

= = = =
= = = =

m  

0Nϕ =  (TE case) 

Nz rf (GHz) HFSS 
result Error (%) 

4 3.3162 0.29 

6 3.3208 0.15 

8 3.3210 0.14 

12 3.3212 

3.3258 

0.14 
 

  
Fig. 2. Cross-sectional View of a DR loaded cavity. 

Case A: 

 1 2

1 2 1 2

2 1.6 ; 3.0 ; 2 1.6 ; 2 1.6
0.55 ; 0.8 ; 10.; 35.7r r

a cm L cm r cm r cm
l cm l cm ε ε

= = = =
= = = =

Case B: 1 2

1 2 1 2

2 1 ; 1 ;2 0 ;2 0.689
0.275 ; 0.23 ; 1.; 38 .r r

a L r r
l l ε ε

′′ ′′ ′′ ′′= = = =
′′ ′′= = = =

 

 

From this table, it is seen that in order to reach the 
same accuracy, HFSS needs at least 100 times more 
memory and 50 times more CPU time as compared to 
the ME-MM.  

Fig. 2 shows the dimensions and material 
parameters of another DR configuration in a cavity 
without substrate. The resonant frequencies for 
different modes using FEM [29], modal matching [30] 
and the new method are listed in Table 3. It is clear 
that ME-MM obtains results closer to the more 
accurate modal matching method. For the rectangular 
configurations, the resonant frequencies for two simple 
cases of dielectric rods within the cavities’ are 
calculated and compared with HFSS in Table 4. 
 
 
 

Table 2 Computer Resource Comparison  

 

 

Calculating 

Time/No. of 

Tetrahedrons or 

Basis Function) 

Resonant 

Frequency

(GHz) 

HFSS 896 16′ ′′ /(10492) 3.3258 
Case A: 

TE 
ME-MM 1 05′ ′′ /(6) 3.3208 

HFSS 896 16′ ′′ /(10492) 3.733 
Case A: 

TM 
ME-MM 1 27′ ′′ /(16) 3.763 

HFSS 149 46′ ′′ /(2894) 4.1264 
Case B: 

HE 
ME-MM 3 05′ ′′ /(12) 4.1545 
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Table 3 Resonant-Frequency Comparison  

 

 

Ref [29] 

(GHz) 

Ref [30] 

(GHz) 

ME-MM 

(GHz) 

TE01 3.435 3.428 3.433 

TE02 5.493 5.462 5.322 

TM01 4.601 4.551 4.537 

HE11 4.271 4.224 4.227 

HE12 4.373 4.326 4.316 

 
Table 4 Resonant Frequencies for Rectangular 

Configurations  

 

 

Finally a tunable air-gap DR (resonant 
variable to the air gap d) model in Fig. 3 is 
investigated. As in Table 5, the resonant frequency 
increases 1.6% when the air gap changes from 0.3 cm 
to 0.45 cm. Also, we observe that the CPU time using 
ME-MM is at least 30 times faster and also with much 
less memory  needs than HFSS. 

  The tangential field distributions of 
and ~Eϕ r ~zH z are shown in Fig. 4, and again it is 

obvious that the boundary conditions are matched 
perfectly by ME-MM with very few unknowns, and 
have much reasonable trend in comparison to HFSS 
curves. Accurate field distributions are essential for 
DR filters design. Typically they determine the 
excitation position, and coupling-windows choosing 
for multi-cavity DR filter [24]. 

 
 

 
(cm) Calculating 

Result 

(GHz) 

HFSS 

(GHz) 
∆ =error 

(%) 

Case (A) 

a=3; b=3; 

l=4; r0=1; 

ε r = 35  

 

 

1.320 

 

 

1.301 

 

 

1.54 

Case(B) 

a=3; b=4; 

l=4;r0=1; 

ε r = 35  

 

 

1.210 

 

 

1.220 

 

 

0.82 
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6 x 10-3
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H
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(b) 

Fig. 4. Field distribution comparison (TE): 
 (a) , (b) ~Eϕ r ~zH z . 
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Fig. 3. Tunable DR with air gap
. 10, 35.7A D B Cε ε ε ε= = = =
 

 
 



Table 5 Tunable Resonance Frequency by Air Gap 
 

HFSS 3.14346 

ME-MM 
d=0.3cm 

3.1247 

HFSS 3.17595 

ME-MM 
d=0.35cm 

3.1440 

HFSS 3.21151 

TE 

ME-MM 
d=0.45cm 

3.1757 

 

IV. CONCLUSION 
A new analysis method (ME-MM) was 

proposed to analyze the multi-layer DR loaded 
cavities. Accurate resonant frequencies and field 
distributions for several different dielectric resonators 
were evaluated by ME-MM. As compared with HFSS 
and other numerical methods, our ME-MM saves 
substantial CPU time and memory, without loss of 
accuracy. Accurate field distributions can also be 
obtained by the proposed method essential to provide 
sufficient details for DR filter design. An air-
substantial tunable DR was analyzed using the ME-
MM, showing the capability of this methodology to 
design tunable cavity-loaded DR filters. 
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ABSTRACT
An efficient probe compensated near-field–far-field
transformation technique from irregularly spaced bi-
polar samples is developed in this paper. The singular
value decomposition method is applied to recover the
uniformly distributed data, whose position is fixed by a
nonredundant sampling representation of the
electromagnetic field. Then an optimal sampling
interpolation algorithm is used for reconstructing the
plane-rectangular samples required to carry out the
standard near-field–far-field transformation. This last
step is required to benefit by the use of FFT algorithm.
Numerical examples are reported to assess the
effectiveness of the proposed technique.

1 . INTRODUCTION
The method of constructing antenna radiation patterns
from near-field (NF) measurements has been widely
investigated in the last two decades and used for
applications ranging from cellular phone antennas to
large phased arrays and complex multi-beam
communication satellite antennas. It has been proved to
be an efficient and attractive alternative to conventional
far-field (FF) range and compact range measurements.
There are diverse methods for the FF evaluation
depending on the ways data are acquired. Among them,
that employing the bi-polar scanning [1-3] is
particularly attractive for its mechanical characteristics.
The antenna under test (AUT) rotates axially, whereas
the probe is attached to the end of an arm which rotates
around an axis parallel to the AUT one. This allows
one to collect the NF data on a grid of concentric rings
and radial arcs (see Fig. 1). The bi-polar scanning
maintains all the advantages of the plane-polar one [4,
5] while providing a compact, simple and cost-effective
measurement system. In fact, only rotational motions

are required and this is convenient since rotating tables
are more accurate than linear positioners. Moreover,
since the arm is fixed at one point and the probe is
attached at its end, the bending is constant and this
allows one to hold the planarity.
An efficient probe compensated NF–FF transformation
technique with bi-polar scanning has been developed in
[3] by taking advantage of the nonredundant sampling
representations of electromagnetic (EM) fields [6],
properly extended to the probe voltage (the voltage
measured by a nondirective probe has the same effective
bandwidth of the field [7]). An optimal sampling
interpolation (OSI) algorithm has been applied to
recover the plane-rectangular data from the bi-polar
ones, thus enabling the FFT use in the NF–FF
transformation. Such a technique allows one to lower
the number of needed NF data in a significant way with
respect to the approach in [1, 2], without losing the
efficiency.
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Fig. 1 - Geometry of the problem.
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Unfortunately, due to an inaccurate control of the
positioning systems, it may be practically impossible
to get regularly spaced NF measurements. On the other
hand, their position can be accurately read by optical
devices. Moreover, the finite resolution of the
positioning devices prevents the possibility to locate
exactly the receiving probe at the points fixed by the
sampling representation. According to these
considerations, the development of an accurate and
stable reconstruction process from the knowledge of
nonuniformly distributed data becomes relevant. It must
be stressed that, in this context, the formulas available
in literature for the direct reconstruction from
nonuniform samples are not user friendly, unstable and
valid only for particular sampling points arrangements.
A convenient strategy is to recover the uniform
samples from those irregularly spaced and then
determine the value at any point of the scanning surface
by an accurate and stable OSI formula. In this
framework, the approach proposed in [8, 9] is based on
an iterative technique which has been found convergent
only if it is possible to build a biunique correspon-
dence, which associates at each uniform sampling point
the nearest nonuniform one. With reference to the field
reconstruction on a plane, this restriction has been
overcome in [10] by developing an approach based on
the use of the singular value decomposition (SVD)
method [11] for reconstructing the uniform plane-polar
data. This latter approach is preferable to that based on
the iterative technique, since it is more flexible and
allows one to take advantage of data redundancy for
increasing the algorithm stability [10].
The aim of this paper is just the extension of the NF–
FF transformation technique with bi-polar scanning
developed in [3] to the case of irregularly spaced NF
data.

2 . THEORETICAL BACKGROUND
A point on the scanning plane can be specified by the
bi-polar coordinate system using the AUT angle a, the
angle d and the arm length L (see Fig. 1). The polar
coordinates r, j are related to them by the following
relations:

r d= ( )2 2L sin  ; j a d= - 2 . (1)

To cover the circular scanning region with a bi-polar
scanner, the probe passes from one acquisition ring to
another by travelling along the arc described by the end
of the arm. During this movement, the AUT stays
fixed. Once the probe is located on the ring to be

considered, the AUT rotation allows one to perform the
data acquisition at the sampling points. The choice of
the distance from one ring to another and the angular
sampling rate on them can be fixed according to a
nonredundant sampling representation, which uses
radial lines instead of radial arcs, thus remarkably
reducing the number of rings and sampling points on
them as shown in [3]. Moreover, if the AUT is quasi-
planar, an effective source modelling [6] is obtained by
choosing the surface S enclosing it coincident with the
smallest oblate ellipsoid having major and minor semi-
axes equal to a and b (see Fig. 1). Note that, because
of the rotational movement of the scanner arm, the
positions of the samples on the n-th ring are shifted by
j x d0 2( )n n= -  with respect to the corresponding
ones in the plane-polar grid.
According to [6], when considering an observation
curve C described by an analytical parameterization
r r= ( )x , the “reduced electric field”

F E( ) ( ) ( )x x g x=  ej  , (2)

g (x)  being a phase function to be determined, can be
closely approximated by a spatially bandlimited
function. For electrically large antennas, the
bandlimitation error becomes negligible as the
bandwidth exceeds a critical value Wx  and can be
effectively controlled by choosing a bandwidth equal to
c'Wx , c'> 1 being an excess bandwidth factor. When
considering a radial line, by adopting Wx b p= l' /2  (b
being the wavenumber and l'  the length of the ellipse
C ' , intersection curve between S and the meridian
plane), we get:
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where E(. | .)  denotes the elliptic integral of the second
kind [12], e = f a  is the eccentricity of C ' , f  is its
focal distance, u r r f= -( ) /1 2 2 , v r r a= +( ) /1 2 2  are
the elliptic coordinates, r1 2,  being the distances from
the observation point P to the foci of C ' . Moreover,
sin-1u = J • , J •  being the polar angle of the
asymptote to the hyperbola through P.
When the observation curve is a ring, it is convenient
to utilize the azimuthal angle j  as parameter and the
corresponding bandwidth
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Wj (x) = b a sinJ • (x) . (5)

By taking into account that the voltage measured by a
nondirective probe has the same effective bandwidth of
the field, the above theoretical results hold also for the
probe voltage and then the “reduced voltage” Ṽ  at the
point (x,j)  on the radial line fixed by j  can be
evaluated via the OSI expansion:

˜ ,V x j( ) =

˜ ,V Dn N n N n

n n p

n p

x j x x x x( ) -( ) -( )
= - +

+

Â W "

0

0

1

(6)

where n0 = Int( / )x xD , 2p is the number of retained
samples and
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c > 1 being an oversampling factor needed to control
the truncation error. Moreover,
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are the Dirichlet and Tschebyscheff Sampling (TS)
functions, respectively, TN ◊( )  is the Tschebyscheff
polynomial of degree N, and x x0 = pD .
The intermediate samples ˜ ( , )V nx j  are given by:

˜ ,V nx j( ) =

˜ , , , ,V Dn m n M m n M m n

m m q

m q

n nx j j j j j( ) -( ) -( )
= - +

+

Â W "

0

0

1

(11)

where ˜ ( , ),V n m nx j  are the uniformly spaced samples
on the ring specified by xn , 2q  is the number of
retained samples along j, m n n0 0= -Int( )( ( ))/j j x jD
and
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The basic theory of the classical probe compensated NF
measurements on a plane as proposed in [13] is based
on the application of the Lorentz reciprocity theorem.
According to such a theory, the AUT far-field
components are related to: i) the two-dimensional
Fourier transforms of the output voltages VV  and VH
of the probe for two independent sets of measurements
(the probe is rotated by 90° in the second set); ii) the
far-field components radiated by the probe and the
rotated probe, when used as transmitting antennas. The
key relations in the reference system used in the present
work are explicitly reported in [3, 10]. However, these
equations are valid whenever the probe maintains its
orientation with respect to the AUT and this requires its
co-rotation with the AUT. Obviously, the scanning
equipment is remarkably simplified when this is
avoided. Probes exhibiting only a first-order azimuthal
dependence in their radiated far-field (f.i., an open-ended
cylindrical waveguide excited by a TE11 mode) can be
used without co-rotation, since VV  and VH  can be
evaluated from the measured voltages Vj and Vr,
through simple trigonometric relations [3].
According to the above considerations, an efficient
probe compensated NF–FF transformation from a
nonredundant number of bi-polar data is achieved by
recovering the values of VV  and VH  in the plane-
rectangular grid needed to perform the described NF–FF
transformation.

3 . NF DATA RECONSTRUCTION FROM
NONUNIFORM SAMPLES

Let us now assume that, apart from the sample at the
origin of the coordinate system on the scan plane, the
irregularly distributed samples lie on K Nus≥
nonuniformly spaced rings (see Fig. 2), where Nus  is
the number of the rings uniformly spaced according to
the nonredundant sampling representation considered in
the previous section. This hypothesis can represent the
spatial distribution of the NF measurements. In fact,
since the scanning procedure fixes each ring by means
of a rotational movement of the arm and collects the
data on it by rotating the AUT, errors can occur on the
ring location and on the position of the samples on it.
As a consequence, the starting two-dimensional
problem is reduced to find the solution of two
independent one-dimensional problems. In this frame-
work, let us assume to know the probe voltage at
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J M k≥ +2 1"  nonuniform sampling points ( , )x jk j  on
the nonuniform ring having radius r x( )k . The
corresponding reduced voltage at each nonuniform
sampling point can be expressed via the OSI expansion
(11), so obtaining the linear system

˜ ,V k jx j( ) =

˜ , , , ,V Dk m k M j m k M j m k

m m q

m q

k k
x j j j j j( ) -( ) -( )

= - +

+

Â W "

0

0

1

j J= 1,..., (15)

It can be rewritten in matrix form as

A x b= , (16)

where b is the sequence of the known nonuniform
samples, x  is the sequence of the unknown uniformly
distributed samples, and A  is the J M k¥ +( " )2 1
matrix, whose elements are given by the weight
functions in the considered OSI expansion:

a Djm M j m k M j m kk k
= -( ) -( )W j j j j, ,"  . (17)

It is useful to note that, for a fixed row j, these
elements are equal to zero if the index m is out of the
range [ ( , ) ,m qk j0 1x j - + m qk j0 ( , ) ]x j + . The best
approximated solution (in the least squares sense) of the
overdetermined linear system (16) is obtained by using
the SVD algorithm.
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Fig. 2 - Distribution of nonuniform samples.

Let us now tackle the problem of evaluating the probe
voltage at a generic point P ( , )x j  on the plane from the
knowledge of the recovered uniform samples on the
irregularly spaced rings. To this end, the OSI expansion
(11) can be employed to determine the intermediate
samples ˜ ,V kx j( )  (crosses in Fig. 2) on the radial line
through P . Since the intermediate samples are
nonuniformly distributed on the considered radial line,
the voltage at P can be found in analogous way by
recovering the regularly spaced intermediate samples
again via SVD and then interpolating them via the OSI
expansion (6). The overdetermined linear system to be
considered is now:

˜ ,V kx j( ) =

˜ ,V Dn N k n N k n

n n p

n p

x j x x x x( ) -( ) -( )
= - +

+

Â W "

0

0

1

k K= 1,..., (18)

which can be expressed in matrix  form as (15).
It must be stressed that, in order to minimize the
computational effort for computing the plane-
rectangular data needed to perform the probe
compensated NF–FF transformation described in the
previous paragraph, it is convenient to determine on
each ring the same number N j  of uniform samples
with plane-polar distribution. This number is fixed
according to the sampling rate on the outer ring. In
such a way, although the so recovered NF data are
redundant in j, the number of SVD on the radial lines
is minimized since these samples are radially aligned. It
is worthy to note that the overall number of SVD
required to recover these samples is K N+ j . Once
these latter have been determined, the plane-rectangular
data can be evaluated by using the corresponding OSI
expansion in [5].

4 . NUMERICAL RESULTS
The validity of the developed technique has been
assessed by many numerical tests. The following
simulations refer to the field radiated by a uniform
planar circular array having diameter equal to 33.6 l, l
being the wavelength. Its elements, symmetrically
placed with respect to the plane y = 0, are elementary
Huygens sources linearly polarized along the y axis and
are radially and azimuthally spaced at 0 7. l.
Accordingly, this antenna can be modelled as enclosed
in an oblate ellipsoid having a = 17 l and b = 2.2 l.
An open-ended cylindrical waveguide with radius equal
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to 0.338 l is considered as measurement probe. The
scanning plane is 20 l away from the AUT center and
the bi-polar measurement system is characterized by L
= 80 l  and dmax ª53°, so that the NF data lie in a
circular zone of radius ª 72 l . The nonuniform
samples have been generated by imposing that the
distances along x and j between the position of each
nonuniform sample and the associate uniform one are
random variables uniformly distributed in
[ / , / ]-D Dx x4 4  and [ / , / ]-D Dj jn n2 2 . It must be
stressed that this is a very pessimistic occurrence in a
real scanning system.
The process for recovering VV  and VH  from the
nonuniformly distributed bi-polar samples of Vj and
Vr has yielded fast and accurate results. Figure 3 shows
a representative reconstruction example of VV  on the
radial line at j = 90°. As can be seen, there is an
excellent agreement between the exact and the
reconstructed probe voltage save for the peripheral
region, where an unavoidable truncation error occurs
due to the lack of needed guard samples. The algorithm
performances have been assessed in a more quantitative
way by evaluating the maximum and mean-square
errors occurring in the reconstruction of the uniform
plane-polar samples of VV . These errors (see Figs. 4
and 5) are normalized to the voltage maximum value on
the plane and have been obtained by comparing the
aforementioned reconstructed uniform samples and the
exact ones. Note that this comparison has been made in
the central zone of the scanning plane, so that the
existence of the required guard samples is assured.
Obviously, even better results are to be expected when
the nonuniform samples are closer to the uniform ones.
The stability of the algorithm has been investigated by
adding random errors to the exact data. Both a
background noise (bounded to Da in amplitude and with
arbitrary phase) and uncertainties on the data of ±Dar in
amplitude and ±Df in phase have been simulated. As
shown in Fig. 6, the algorithm is stable. In any case, it
is possible to take advantage of the data redundancy for
improving the stability (see Fig. 7).
The developed algorithm has been employed to
determine in a fast and accurate way the plane-
rectangular data required for the probe compensated NF–
FF transformation [13]. The E-plane pattern,
reconstructed from the recovered plane-rectangular data
lying in a 100 100l l¥  square grid, is shown (crosses)
in Fig. 8. The pattern reconstructed (via the
uncompensated NF–FF transformation) from the exact
plane-rectangular field samples lying in the same grid is
also reported as reference (solid line). As can be seen

the FF reconstruction is very accurate, thus assessing
the effectiveness of the proposed technique.
A further example of simulated NF–FF transformation
from nonuniformly distributed bi-polar data is shown in
Fig. 9. It refers to an AUT obtained from the
previously considered array by changing the excitations
of its elements in order to obtain a Tschebyscheff-like
behaviour with sidelobe ratio (SLR) = 40 dB in the FF
region. Also in this case the FF reconstruction is
resulted to be very accurate.
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5 . CONCLUSIONS
The problem of an efficient AUT pattern reconstruction
from the knowledge of irregularly spaced bi-polar data
has been tackled and solved in this work. The developed
method takes advantage of a nonredundant sampling
representation of the probe voltage and of the use of the
corresponding OSI expansion for interpolating the
samples. This has allowed the building of linear
systems whose best solution in least squares sense has
been obtained by applying the SVD technique. The
reconstruction process has yielded accurate and stable
results even in presence of very large position errors.
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Abstract—This paper presents the electromagnetic modeling of 
a novel adaptable multi-feed multimode cylindrical cavity 
applicator where the spatial distribution of the electric field can 
be specified a priori to accomplish a desired processing task. The 
electric field intensity inside the cavity can be tailored by just 
varying the power delivered to each port, and the mode-
switching can be realized without mechanically adjusting the 
cavity dimensions. An orthogonal feeding mechanism is 
developed to reduce the cross coupling between the ports. 
Numerical simulations are performed for the cavity applicator to 
verify the theoretical analysis. 
 

Index Terms—Electromagnetic modeling, adaptable 
multimode applicator, orthogonal feeding. 
 

I. INTRODUCTION 

MICROWAVES have been investigated as an attractive 
and efficient alternative energy source compared to 

inefficient pressurized ovens for material processing, 
including polymers and composites. The observed advantages 
are volumetric heating, direct and fast heating, high 
selectivity, and high controllability. Results have been 
reported on enhanced polymerization rates [1-2], increased 
glass transition temperatures of cured epoxy [1], improved 
interfacial bonding between graphite fibers and the polymer 
matrix [3], and increased mechanical properties of the 
composites [4].  However, industrial use of microwave 
processing has been impeded by the lack of proper applicator 
design, modeling, and control/monitoring methods.  Most 
existing applicators are for specific applications only and the 
applicator design has to be performed over and over again for 
new processes, mostly by trial and error without the assistance 
of a model.  The development of adaptable applicators, which 
can be configured to accomplish a variety of processing tasks, 
is therefore very important.  

Commonly used applicators for materials processing can be 
classified into three basic types: waveguide, multimode and 
single-mode applicators. A waveguide applicator is a hollow 
conducting pipe with either a rectangular or a circular cross-
section. The wave inside a waveguide applicator is 
fundamentally different from that inside multimode and 
single-mode applicator. The former is a traveling wave and 
the latter is a standing wave. Energy from the microwave 
generator travels through the waveguide and is partially 

absorbed by the material being processed. The remainder of 
the energy is directed to a terminating load. Traveling wave 
applicators are primarily used for continuous processing of 
high-loss materials; low-loss materials require an excessively 
long waveguide or a long processing period to absorb the 
necessary energy. 

The most popular applicator type is the overmoded or 
multimode cavity where the electric field distribution is given 
by the sum of all the modes excited at a particular frequency. 
The frequent use of multimode cavity applicators is a result of 
their low cost, simplicity of construction, and adaptability to 
many different heating loads. This kind of applicator is very 
versatile in that it can accept a wide range of material loads of 
different dielectric losses, size and shape [5]. However, that 
may limit product quality, particularly with regard to the 
uniformity of temperature distribution in processed materials. 
Difficulties for multimode cavity analysis of electric field 
distributions result essentially from coexistence of many 
resonant modes. By rotating the sample and/or using metal 
stirrers, it is possible to improve the E-field uniformity and, 
thus, the heating uniformity inside the multimode applicator 
[6]. The mode-stirrer is a fan within a multimode cavity 
designed to change the resonance of multiple modes within a 
4 MHz band near 2.45 GHz. As the mode-stirrer rotates, the 
resonant conditions of the cavity change, focusing the energy 
into different field patterns. The rotation of the fan cycles the 
cavity through the different resonant modes with a pattern that 
accepts whatever random heating occurs across the sample. 
This may improve the heating uniformity to a certain degree, 
but makes it more difficult to predict the electric field 
distribution and not suitable for precision material processing. 

The single-mode resonant applicator is designed to support 
only one resonant mode, therefore resulting in highly 
localized heating. These applicators can efficiently provide 
high field strength at mode-specific locations within the cavity 
since single frequency systems can be tuned for maximum 
throughput. Although single-mode applicators have a high 
efficiency relative to multimode and traveling wave 
applicators, sometimes it is very difficult for them to provide 
desired uniform heating across a large sample. To obtain 
uniform heating under these conditions, a technique called 
mode-switching was developed, in which several modes with 
complementary heating patterns are alternatively excited [7]. 
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With a fixed frequency microwave power source, mode-
switching can be achieved by mechanically adjusting the  
length of the cavity. This mechanical process slows the 
response of the system to temperature changes. With a 
variable frequency power source, modes can be changed by 
changing frequency. As a result of the instantaneous variable 
frequency mode switching, not only the speed of the process 
but also the controllability of the process is much improved 
[8]. However, variable frequency sources are inherently less 
efficient than the single frequency versions; the equipment is 
also very expensive. In our research effort, mode-switching 
can be obtained by varying the power delivered to multiple 
ports, hence eliminating the need for mechanical applicator 
adjustments. 

In this case, we can tailor the field intensity to achieve high 
field strength in the regions of the applicator requiring high 
fields (and hence regions where heating is desirable) and low 
field intensities in regions where heating is not desired. We 
will explore multi-port multi-feed applicators where the field 
spatial distribution can be specified a priori to accomplish a 
desired processing task. Single frequency operation is 
preferred since the over-all system efficiency is generally 
higher for such “tuned” systems. 

Specifically, in our modeling, we are exciting a cylindrical 
cavity via two ports to get a TM mode and a TE mode 
simultaneously. With these separately controllable TM and TE 
modes, we not only get desired field strength distribution at 
specific locations inside the cavity, but also have the ability to 

heat along a preferred direction; this is particularly useful 
when anisotropic materials are processed. Taking advantages 
of TM and TE modes, it is easy for us to get low port-to-port 
coupling, especially when a lossy load is present. This will be 
shown later in both theoretical analysis and numerical results.  

 

II. ADAPTABLE MULTIMODE APPLICATOR 
Inside a circular cylindrical cavity, the resonant frequencies 

for TE and TM modes as functions of cavity height h and 
radius a can be expressed as [9]: 
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where  and  are tabulated zeros of the Bessel’s 

function and the derivative of the Bessel’s function, 
respectively. Resonant frequency f can be plotted as a function 
of cavity length in a mode diagram for a fixed radius, as 
shown in Fig. 1. 
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Figure 1. Mode diagrams for a circular cylinder (TM: left, TE: right). 

44 ACES JOURNAL, VOL. 20, NO. 1, MARCH 2005



 

 

 

(a) TM020 + TE211                 (b) TM020 + TE311 

 
Figure 2. Electric field distributions for different combination of TM and TE modes. 

 

(a) α = 0                   (b) α = 0.25 
 

(c) α = 0.55                   (d) α = 1 
 
Figure 3. Parametric study on the weighting factor α for the combination of the two modes. 

 
Typically, inside the cavity, TM modes are excited with a 

coaxial probe while TE modes are excited with sidewall-
mounted loops. Although these are useful methods for 
feeding, they may not lead to sufficient decoupling of the two 

ports. If the feeds are ideally orthogonal, the mutual coupling 
between ports is zero (e.g. S ). This is a desirable 
condition since a non-zero transmission term indicates that 
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power from one port will exit the cavity through the other port 
doing no significant heating of the polymer. Our cavity design 
has two feed ports. The feed mechanism chosen, to minimize 
mode cross-coupling, are an axial slot (to excite a TE mode) 
and an azimuthal slot (to excite a TM mode). These slots are 
electrically very narrow to avoid mode cross-coupling. 

By observing the mode diagrams, it is seen that when the 
cavity height is adjusted, we can have different combinations 
of TM and TE modes resonant at 2.45 GHz, and thus get 
different electric field distribution inside the cavity. When the 
radius a = 10.75 cm and height h = 7.34 cm, we can get the 
combination of TM020 and TE211, which is shown in Fig. 2(a); 
while a = 10.75 cm and h = 9.50 cm, the combination of 
TM020 and TE311 is shown in Fig. 2(b). For both cases, we 
have an axisymmetric electric field pattern (TM020) at the 
center as well as some distributed spots (TE211 or TE311) 
around it. TM mode has the electric fields along the central 
axis of the cylinder, which is best suited for heating rods and 
cylinders located along the axis of the cylinder; TE mode has 
the electric fields parallel to the bottom plate of the applicator, 
which is best suited for heating flat panels or disks.  

For each combination of TM and TE mode with fixed 
cavity height, by varying the power delivered to each port, 
mode-switching can be obtained at a single frequency without 
mechanically adjustment of the cavity dimensions. This 
transition can be shown in Fig. 3 for the combination of TM020 
and TE211 case. To investigate the curing field for 
simultaneous mode excitation, a parameter α is introduced. A 
pure TE mode excitation has  while a pure TM mode 
excitation is given by α . The cavity model was verified 
for these two cases using the appropriate slot excitation 
methods. The numerical simulations using COMSOL’s 
FEMLAB code [10] were performed for different 

0=α
1=

α , which 

means different relative power delivered to each port. Fig. 3 
illustrates the field distribution for each α , where (c) is the 
same as that in Fig. 2(a) but with different scale. It was 
determined that 55.0=α yielded the most uniform curing 
field in the center plane of the applicator. A uniform field is 
desirable since that will allow the curing of the largest 
diameter part. 
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III.  PORT-TO-PORT COUPLING ANALYSIS 
As mentioned above, the mutual coupling between the two 

ports is a very important factor that influences the 
performance of the applicator. To get better performance, we 
wish to get lowest possible coupling in order to avoid the 
energy leakage through the ports. In a homogeneous, source-
free cylindrical cavity with perfectly conducting walls, the 
electromagnetic fields inside the cavity can be derived from 
Maxwell's equations and boundary conditions [9]. For TM020 
mode, we can get: 
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For TE211 mode, we have: 
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Considering the field generated by azimuthal slot for TM020 

mode, Eρ and Eφ are zero, and Ez is very difficult to be 
coupled out through the axial slot; similarly, for the field 
generated by axial slot for TE211 mode, Ez is zero and it is very 
difficult for Eρ and Eφ to be coupled out through the azimuthal 
slot. So it is seen that with these two specific modes, we can 

have very low port-to-port coupling, which is essential for 
achieving improved efficiency. 

In practice, the microwave power is delivered into the 
cylindrical cavity by rectangular waveguides (for this work, 
WR-284) via iris-coupling (shown in Fig. 4 as meshed 
geometry in FEMLAB). The dominant mode inside the 
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waveguide is TE10 mode. The dimensions of the irises need to 
be determined so that the S11, S21, S22, and S12 are minimized. 
Under these conditions, the maximum power is delivered to 
the load for processing. Fig. 5 and Fig. 6 show the simulated 
S-parameters for this empty two-port-feed cavity, where we 
call the TE-port as port 1 and TM-port as port 2. The resonant 
frequency shifted down a little bit from 2.45 GHz due to the 
existence of the irises. After the lossy epoxy samples are 
loaded inside the cavity, the S21 and S12 are expected to be 
even smaller. This multimode applicator is primarily designed 
for the processing of epoxy resins DGEBA/DDS mixture. The 
εr’ and εr” as a function of temperature and extent-of-cure are 
measured at MSU using perturbation technique with single-
mode cavity, and are shown in Fig. 7. More information about 
DGEBA/DDS to be processed with this cavity applicator can 
be found in [11]. Since the complex permittivity of 
DGEBA/DDS varies as a function of temperature and extent-
of-cure during microwave heating, the S11 and S22 are 
expected to vary significantly due to the loaded epoxy sample. 
In practice, in order to adjust the reflection coefficients at the 

two ports, a brass plunger can be introduced lying very close 
to each coupling iris [12], so that the S11 and S22 can be 
retuned in real-time. 
 
 

Figure 4. Cavity fed with waveguides via irises. 
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Figure 5. TE mode (S11 and S21) for the two-port cavity.     Figure 6. TM mode (S22 and S12) for the two-port cavity. 
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Figure 7. Dielectric properties of DGEBA/DDS as a function of temperature and extent-of-cure measured at MSU. 
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IV.  CONCLUSION 
In this paper, we have presented the electromagnetic 

modeling of an adaptable multimode microwave cavity 
applicator for polymer processing. It is shown that the mode-
switching can be realized by just varying the power delivered 
to each port, without mechanically adjustment of the cavity 
dimensions. An orthogonal feeding mechanism is developed 
to reduce the cross coupling between the ports. The feed 
network that consists of coax-to-waveguide transition 
followed by iris-coupled cavity is being implemented. 
Experiments will be carried out to verify the model and 
develop control strategies. 
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Comparative Evaluation of Some Empirical
Design Techniques for CAD Optimization of

Wideband U-Slot Microstrip Antennas
V. Natarajan and D. Chatterjee

Abstract— In this paper three different empirical
techniques, for design of wideband U-slot microstrip
patch antennas on infinite, grounded substrates (εr

= 1.0, 4.0, and 6.15), has been studied extensively.
Methods I and III, developed by the present authors,
commonly utilize the property of dimensional invariance
in designing the radiating patch of the U-Slot microstrip
antenna. These two methods use empirical (quadratic)
curve-fit equations, and formulas for design of probe-fed
rectangular patches, respectively, to initiate the corre-
sponding probe-fed U-Slot patch designs. The second
(method II) approach, published earlier by different
authors, principally utilizes the distinction between
four resonant frequencies and calculates the various
dimensions associated with the U-Slot patch radiator.
The initial U-slot designs from the three empirical
techniques have been further optimized for enhanced
bandwidths via: (a) parametric simulation, and (b)
built-in global optimizers such as Powell and Genetic
algorithms in the commercially available microstrip
CAD software, IE3D. Extensive analysis, based on: (a)
comparison of the three empirical design algorithms
(methods I, II and III) , and, (b) impedance behavior
(and VSWR characteristics) of U-slot antennas on low,
medium and high permittivity substrates, show that
method III is generally superior to methods I and II.
Additionally, since the overall U-Slot patch dimensions
follow the relation W

L ≈ 1.385 (methods I and III), and,
W
L ≈ 2.0 (method II), U-Slot designs via methods I

and III have lower cross-polar levels in the principal
(φ = 0◦, 90◦) planes compared to those obtained via
method II.

I. INTRODUCTION

Microstrip antennas are an extremely popular
choice for wireless applications due to their low-
profile, ease of fabrication and integration with RF
circuitry [1], [2]. However, conventional probe-fed,

Department of Computer Science and Electrical Engineer-
ing, 570-F Flarsheim Hall, University of Missouri Kansas
City (UMKC), 5100 Rockhill Road, KC, MO 64110, USA;
e-mail:chatd@umkc.edu

microstrip patch configuration antennas suffer from
low bandwidth characteristics. Recently, wideband
impedance characteristics were achieved by properly
etching a U-shaped slot on the metallic surface of the
rectangular radiating patches, as in Fig. 1, on both
foam [3] and microwave substrates [4]. (In this paper
bandwidth of an antenna is dictated by the range of
frequencies for which the return loss is ≤ -10 dB).
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Fig. 1. Physical topology of probe-fed, wideband, U-slot mi-
crostrip antenna on microwave substrate. The dimensions shown
here are independent of the coordinate system; the probe location
however, is defined w.r.t the coordinate system which is located
at the center of the rectangular patch. Note that the U-Slot is also
located symmetrically with respect to the origin. In this paper the
probe has a radius rp and is located on the x-axis i.e., yp = 0,
and, F= L

2
+ xp as shown here.

While no analytical models are available to de-
scribe the working of this novel U-slot microstrip an-
tenna configuration, two different empirical methods
to initiate the design of wideband U-slot antennas
were presented in [5] and [6]. The subject of this
investigation is to present a comparative analysis of
these empirical techniques to design wideband U-slot
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microstrip antennas.
The empirical technique in [5] is based on dimen-

sional invariance relationships observed in the U-slot
geometry, and some empirical design equations. The
design equations in [5, Section VI] were developed
for specific substrate permittivities and thicknesses.
The method in [6], which has been described here in
subsection V. B for the sake of completeness, assumes
the existence of four distinct resonant frequencies to
determine the dimensions of the U-Slot. However, the
applications of these equations were carried out on U-
slot antenna on low permittivity (εr = 2.2) dielectrics
only.

For most cases, the U-slot antenna geometries de-
signed via the empirical techniques documented in [5]
and [6] need to be further optimized, through the use
of CAD tools like IE3D [7], for achieving the desired
wideband impedance bandwidth behavior. The ability
of these empirical techniques to generate initial U-slot
antenna geometries, which can be rapidly optimized
using the global optimizer sub-routines in IE3D is
presented in [8]. The results indicate that the empirical
technique in [5] generates initial U-slot antenna de-
signs, which are more suitable for rapid optimization
via IE3D. Extensive parametric modeling results are
also presented in [5], [9] and [10] to aid designers
in the selection of parameters for rapid optimization
of initial U-slot antenna geometries. While the use
of parametric modeling results is advocated in [6,
Section V] for further optimization of the U-slot
antennas, no methodology/procedure is available.

Apart from these results, the capabilities of built-
in optimizers in IE3D, namely Genetic, Powell and
Random algorithms, for rapid optimization and gen-
eration of wideband U-slot topologies are documented
in [11]. The results reported in [11] are restricted
to optimization of initial U-slot antennas designed
via empirical method in [5]. A systematic approach
to setting up the optimization simulations on IE3D
is also described therein. The effects of dielectric
permittivity and thicknesses on the performance char-
acteristics like impedance bandwidth, gain etc., of the
U-slot antennas on low, medium and high substrate
permittivities are examined in [12]. These results
enable a designer to select an optimal combination of
substrate permittivity (εr) and thickness (h) - given
a center frequency of operation (fr) of the U-slot
antenna. Such optimal selection would lead to reduced
optimization cycle time.

One of the main purposes of this investigation, in
addition to comparative analysis, is to present a third
empirical technique for the design of wideband U-slot

antennas, that is distinct from [5], [6]. A comparative
analysis of the capabilities of the three empirical
methods to generate initial U-slot antenna geometries,
which can be rapidly optimized with minimum num-
ber of optimization cycles, is also investigated in this
paper, including some appropriate case studies. To
that end, parametric ([5], [9], [10]), and global opti-
mization techniques, with the commercially available
CAD software IE3D [7], are used for a comparative
assesment of the three empirical design techniques.

The scope of the results presented here are re-
stricted to probe-fed, single-layer U-slot antenna ge-
ometries on infinite grounded substrates, modeled and
simulated using CAD tool IE3D. The capabilities of
the global optimizers namely Genetic, and Powell
optimizers are restricted to their implementations in
IE3D [7]. Since optimization is an open-ended pro-
cess, the procedure is stopped after achieving the de-
sired wideband impedance characteritics. Therefore,
in some cases, these designs could be modified for
further enhancement of bandwidth characteristics.

The empirical equations for the resonant frequen-
cies in [6] and [13] have been validated for low
permittivity substrates in [14]. The third empirical
technique (method III), described in Section III of this
paper, employs the algorithm developed in [15] based
on the information in [2]. The outline of the remainder
of the paper is described next.

The basic problem of wideband U-slot antenna de-
sign is presented in Section II. The detailed algorithm
of the proposed technique (i.e. the third empirical
technique), to initiate the design of wideband U-slot
antennas, is presented in Section III. The methodol-
ogy followed to initiate the design of wideband U-
slot antenna geometries via the different empirical
techniques is outlined in Section IV. Three design
examples are presented in Section V, to illustrate the
abilities of the three empirical methods to initiate
the design of wideband U-slot antennas. The results
of simulation performance of the these initial U-slot
antennas are discussed in Section VI. The step-by-step
procedure used to optimize the initial U-slot antennas
to achieve wideband impedance charcteristics is also
described in this section. Finally, the results of the
paper are summarized in Section VII, followed by the
list of relevant references.

II. PROBLEM DESCRIPTION

The problem associated with wideband microstrip
designs as discussed in [5, Section III], concerns
forming a loop in the input (Zin) impedance on the
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Smith chart. The loop should lie within the VSWR
≤ 2 circle, and most of the frequencies should be
contained by the loop. All empirical techniques, fol-
lowed by appropriate optimization schemes, are solely
concerned in generating a U-slot design that closely
satisfies this criterion.

The technique in [5, Section VII] relies on empir-
ical design equations derived with specific substrate
permittivity (εr) and thickness (h). However, it is quite
impractical to derive similar equations for all possible
εr and h combinations. Therefore, the applicability
of these relations over all practical values of εr and
design center frequency (fr) remains very tedious.

The information gleaned from the review of [5]
suggests seeking an alternate method to the design
of U-slots that is much more straightforward; thus
a possible alternate approach has been described in
Section III.

The method in [6] is based on resonant frequency
equations obtained via parametric simulations on U-
slot antenna geometries on low permittivity (εr =
2.2) dielectrics. The applicability of these equations
to design wideband U-slot antennas on medium and
high permittivity dielectrics has not been documented.
Also, the algorithm presented in [6, Section III] may
generate non-physical and ambigous values for certain
values of input specifications. (This aspect of the
algorithm is further explored in Section V).

An empirical technique which generates the desired
wideband impedance results with the least number
of optimization cycles may be considered superior
to others. This observation forms the basis of the
comparative analysis. In this investigation, the number
of optimization cycles may be characterized/identified
on the basis of the following features:

• Number of optimization variables required.
• Range of optimization required in the variable.
• Optimization time.

III. AN EMPIRICAL PROCEDURE FOR WIDEBAND

U-SLOT ANTENNA DESIGN (METHOD III)

The empirical method in [5] relies on derived
empirical formulations to obtain W

h ratio, and the sub-
sequent use of dimensional invariance relationships
to design the U-slot antennas. As mentioned earlier,
derivation of these empirical equations for every prac-
tical substrate permittivity and thickness combinations
becomes quite cumbersome. The proposed empirical
technique employs semi-analytical techniques [1, ch.
4], [2] to design a rectangular patch geometry, and

subsequently uses the dimensional invariance rela-
tionships to design a U-shaped slot on the radiating
rectangular patch.

To that end, cavity model based, custom built Fast
Iterative Code (FIC) [15] is utilized to obtain the
dimensions of the rectangular patch following the
appropriate information in [2]. The algorithm of FIC
[15] is briefly described below.

(i) Select the substrate permittivity (εr), thickness
(h) and operating frequency (fr) for the design
of rectangular patch. The information presented
in [14] may be used in the optimal selection of
εr, h. In addition, the total number of iterations
ITMAX is also required as input.

(ii) To account for the fringing effects, a slightly
higher frequency for ≈ 1.25fr is chosen and
the resonant length (L) of the radiating patch
is calculated via the formula:

L =
c

2fo
r
√

εr
. (1)

A nominal patch width W≈ 1.5×L is also
selected in order to facilitate the working of the
FIC algorithm.

(iii) The effect of fringing fields on the resonant
length of the rectangular microstrip antenna are
calculated as

∆L =
0.412h[εeff(W ) + 0.3](W

h + 0.264)
[εeff(W ) − 0.258](W

h + 0.8)
,

(2)
where the effective relative permittivity

εeff(X) =
εr + 1

2
+

εr − 1

2
√

1 + 10h
X

, (3)

and the symbol X ⇒ L or W, in (3).
(iv) The resonant frequency of the rectangular patch

is now computed via (Hammerstad’s)[1, p. 267,
Eq. (4.28)]

fH =
c

2(L + ∆L)
√

εr
, (4)

and (James’s)[1, p. 267, Eq. (4.31)]

fJ =
fo

r εr

(1 + X )
√

εeff(L)εeff(W )
(5)

empirical formulas, where,

X =

(
h

L

)[
0.882 +

(0.164(εr − 1)
ε2
r

)

+
εr + 1
πεr

(
0.758 + ln[1.88 +

L

h
]
)]

.(6)
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(v) Having computed fH and fJ the algorithm
checks for the condition

min(fH , fJ) ≤ fr ≤ max(fH , fJ). (7)

In [2] it has been shown that the measured
resonant frequency, defined by �m(Zin) = 0,
remains bounded by these two limits for low
and moderate permittivity substrates. (For high
permittivity substrates, resonances may not oc-
cur if the substrate thickness is too large. In that
case the frequency at which the VSWR is the
lowest may be considered to satisfy (7)).

(a) if the condition (7) is satisfied, the proce-
dure stops, and resonant length L of the
rectangular patch is thus found.

(b) if however, fr < min(fH , fJ), then a new
frequency for ⇒ for −0.05×fr, with for given
in step (ii), is selected and the procedure is
repeated till the condition in (7) is satisfied.

(c) if fr > max(fH , fJ), then a new frequency
with for ⇒ for + 0.05 × fr, with for given
in step (ii), is selected and the procedure is
repeated till the condition in (7) is satisfied.
In the steps (a) to (c) fr is the original
operating frequency as in step (i). If the
conditions (v) (a), (b) or (c) are not sat-
isfied in the total number of iteration steps,
ITMAX, then the algorithm stops.

(vi) The patch resonant length L and width W ≈
1.5 × L are obtained whenever (7) is satisfied.

The U-slot design now proceeds with the knowl-
edge of the broader dimension W as in Fig. 1. Note
that the patch resonant length, L, is redundant in
the design of the U-slot. With the knowledge of W,
the dimensional invariance properties [5, Section IV,
Table I] are employed to obtain initial design of the
U-slot.

In the process of obtaining the complete U-slot
dimensions via the dimensional invariance relations,
it was observed that W

L ≈ 1.385, where L is the
overall length of the U-slot as shown in Fig. 1, and
is distinct from the length L obtained earlier for
the rectangular patch from the Fast Iterative Code
[15]. An alternate approach would be to apply W
= 1.385 L, in step (vi) in the preceding algorithm
and then obtain the complete U-slot antenna geometry
via the dimensional invariance relations. However, this
alternative approach is not pursued in this paper.

Having obtained the complete set of dimensions,
this antenna is then modeled and simulated via com-
mercial CAD tool IE3D (or equivalent). Based on the

location and size of the impedance locus obtained
on the Smith chart, the antenna geometry is further
optimized for wideband performance. Note that, with
the exception of the procedure used to obtain the
dimensions of the width of the radiating patch, all
the steps (to generate the location and dimensions
of a U-shaped slot) are common to methods I and
III. However, it must be emphasized that both these
empirical methods produce different set of dimensions
of the U-slot antennas.

The criteria h
√

εr

λ ≈ 0.1, 0.12, 0.14 and 0.18 [12]
are used to obtain initial values of substrate permittiv-
ity (εr) and thickness (h), to design wideband U-slot
antennas on air (εr = 1.0), low (εr ≈ 2.94), medium
(εr ≈ 4.5) and high (εr ≈ 9.8) permittivity dielectrics,
respectively. These choices of inputs, satisying the
above criteria were observed to have small overall
optimization cycles [12].

IV. METHODOLOGY

A brief description of the empirical techniques used
to initiate the design of wideband U-slot antennas are
presented in this section. Methods I and III essentially
are based on [5] and Section III, respectively, hence
are omitted here for brevity.

In [6], the effect of variation of : (a) the length
of the vertical arms of the slot (Ls - t), lengths
of (b) the horizontal arms of the slot (Ws), and
(c) the rectangular radiating patch (L), on the res-
onant frequencies (assuming four distinct resonant
frequencies occur) are documented for U-slot antenna
on low (εr = 2.2) permittivity substrate. Based on
the observation of these specific parametric modeling
results, empirical equations are dervied for each of the
last three resonant frequencies of the U-slot geometry.
These formulas, coupled with equations in [1, ch.
4, pp. 266 - 268] to design probe-fed, rectangular
microstrip antennas, are used to obtain a complete set
of dimensions of U-slot antenna geometry. However,
as the empirical formulas for resonant frequencies are
based on parametric studies of U-slot antenna on low
permittivity (εr = 2.2) dielectrics, their applicability
to initiate the design of wideband U-slot antennas on
other (medium or high) permittivity dielectrics remain
unknown. The details of implementing the empirical
design algorithm [6, Section III], and its validation,
are included in Section V. B of this paper.

The wideband U-slot microstrip antenna may be
considered as a structural perturbation to the classical
probe-fed, rectangular microstrip patch. Therefore,
once a rectangular patch antenna is designed via any
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of the analytical methods in [1, ch. 4], a U-shaped slot
may be etched on the surface of the radiating patch.
This is the basis of a third (method III) empirical
method to initiate the design of wideband U-slot
antennas as presented in Section III. The location and
size of the slot on the radiating patch are obtained
from the dimensional invariance relations presented
in [5, Section IV]. The salient features of the three
empirical techniques are summarized in Table I.

TABLE I

SUMMARY OF EMPIRICAL TECHNIQUES TO INITIATE DESIGN

OF WIDEBAND U-SLOT MICROSTRIP ANTENNAS

Method Basic Concepts & Features Reference Inputs Re-
quired

I Empirical design equations
to calculate W

h
ratio and

dimensional invariance re-
lations.

[5] εr , h, fr

II Empirically derived reso-
nant frequency formula of
the U-slot geometry and
rectangular microstrip an-
tenna design equations in
[1, ch. 4, pp. 266 to 268]

[6] εr , h, fr , %
bandwidth,
(Ls−t)

W
ratio

III Design rectangular patch
microstrip antenna via ana-
lytical models in [1, ch. 4].
A U-shaped slot is cut on
the surface of the radiating
patch using dimensional in-
variance relations [5]

Section
III, this
paper

εr , h, fr

The initial U-slot antenna geometries obtained from
the three empirical techniques may require further
optimization to yield wideband impedance behavior.
These initial U-slot antennas are modeled and simu-
lated assuming infinite, grounded dielectrics via IE3D
[7]. Based on the impedance behavior of each of
these initial U-slot topologies, they were optimized
for further bandwidth enhancement. The optimization
of these initial U-slot antennas designed via the three
empirical techniques were carried out by the following
two approaches.

(a) Use of parametric simulation results in [5,
Section V], [9] and [10] in the selection of
optimization parameters, and subsequent vari-
ation of these parameters to generate wideband
impedance behavior.

(b) Selection of optimization variables based on the
parametric modeling results in [5, Section V],
[9] and [10] and use of global optimizers in
commercial CAD tool IE3D, namely Genetic,
Random and Powell optimizers [7] to generate

wideband radiators.

The immediately preceding steps (a) and (b) together
form the central part of this investigation as presented
in this paper. Results corresponding to steps (a) and
(b) are included in Sections VI A and B, respectively.

The ability of the three empirical methods to gen-
erate initial U-slot antenna geometries, which can
be rapidly optimized via these two approaches is
illustrated with some design examples in the ensuing
section.

V. CASE STUDIES AND DESIGN ISSUES

This section documents the capabilities and limi-
tations of the three empirical methods to initiate the
design of wideband U-slot antennas, via the following
design examples.

• Design Example (a): εr = 1.0 and fr = 0.9 GHz
• Design Example (b): εr = 4.0 and fr = 3.26 GHz
• Design Example (c): εr = 6.15 and fr = 2.4 GHz

In all the three examples U-slot antennas exhibiting
2:1 VSWR bandwidths ≥ 20% are considered wide-
band radiators.

A. Design Using Methods I and III

Applying the criteria h
√

εr

λ ≈ 0.10, 0.14 and 0.16
[12], substrate thicknesses (h) of 33.31 mm, 6.45 mm
and 7.56 mm were chosen to initiate the design of
U-slot antennas, for design examples (a), (b) and (c),
via empirical method in [5] (or method I). Here λ
corresponds to the respective design frequencies (fr)
of the design examples. Since no formulations exist
to initiate the design of U-slot antennas for design
example (a) via method I at h = 33.31 mm, the
empirical equations derived for εr = 1.0 and h = 18.0
mm [5, Table II] were used to obtain the W

h ratio.
As indicated earlier, this is one of the difficulties of
method in [5]. Similarly, empirical equations derived
for εr = 4.5 and h = 6.35 mm and εr = 4.5 and h = 10.0
mm were used to calculate the W

h ratios for design
examples (b) and (c), respectively. The remaining
dimensions of the U-slot antenna geometries for the
three design examples were calculated following the
procedure documented in [5, Section VII].

For U-slot antennas designed via method III, cri-
teria similar to those used for method I were used
to select the values of substrate thicknesses (h). The
cavity model based FIC and dimensional invariance
relations were then used to obtain the dimensions of
a rectangular patch and U-shaped slot, respectively.
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B. Design Using Method II

The algorithm for the empirical design method in
[6, Section III] (or method II), is described here
including its implementation and validation. The de-
scription is necessary for a comparative analysis of
the three methods, later in this paper.

The algorithm assumes existence of four distinct
resonant frequencies for the U-Slot patch antenna,
fres1, fres2, fres3 and fres4. Before presenting the
algorithm, the various physical distinctions associated
with the resonant frequencies are identified following
their original description in [6].

fres1 is associated with the resonance of the slot em-
bedded in the microwave substrate

fres2 is related to the resonance of the TM01 mode of
the patch

fres3 is dependent in a complex manner with the x-
and y-directed patch resonant modes

fres4 can be related to the resonance of the slot in air
including the effects of the “pseudopatch” that is
formed inside the U-Slot

Since no analytical theory is presented in [6], one
simply cannot be assured of the validity of these
distinctions. In addition, for electrically “thick” sub-
strates the existence of distinct resonant frequencies
is not always possible. However, it is also known
from the basic theory of microstrip antennas that an
increase in the electrical thickness (h

√
εr

λ ) of the sub-
strate increases the impedance bandwidth [1, p. 288,
Fig. 4.16]. This observation suggests that the design
technique in [6] may work well only for electrically
thin substrates. Consequently, one may expect that
the initial design of the U-Slot via [6] would exhibit
lower impedance bandwiths and hence would need
to undergo significant optimization cycles using the
CAD tool IE3D [7]. One of the major purposes of
this study is to investigate, via several case studies,
if the initial U-Slot design via [6] (or method II) is
indeed relatively difficult to optimize as compared to
the initial designs via methods I [5], and III. The
sequence of steps of the design algorithm from [6,
Section III] are summarized next. (The dimensions
are as shown in Fig. 1.)

Step 1: The algorithm requires the following
inputs: (a) fres3, (b) 10 dB return loss bandwidth
( ∆f
fres3

) in %, (c) the ratio Ls−t
W . One then calcu-

lates
fres2 =fres3 − ∆f

2
× 100, (8)

and,

fres4 =fres3 +
∆f

2
× 100, (9)

respectively.
Step 2: The substrate thickness (h) and permit-
tivity (εr) are chosen to satisfy

h ≥ 0.06
λres3(air)√

εr
. (10)

In (10) λres3(air) = v◦
fres3

is the free-space wave-
length corresponding to the frequency fres3, and
v◦ = 2.997925 × 10+10 cms/sec is the velocity
of electromagnetic waves in free-space.
Step 3: The overall resonant length (Fig. 1) of the
patch plus the extensions due to fringe effects, is
given by

L + 2∆L ≈ v◦
2
√

εrfres3
. (11)

Step 4: The overall width of the patch is given
by W = 1.5 × (L + 2∆L).
Step 5: The overall effective permittivity and the
patch resonant length extension are calculated
separately as,

εeff=
εr + 1

2
+

εr − 1
2

(
1 +

12h
W

)− 1
2

, (12)

and,

2∆L=0.824h
(εeff + 0.3)(W

h + 0.262)
(εeff − 0.258)(W

h + 0.813)
.

(13)
Interestingly, (12) and (13) are closely similar
and identital to equations (3) and (2), respec-
tively.
Step 6: The overall patch resonant length is now
re-calculated as

L=
v◦

2
√

εefffres3
− 2∆L. (14)

Step 7: The slot thickness, t, is calculated via the
relationship

t=
λres3(air)

60
. (15)

Step 8: Calculate the slot width

Ws =
v◦√

εefffres2
− 2(L + 2∆L − t). (16)

Step 9: Select Ls such that

Ls − t

W
≥ 0.3 and

Ls − t

Ws
≥ 0.75. (17)

Step 10: Calculate the effective permittivity and
the length extension of the “pseudopatch” as

εeff(pp) =
εr + 1

2
+

εr − 1
2

(
1 +

12h
Ws − 2t

)− 1
2

,

(18)
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and,

2∆pp =0.824h
(εeff(pp) + 0.3)(Ws−2t

h + 0.262)

(εeff(pp) − 0.258)(Ws−2t
h + 0.813)

.

(19)
Step 11: The quantity

b ≈ L − t + 2∆pp − 1√
εeff(pp)

×
(

v◦
fres4

− {2(Ls − t) + Ws}
)

. (20)

Step 12: The algorithm checks the condition

(Ls + b) ≤ L.

If this condition is not satisfied, one adjusts the
quantity (Ls−t) step # 9 and keeps recalculating
b in step # 11, till the condition in step # 12 is
satisfied and a physically realizable design for
the U-Slot microstrip patch antenna is feasible.

The implementation of the above algorithm was
validated for the design of the U-Slot dimensions
of εr = 2.2 and h = 0.635 cms at fres3 = 2.15
GHz, as available in [6, Table IV]. However, when
the algorithm of method II was subsequentlly applied
to the calculation of the initial U-Slot dimensions for
εr = 4.0 and 6.15, one of the dimensions turned out
non-physical. The details are included in Table II,
below.

TABLE II

NON-PHYSICAL OUTPUTS OBTAINED VIA METHOD II ([6]),

REFERRING TO FIG. 1. (ALL DIMENSIONS IN MM)

Parameter; Example (b) Example (c)
(Type: Input/Output)
εr 4.0 6.15
(input)
h 6.45 7
(input)

∆f
fres3

(% bandwidth); 25 30
(input)
fres3 in GHz;(input) 3.26 2.4
(Ls−t)

W
; (input) 0.4 0.4

W; (output) 34.49 37.78
L; (output) 17.15 19.18
Ls; (output) 15.33 15.11
Ws; (output) 14.66 19.46
t; (output) 1.53 2.08
b; (output) -2.0018 -5.1102
Comment b < 0.0 b < 0.0

(non-physical) (non-physical)

At this stage, in view of the results in Table II, it
appears appropriate that a comparative analysis of the
three methods be presented. This, expectedly, would

help in understanding the salient features of method
II and its standing with respect to methods I and III.

Following [5], application of methods I and III is
initiated by the combination of substrate parameters,
satisfying the criterion h

√
εr

λ ≈ 0.14 for low and
medium permittivities. (For substrates with εr ≥ 6.0
a value of 0.18 was found to yield acceptable results
[5]). Beyond this point, methods I and III differ
noticeably and their intrinsic differences are briefly
summarized below.

For method I, assuming the substrate geometry is
known uniquely, empirical equations [5, Table II] are
used. (For situations where there exists no empirical
equations corresponding exactly to the particular sub-
strate type, an ‘average’ design procedure is adopted
as explained in detail in [5, Section VII]). The main
purpose of method I, however, is to obtain the appro-
priate W

h ratio from the empirical equations. Knowing
the substrate thickness, h, one readily calculates the
overall U-Slot patch width W for a typical εr and
design/operating frequency, fr. Once W is known,
the other dimensions of the U-Slot can be calculated
very quickly by using the dimensional invariance re-
lationships as in [5, Table I]. The rapid calculation of
the dimensions essentially resembles the back-of-the-
envelope process. The main disadvantage of method
I, however, is that the starting empirical equations are
available for a few select substrate cases, and hence
the accuracy of the average design procedures are
questionable. For greater accuracy, one needs to derive
empirical equations for a given combination of εr and
h, which in itself can be very tedious.

The preceding limitation of method I is circum-
vented by the algorithm of method III, described
in Section III. With the knowledge of the substrate
geometry and the design frequency, one can determine
the larger patch width, W, via eqs. (1) to (7). Once W
is known, regardless of the W

h ratio, the dimensional
invariance relationships from [5, Table I] can be used
to complete the U-Slot radiating patch design, just as
in method I. The primary advantage of this approach,
over method I, is that equations (1) to (7) apply to
an arbitrary class of substrate topologies, as long as
the assumptions of the cavity-model remains valid in
that particular case. (In [2] it has been shown that
these cavity-model formulas are applicable to εr ≈
12.0.) Thus even for substrates where the empirical
equations (method I) are not directly available, one
can still proceed to design a U-Slot by first obtaining
the overall rectangular patch dimensions (method III).
Since the theoretical validity of these cavity-model
formulas is well-known [1], [2], method III is far more
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versatile and expected to be accurate than method I.
Method II in [6], as discussed here, has some

inherent limitations in its applications. The two initial
U-Slot patch designs for εr = 4.0 and 6.15, as shown
in Table II, could yield non-physical dimensions, b,
(Fig. 1). Incidentally, one notes that from a numerical
standpoint the condition in step 12 is still satisfied
even with the negative value of the b dimension in Fig.
1. In absence of a comprehensive analytical theory for
the U-Slot, this apparent limitation for method II was
investigated as explained below.

Since the initial design [6] for the U-Slot relies on
the existence of distinct resonant frequencies, it maybe
hypothesized that the design algorithm would be phys-
ically viable if the parameter h

√
εr

λres3(air) is small. For

the two cases listed in Table II, one finds h
√

εr

λres3(air) ≈
0.09 and 0.125 for εr = 4.0 and 6.15, respectively.
The exact nature of dependence of b on the substrate
permittivity εr and thickness h is complicated, because
of the nature of the algebraic forms of the various
intermediate quantities as appearing in equations (12)
to (20). Preliminary examination of (20) indicates
that for b > 0, (physically realizable geometry), the
additional condition

L − t + 2∆pp � 1√
εeff(pp)

[
v◦

fres4
− 3.5Ws

]
(21)

needs to be satisfied. (Condition (21) easily follows
from the second condition in (17), and (20)). From
the present investigations, it appears that (21) is gen-
erally satisfied when h

√
εr

λres3(air) ≤ 0.075. Consequently,
in light of the current analysis, it appears that the
condition (10) in step 2 could be modified to read:

0.06 ≤ h
√

εr

λres3(air)
≤ 0.075. (22)

This implies that physically valid initial U-Slot patch
designs following the algorithm in [6] are feasible for
low permittivity substrates. This observation has the
further impact that these initial designs via [6] could
exhibit low, 10 dB return loss bandwidths. Hence,
these initial designs obtained from method II (or [6]),
when subjected to parametric or global optimization
schemes via commercial CAD softwares such as IE3D
[7], would require increased optimization cycles (as
defined in Section II).

However, it is emphasized that this aspect of imple-
menting the algorithm in [6] needs to be investigated
in more detail, before the condition (22) could be
considered acceptable.

The dimensions of the U-slot antennas obtained via
the three methods for design examples (a), (b) and

(c) are tabulated in Tables III, IV and V, respectively.
The U-slot antenna geometries obtained via methods
I, II and III, for the three design examples, were
modeled and simulated assuming infinite grounded
dielectrics via commercial CAD tool IE3D [7]. Based
on the location and size of the impedance locus on the
Smith chart, optimization parameters were chosen for
subsequent optimization of the initial U-slot antenna
geometries. The analysis of the results are discussed
in the following section.

VI. RESULTS AND DISCUSSION

The results of the performed simulations, and the
subsequent optimization of the initial U-slot antennas
designed via the three empirical methods, are dis-
cussed in details in this section. To that end, the results
obtained via the use of parametric simulation results in
[5], [9] and [10] are discussed next in part A, followed
by results obtained via IE3D global optimizers in
part B. In addition, boresight gain vs. frequency, and
principal plane (φ = 0◦ and 90◦) co- and cross-polar
radiation patterns, for initial and optimized U-Slot
patch geometries (for εr = 4.0 in Table IV), are also
included in part C for a complete understanding of
the antenna performance. A comparative performance
analysis of the three empirical design techniques,
based on bandwidth, gain and radiation characteris-
tics, is presented in part D.

A. Optimization via Parametric Modeling Results in
[5], [9] and [10]

The results of U-slot antennas, designed via the
three empirical techniques and further optimization
via parametric modeling results are shown in Figs.
2 to 14. The impedance loci of the U-slot antennas
obtained from the three empirical methods for design
example (a) are shown in Fig. 2. From the Smith chart
results, U-slot antennas designed via methods I and III
form impedance loops close to the center of the Smith
chart. In contrast, the U-slot antenna from method II
appears to be highly capacitive, with its impedance
loop on the lower half and farthest from the center of
the Smith Chart.

The impedance loci of the (final) optimized U-
slot antenna geometries obtained from methods I, II
and III, for design example (a), are shown in Fig. 3.
All three optimized U-slot antennas appear to exhibit
wideband impedance behavior.

The results of the initial and optimized U-slot
antennas designed via the three empirical techniques,
for examples (b) and (c), are in Figs. 4 to 8. The
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TABLE III
DIMENSIONS OF INITIAL AND OPTIMIZED, (VIA PARAMETRIC MODELING RESULTS IN [5], [9], [10])

U-SLOT ANTENNAS OBTAINED VIA THE THREE EMPIRICAL METHODS FOR DESIGN EXAMPLE (A),

REFERRING TO FIG. 1. (ALL DIMENSIONS IN MM)

Parameter Method I Method II Method III
Initial Optimized Initial Optimized Initial Optimized

εr 1.0 1.0 1.0 1.0 1.0 1.0
tan(δ) 0.0 0.0 0.0 0.0 0.0 0.0
h 33.31 33.31 25.0 25.0 33.31 33.31
L 159.24 159.24 131.56 131.56 129.42 129.42
W 220.38 220.38 249.83 249.83 178.85 178.85
Ls 110.24 110.24 80.45 80.45 89.46 89.46
Ws 85.65 85.65 48.12 55.0 69.51 69.51
t 12.33 12.33 5.55 5.55 10.01 10.01
a 24.5 24.5 2.99 2.99 19.98 19.98
b 24.5 24.5 48.12 48.12 19.98 19.98
F 79.62 83.62 65.78 65.78 64.71 66.71
Rprobe 3.0 4.0 2.0 2.0 3.0 3.5

TABLE IV
DIMENSIONS OF INITIAL AND OPTIMIZED, (VIA PARAMETRIC MODELING RESULTS IN [5], [9], [10])

U-SLOT ANTENNAS OBTAINED VIA THE THREE EMPIRICAL METHODS FOR DESIGN EXAMPLE (B),

REFERRING TO FIG. 1. (ALL DIMENSIONS IN MM)

Parameter Method I Method II Method III
Initial Optimized Initial Optimized Initial Optimized

εr 4.0 4.0 4.0 4.0 4.0 4.0
tan(δ) 0.002 0.002 0.002 0.002 0.002 0.002
h 6.45 6.45 5.5 5.5 6.45 6.45
L 21.18 21.18 17.96 17.96 18.44 18.44
W 29.32 29.32 34.49 34.49 25.54 25.54
Ls 14.66 14.66 16.01 13.53 12.76 12.76
Ws 11.39 11.39 15.94 12.0 9.93 9.93
t 1.64 1.64 1.53 1.53 1.43 1.43
a 3.76 3.76 0.95 2.43 2.84 2.84
b 3.76 3.76 1.0 2.0 2.84 2.84
F 10.59 9.59 8.96 8.96 9.22 7.72
Rprobe 0.635 0.635 0.635 0.635 0.635 0.635

TABLE V
DIMENSIONS OF INITIAL AND OPTIMIZED, (VIA PARAMETRIC MODELING RESULTS IN [5], [9], [10])

U-SLOT ANTENNAS OBTAINED VIA THE THREE EMPIRICAL METHODS FOR DESIGN EXAMPLE (C),

REFERRING TO FIG. 1. (ALL DIMENSIONS IN MM)

Parameter Method I Method II Method III
Initial Optimized Initial Optimized Initial Optimized

εr 6.15 6.15 6.15 6.15 6.15 6.15
tan(δ) 0.002 0.002 0.002 0.002 0.002 0.002
h 7.56 7.56 3.1 7.0 7.56 7.56
L 21.06 21.06 22.42 22.42 20.22 20.22
W 29.14 29.14 37.78 37.78 27.98 27.98
Ls 14.58 14.58 21.35 17.35 14.0 14.0
Ws 11.53 11.53 18.89 14.89 10.87 10.87
t 1.63 1.63 2.08 2.08 1.57 1.57
a 3.24 3.24 0.16 2.16 3.11 3.11
b 3.24 3.24 0.95 2.95 3.11 3.11
F 10.53 8.03 11.21 11.23 10.11 7.61
Rprobe 0.635 0.635 0.635 0.635 0.635 0.635
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Fig. 2. Comparison of impedance loci of initial U-slot anten-
nas from the three empirical methods for design on dielectric
substrates with εr = 1.0 via IE3D [7]; � − � − �- method I;
∗ − ∗ − ∗- method II; ◦ − ◦ − ◦-method III.
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Fig. 3. Comparison of impedance loci of final, optimized U-slot
antennas from the three empirical methods on dielectric substrates
with εr = 1.0 via IE3D [7]; � − � − �- method I; ∗ − ∗ − ∗-
method II; ◦ − ◦ − ◦- method III.

impedance behavior of the initial U-slot antenna de-
signs on εr = 4.0 (Fig. 4) and εr = 6.15 (Fig. 7)
show that the design via method II, for examples
(b) and (c), do not form loops close to the center
of the Smith Chart, in contrast with methods I and
III. Following parametric modeling results in [5],
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−0.5

−1.0

−2.0

0.4 3.01.0

Fig. 4. Comparison of Smith Chart results of initial U-slot
antennas from the three empirical methods on dielectric substrates
with εr = 4.0 via IE3D [7]; � − � − �- method I; ∗ − ∗ − ∗-
method II; ◦ − ◦ − ◦- method III.
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Fig. 5. Comparison of Smith Chart results of final, optimized
U-slot antennas from the three empirical methods on dielectric
substrates with εr = 4.0 via IE3D [7]; � − � − �-method I;
∗ − ∗ − ∗- method II; ◦ − ◦ − ◦- method III.

[9] and [10], these U-slot antennas were optimized
for wideband impedance characteristics, as shown in
Figs. 5 to 6 for example (b), and Fig. 8 for example
(c), respectively. In both cases, the final optimized
impedances loci form loops in the VSWR ≤ 2 region
of the Smith chart.

The choice of the optimization parameters (such as
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Fig. 6. Comparison of VSWR results of final, optimized U-slot
antennas from the three empirical methods on dielectric substrates
with εr = 4.0 via IE3D [7]; � − � − �- method I; ∗ − ∗ − ∗-
method II; ◦ − ◦ − ◦- method III.
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Fig. 7. Comparison of Smith Chart results of initial U-slot
antennas from the three empirical methods on dielectric substrates
with εr = 6.15 via IE3D [7]; � − � − �- method I; ∗ − ∗ − ∗-
method II; ◦ − ◦ − ◦- method III.

width of slot, length of slot, probe location etc.), is
based on the size and location of the impedace loci
of the initial U-slot antennas on the Smith chart, and
the knowledge of the parametric simulations results
documented in [5], [9] and [10].

To that end, probe location and radii were chosen as
optimization variables for U-slot antennas for example
(a), designed via methods I and III. In contrast,
for the U-slot antenna designed via method II, the
length of the horizontal arm (Ws) was chosen as the
optimization variables.
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−0.5
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−2.0

0.4 3.0 0.0

Fig. 8. Comparison of Smith Chart results of final, optimized
U-slot antennas from the three empirical methods on dielectric
substrates with εr = 6.15 via IE3D [7]; � − � − �-method I;
∗ − ∗ − ∗-method II; ◦ − ◦ − ◦- method III.
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Fig. 9. Optimization Process for U-slot antenna designed via
method I on dielectric substrates with εr = 4.0 using parametric
modeling results in [5], [9] and [10]; � − � − �- Initial,
unoptimized; Xp = 0.0, Yp = 0.0; ∗ − ∗ − ∗- Xp = 0.0, Yp =
0.5; ◦ − ◦ − ◦− Xp = 0.0, Yp = 1.0; all other dimensions of the
U-slot antenna are kept constant - all dimensions in mm.

It is interesting to note (from Table III) that, while,
methods I and III require two optimization variables
to produce wideband bandwidth characteristics, the
range of variation of each of these optimization vari-
able is quite small. In comparison, method II requires
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Fig. 10. Optimization Process for U-slot antenna designed via
method II on dielectric substrates with εr = 4.0 using parametric
modeling results in [5], [9] and [10]; � − � − �- Initial,
unoptimized; Ls = 16.01, Ws = 15.94, a = 0.95 and b = 1.0;
∗ − ∗ − ∗- Step1 -Ls = 12.0, Ws = 15.94, a = 2.43 and b = 2.0;
◦− ◦− ◦− Step2 - Ls = 12.0, Ws = 13.0, a = 2.43 and b = 2.0;
all other dimensions of the U-slot antenna are kept constant - all
dimensions in mm.
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Fig. 11. Optimization Process for U-slot antenna designed via
method III on dielectric substrates with εr = 4.0 using parametric
modeling results in [5], [9] and [10]; � − � − �- Initial,
unoptimized; Xp = 0.0, Yp = 0.0; ∗ − ∗ − ∗- Xp = 0.0, Yp =
0.75; ◦−◦−◦− Xp = 0.0, Yp = 1.5; all other dimensions of the
U-slot antenna are kept constant - all dimensions in mm.

only one optimization variable. However, the range
of variation required to achieve wideband impedance
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Fig. 12. Optimization Process for U-slot antenna designed on
dielectric substrates with εr = 6.15 via method II; � − � − �-
Initial; h = 3.1; ∗ − ∗ − ∗- h = 7.0; all other dimensions of the
U-slot antenna are kept constant - all dimensions in mm.
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Fig. 13. Optimization Process for U-slot antenna designed on
dielectric substrates with εr = 6.15 via method II; ∗− ∗−∗- h =
7.0, Ls = 21.35, a = 0.6 and b = 0.95; ◦ − ◦ − ◦- h = 7.0, Ls =
17.35, a = 2.16 and b = 2.95; all other dimensions of the U-slot
antenna are kept constant - all dimensions in mm.

characteristics is quite large (Ws - from 48.12 mm to
55.0 mm). This may increase the optimization time
and hence the optimization cycle for method II in
comparison with methods I and III.

For design example (b), the initial U-slot antennas
obtained from both methods I and III, form impedance
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Fig. 14. Optimization Process for U-slot antenna designed on
dielectric substrates with εr = 6.15 via method II; ∗− ∗−∗- h =
7.0, Ls = 17.35, a = 2.16, b = 2.95 and Ws = 18.89; ◦ − ◦− ◦-
Optimized- h = 7.0, Ls = 17.35, a = 2.16, b = 2.95 and Ws =
14.89; all other dimensions of the U-slot antenna are kept constant
- all dimensions in cms.

loops very close to the center of the Smith chart (Fig.
4). Therefore, only their probe locations were varied
to obtain wideband impedance characteristics as evi-
dent from Figs. 9 and 11, respectively. In contrast, the
U-slot antenna designed via method II does not form
an impedance loop close to the center of the Smith
chart. (Fig. 4). Hence, multi-step (multi-parameter)
optimizations must be pursued to achieve wideband
impedance characteristics. The multi-parameter/multi-
step optimization procedure is shown in Fig. 10.

As seen in Fig. 10, in step 1, the length of the
vertical arms of the U-slot are varied from 16.01 mm
to 11.53 mm. This optimization moves the impedance
loop closer to the center of the Smith chart. Then, the
width of the horizontal arm (Ws) is chosen as the
optimization variable in step 2 to shift the impedance
locus within the 2:1 VSWR circle.

A similar feature is observed in the optimization
procedure for U-slot antennas for example (c) via the
three empirical methods. For U-slot antennas designed
via methods I and III, the location of the probe feed
is chosen as optimization variable. The optimization
procedure of U-slot antennas designed via methods
I and III are similar to those shown in Figs. 9 and
11, and are omitted here for brevity. In contrast,
substrate thickness (h), width of the horizontal arm
(Ws) of the U-slot and lengths of the arms (Ls) were

chosen as optimization variables for U-slot antennas
designed via method II. The step-by-step optimization
procedure is documented in Figs. 12 to 14.

In the first step of the optimization process, (in
Fig. 12), the substrate thickness of the U-slot antenna
is increased from h = 3.1m to 7.0 mm, shifting the
impedance locus closer to the center of the Smith
Chart. Then, in the second step, the length of the
arms of the slot (Ls) are reduced, as shown in Fig.
13, to further move the impedance closer to the center.
Finally, the width of the slot (Ws) is adjusted to obtain
wideband U-slot antenna geometry as evident from
Fig. 14.

The 2:1 VSWR bandwidths of all the final, op-
timized U-slot antennas for the three design exam-
ples are tabulated in Table VI. The details of the
optimization procedure followed to obtain wideband
impedance results are discussed next.

TABLE VI
2:1 VSWR BANDWIDTHS OF PARAMETRICALLY OPTIMIZED

U-SLOT ANTENNA GEOMETRIES

DESIGNED VIA THE THREE EMPIRICAL TECHNIQUES FOR THE

DESIGN EXAMPLES (A), (B) AND (C)

εr method I (%) method II (%) method III (%)
1.0 34.21 34.29 29.47
4.0 37.58 30.56 36.81
6.15 30.20 40.39 31.54

B. Optimization via Global Optimizing Sub-Routines
in IE3D [7]

The results of global optimization of the initial U-
slot antennas designed via the three empirical tech-
niques, are presented in Figs. 15 to 18. While, all
three algorithms were used in the optimization studies,
only results from Genetic and Powell optimizers are
presented here.

The ability of the built-in optimizing sub-routines
in IE3D, namely Genetic, Powell and Random op-
timizers, to rapidly optimize initial U-slot antennas,
designed via method I, is discussed in [11] and is
omitted here for brevity. The results presented therein
indicate that the initial U-slot antennas designed via
method I can be rapidly optimized via global optimiz-
ers in IE3D. The sensitivity of these optimizers to the
selection of range of optimization is also documented.

In this section, the ability of the global optimizers to
rapidly optimize the initial U-slot antennas, designed
by methods II and III, is discussed. It must be em-
phasized at this point that, since IE3D is a general
purpose electromagnetic simulator, the designer must
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Fig. 15. Comparison of Smith Chart results of final, optimized
U-slot antennas designed via method II on dielectric substrates
with εr = 4.0. Optimization variables - Ls and Ws; �−�−�-
parametric modeling results based optimization, ∗ − ∗ − ∗- after
800 generations of Genetic optimizer and ◦ − ◦ − ◦− after 100
iterations on Powell optimizer.
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Fig. 16. Comparison of VSWR results of final, optimized U-
slot antennas designed via method II on dielectric substrates with
εr = 4.0. Optimization variables - Ls and Ws; � − � − �-
parametric modeling results based optimization, ∗ − ∗ − ∗- after
800 generations of Genetic optimizer and ◦ − ◦ − ◦− after 100
iterations on Powell optimizer.

essentially choose the optimization variables, criteria
and the range over which the antenna geometry must
be optimized. Here, parametric simulation results pre-
sented in [5], [9] and [10] play a vital role in selection
of optimization variables for IE3D (or CAD) based
optimizations.

For U-slot antenna designed via method II, both
length (Ls) and width (Ws) of the slot were chosen as
an optimization variable. Similarly probe location was

TABLE VII

DIMENSIONS OF FINAL, OPTIMIZED (VIA GLOBAL OPTIMIZERS

ON IE3D) U-SLOT ANTENNAS OBTAINED FOR U-SLOT

ANTENNA GEOMETRY DESIGNED BY METHOD II [6], FOR

DESIGN EXAMPLE (B), REFERRING TO FIG. 1. (ALL

DIMENSIONS IN MM)

Parameter Initial Genetic Opti-
mizer

Powell Opti-
mizer

εr 4.0 4.0 4.0
tan(δ) 0.002 0.002 0.002
h 5.5 5.5 5.5
L 17.96 17.96 17.96
W 34.49 34.49 34.49
Ls 16.01 12.85 14.1
Ws 15.94 12.0 11.65
t 1.53 1.53 1.53
a 0.95 2.55 1.9
b 1.0 2.56 1.96
F 8.96 8.96 8.96
Rprobe 0.635 0.635 0.635
lower freq.
(fl) in
GHz

- 3.1 3.1

upper
freq.(fu)
in GHz

- 4.1 4.1

Optimization
variable(s)

- Ls,Ws Ls,Ws

Optimization
criterion

- |S11| ≤ -10
dB

|S11| ≤ -10
dB

Number
of gener-
ations /
iterations

- 800 100

chosen as optimization variable for U-slot antenna
designed via method III. The dimensions of the final,
optimized U-slot antennas, designed via methods II
and III, obtained from IE3D are presented in Tables
VII and VIII, respectively. The various details of the
input used to set up these optimization simulations on
IE3D for these optimization studies are also presented
therein. The performance of the corresponding U-slot
antennas, optimized via parametric modeling results,
are also shown for comparison.

As seen from the figures, both Genetic and Powell
optimizers on IE3D generate wideband impedance
behavior in U-slot antenna geometries designed via
method II. In contrast, in Figs. 17 and 18, only
Powell optimizer appears to generate wideband U-slot
antenna topologies for U-slot designed via method III.
Overall, the results from the global optimizers in IE3D
are in good agreement with the information obtained
from optimization studies based on parametric mod-
eling results in [5], [9] and [10].
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Fig. 17. Comparison of Smith Chart results of final, optimized
U-slot antennas designed via method III on dielectric substrates
with εr = 4.0. Optimization variables - probe location; �−�−�-
parametric modeling results based optimization, ∗ − ∗ − ∗- after
400 generations of Genetic optimizer and ◦ − ◦ − ◦− after 100
iterations on Powell optimizer.
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Fig. 18. Comparison of VSWR results of final, optimized U-
slot antennas designed via method III on dielectric substrates with
εr = 4.0. Optimization variables - probe location; � − � − �-
parametric modeling results based optimization, ∗ − ∗ − ∗- after
400 generations of Genetic optimizer and ◦ − ◦ − ◦− after 100
iterations on Powell optimizer.

C. Comparison of Gain and Radiation Characteris-
tics

In the previous sections of this paper, focus had
been directed towards broadband characteristics of U-
Slot geometries generated from the three empirical
techniques, viz., methods I, II and III. Return-loss
and impedance data for both initial (unoptimized)
and final (optimized) U-Slot designs have shown that
method III, introduced in Section III of this paper, is a

TABLE VIII

DIMENSIONS OF FINAL, OPTIMIZED (VIA GLOBAL OPTIMIZERS

ON IE3D) U-SLOT ANTENNAS OBTAINED FOR U-SLOT

ANTENNA GEOMETRY DESIGNED BY METHOD III [SECTION

III], FOR DESIGN EXAMPLE (B), REFERRING TO FIG. 1. (ALL

DIMENSIONS IN MM)

Parameter Initial Genetic Opti-
mizer

Powell Opti-
mizer

εr 4.0 4.0 4.0
tan(δ) 0.002 0.002 0.002
h 6.45 6.45 6.45
L 18.44 18.44 18.44
W 25.54 25.54 25.54
Ls 12.76 12.76 12.76
Ws 9.93 9.93 9.93
t 1.43 1.43 1.43
a 2.84 2.84 2.84
b 2.84 2.84 2.84
F 9.22 6.57 6.445
Rprobe 0.635 0.635 0.635
lower freq.
(fl) in
GHz

- 3.0 3.0

upper
freq.(fu)
in GHz

- 4.2 4.2

Optimization
variable(s)

- probe
location

probe
location

Optimization
criterion

- |S11| ≤ -10
dB

|S11| ≤ -10
dB

Number
of gener-
ations /
iterations

- 400 100

better choice for wideband applications of all the three
empirical techniques. However for a complete perfor-
mance appraisal of the three methods, it is necessary
to examine other aspects of antenna performance,
namely, the gain and radiation characteristics. To
avoid tedium, results for gain vs. frequency and co and
cross-polar radiation patterns in the φ = 0◦ and 90◦

cardinal planes are included in this subsection for
substrate permittivity εr = 4.0 and for both initial
and optimized U-Slot designs from each of the three
techniques. The dimensions of the U-Slot antenna
from the three techniques are available in Table IV
(for both initial and optimized cases). Figs. 19 to 24
shows the relevant results, and are briefly discussed
below.

In Figs. 19 and 20 the peak boresight (φ = 0◦, θ =
0◦) gain is seen to be slightly higher for designs via
methods I and II, compared to method III. Interest-
ingly, the peak gain occurs at 3.2 GHz for designs via
methods II and III, while for method I the gain is at
the peak around 2.8 GHz in both initial and optimized
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Fig. 19. Boresight gain vs. frequency for initial U-Slot patch
designs for data in Table IV and dielectric substrates with εr = 4.0
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Fig. 20. Boresight gain vs. frequency for optimized U-Slot patch
designs for data in Table IV and dielectric substrates with εr = 4.0

designs.
Following the design example in [5, Section VII],

empirical equations from [5, Table II] for substrate
εr = 4.5 were used to calculate the W

h ratio for
εr = 4.0 at a resonant frequency of fr = 3.2 GHz.
Subsequently the dimensional invariance relationships
[5, Table I] were used to obtain the other dimensions
of the U-Slot for εr = 4.0. Thus, when the method
I design was simulated via IE3D [7], the peak gain
occured at 2.8 GHz as seen in Figs. 19 and 20. This
can be realized since U-Slot dimensions obtained via
method I (using empirical equations for εr = 4.5)
were not appropriate for εr = 4.0.

One also notices in Figs. 19 and 20 the peak
boresight gain differences between U-Slot designs
from methods I and III are roughly 1 dB but occur
at frequencies of 2.8 GHz and 3.2 GHz, respectively.
The same figures also show that U-Slots designs via
methods II and III have different peak boresight gains,

but at the same frequency of 3.2 GHz. These features
are briefly explained, below.

For U-Slots designs via methods I and III, we
note from Table IV that W

L = 1.385 for both cases.
The overall radiating (patch) area for U-slot design
via method I is larger than that via method III. In
addition, h

√
εr

λ ≈ 0.12048 (method I at 2.8 GHz),
and ≈ 0.14028 (method III at 3.2 GHz), respectively.
Since the radiation efficiency, er, decreases with in-
crease in h

√
εr

λ values [1, p. 288, Fig. 4.16], [2, p.
247, Fig. 5.8], it follows that the overall boresight
(φ = 0◦, θ = 0◦) gain from [1, p. 277, Eq. (4.54)]

G(θ, φ)=erD(θ, φ). (23)

will be larger for method I compared to method II.
The same line of arugment can be extended to show
that peak boresight gains for designs via methods I
and II at 2.8 GHz and 3.2 GHz, respectively, will
be the same as seen in Figs. 19 and 20. (We note
from Table IV that the overall U-Slot patch areas via
methods I and II are almost the same.)

The radiation patterns of the initial and optimzied
U-Slot geometries obtained from each of the indi-
vidual methods I, II and III in Figs. 21 to 24 are
discussed, briefly, next.
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Fig. 21. Co-polar (Eφ) and cross-polar (Eθ) patterns for the
initial U-Slot patch designs or data in Table IV and dielectric
substrates with εr = 4.0, in the cardinal plane Φ = 0◦, at f =
3.26GHz.

The co- (Eφ) and cross-polar (Eθ) radiation patterns
in the φ = 0◦ principal planes are shown in Figs. 21
and 22 for the initial and optimized cases, respectively.
One notices that the design via method II has the
highest level of cross-polar component in comparison
with the other two designs. Also, method III design
has the lowest crosspolar level.
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optimized U-Slot patch designs or data in Table IV and dielectric
substrates with εr = 4.0, in the cardinal plane Φ = 0◦ at f =
3.26GHz.
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Fig. 23. Co-polar (Eφ) and cross-polar (Eθ) patterns for the
initial U-Slot patch designs or data in Table IV and dielectric
substrates with εr = 4.0, in the cardinal plane Φ = 90◦, at
f = 3.26GHz.

One notices identical characteristics in the radiation
behavior in the φ = 90◦ principal plane as shown in
Figs. 23 and 24. The crosspolar (Eθ) levels are much
higher for the design via method II when compared
to methods I and III.

The reasons can be traced back to the designs
in Table IV. From this table, one notices that the
W
L ≈ 1.385 for the U-Slot designs via methods I

and III. Quite interestingly W
L ≈ 1.98 for the U-

Slot design from method II. Since W
L ≈ 1.5 yields

a patch with lowest crosspolar power [1, p. 290, Fig.
4.17], one can conclude that the overall dimensions of
a rectangular U-Slot patch via method II would yield
the highest crosspolar levels as shown. In contrast for
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Fig. 24. Co-polar (Eφ) and cross-polar (Eθ) patterns for the
optimized U-Slot patch designs or data in Table IV and dielectric
substrates with εr = 4.0, in the cardinal plane Φ = 90◦ at f =
3.26GHz.

U-Slot designs via methods I and III, the crosspolar
levels are comparatively smaller by roughly 10 dB.

This phenomenon was also observed for U-Slot
designs on εr = 1.0 and 6.15 substrate geometries. It
is interesting to note that both the boresight gain and
crosspolar levels could be explained fairly accurately
from the corresponding characteristics of a probe-fed
rectangular patch having the same overall W and L
dimensions. This phenomenon suggests that the effect
of the slot in the U-Slot patch is primarily to cancel
the probe-inductance and produce a second resonance
and contribute to the wideband characteristics.

D. Summary of Comparative Performance Analysis of
Three Empirical Design Methods

In this section the main features of the three meth-
ods are summarized in Table IX.

In [5, Table II] (method I) the empirical (quadratic)
curve-fit equations were developed from IE3D code
[7] (method of moments) simulation results to obtain
relationships of the generic form

W
h

=C2f2r + C1fr + C0, (24)

where fr is the design (or operating) frequency in
GHz. In the above, the constants, C2,1,0 need to be
determined for specific substrate εr and h. Note that
fr is not necessarily the resonant frequency. In fact, as
observed in [5], for U-Slot designs on higher εr sub-
strates a proper resonant frequency on the Smith Chart
may not strictly be found, but a minimum VSWR for
a given fr may still be viable. This approach, though
very tedious, is in principle applicable to all classes
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TABLE IX

Performance Evaluation of the Three Empirical Design Techniques

Empirical
Techniques

General Features of Initial De-
signs

Performance and Features of Optimization Approach

Parametric Modeling Results [5], [9], [10] Global optimizers in IE3D (Genetic and
Powell) [7]

Method I [5]
(1) Initial designs, for most

cases, exhibit wideband
characteristics and have an
overall W

L
≈ 1.385.

(2) Use of the empirical equa-
tions in [5, Section VI, Ta-
ble II] may not always work
well for all substrates, but is
unique for substrates with
h
√

εr
λ

≥ 0.1
(3) Acceptable boresight

gain and cross-polar
performance observed for
low to high permittivity
substrates

(a) Most significant control on wide-
band performance is exercised by a
proper choice of the substrate thick-
ness, or equivalently, the h

√
εr

λ
≥

0.1 parameter.
(b) Peak values of boresight gains and

pattern shape remains relatively un-
affected in the final optimized design

(c) Readily optimized for enhanced
bandwidth performance with smaller
computational resources

(i) Results from parametric optmization
studies agree with the global op-
timizers, viz., Genetic and Powell
algorithms in the commercial soft-
ware, IE3D

(ii) Other features are the same as that of
parametric optimization scheme(s)
for method I

Method II [6]
(4) The empirical design al-

gorithm assumes four dis-
tinct resonant frequencies,
although the first one is
never used in the design of
the U-Slot.

(5) The design approach
could yield negative or
non-physical values for
the dimension b shown in
Fig. 1 for select substrate
permittivities and yet
the algorithm would
still predict successful
completion of design

(6) Physically realizable
designs appear viable
on smaller substrate
thicknesses and may not
demonstrate wideband
performance, compared to
methods I and III

(7) The initial designs have an
overall W

L
≈ 2.0 and

have high cross-polar lev-
els compared to methods I
and III; the boresight gain
is however higher than the
designs via method III

(d) Parametric simulation approaches
applied to the initial design from
method II does indeed yield 10
dB return loss bandwidths ≥ 20%.
(See Table VI for select performance
data.)

(e) Since initial designs from method II
often exhibit poor bandwidths, their
optimization for enhanced band-
width performance generally re-
quires several optimization variables
over wide ranges resulting in in-
creased demands on available com-
putational resources. This is the ma-
jor disadvantage of using method II.

(f) Other antenna parameters such as
boresight gain, radiation patterns re-
main largely unaffected in the final
optimized design

(iii) The dimensions of the optimized U-
Slot designs via global optimizers
(Genetic and Powell algorithms) in
the IE3D are different for the iden-
tical set of constraints. (See Table
VII.)

(iv) Parametric and global optimization
results show acceptable agreement
in performance behavior. ((See Figs.
15 and 16 for impedance and VSWR
performances, respectively.)

(v) Optimizing the design for bandwidth
does not appear to affect the gain
and radiation pattern behavior

Method III,
Section III,
this paper

(8) This empirical design al-
gorithm is more verstatile
and straightforward than
method I, because it starts
with the design of a rect-
angular patch that is exten-
sively documented and well
understood [1], [2].

(9) The initial design has the
lowest cross-polar compo-
nents of all three methods
studied here. It also has
the smallest boresight gain.
The overall patch W

L
≈

1.385.

(g) Of all the three empirical design
techniques, method III requires the
least number of optimization cy-
cles for designs exhibiting enhanced
bandwidths

(h) Other features were observed to be
identical to (b) and (c) for method I,
above

(vi) The dimensions of the optimized U-
Slot designs via global optimizers
(Genetic and Powell algorithms) in
the IE3D are nearly identical for
the identical set of constraints. (See
Table VIII.)

(vii) Parameric and Global optimizer re-
sults are agree very closely. (See
Figs. 17 and 18 for impedance and
VSWR performances, respectively.)

(viii) Gain and radiation patterns remain
almost unaffected in the final op-
timized design for enhanced band-
widths.
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of substrates, and hence will work for those values
of h

√
εr

λ where the cavity model may not be accurate.
This feature is unique only to method I and thus merits
its application.

Method II is additionally constrained by the design
algorithm [6] that proceeds by assuming a-priori ex-
istence of four distinct resonant frequencies of the U-
Slot. As shown here, this additional assumption could
sometimes result in non-physical dimensions for the
U-Slot geometry. However, this apparent drawback of
method II needs to be investigated in the future in
more details for larger values of h

√
εr

λ . The present
investigations found that it generated physically re-
alizable U-Slot designs on low εr substrates with
smaller h values.

Method III is versatile but is strictly restricted to
substrate geometries satisfying the criterion h

√
εr

λ ≤
0.1 dictated by the applicability of the cavity model
formulas [1], [2]. (However, for the U-Slot designs
presented and studied here, method III did not show
any limitations when applied to high εr substrates.)
The design of the rectangular patch and its modifica-
tion by the dimensional invariance technique to realize
the U-Slot, appears to be the most straightforward
of all the three approaches, and is free from the
limitations that are intrinsic to methods I and II.

VII. CONCLUSION

In this investigation three empirical methods for the
design of a probe-fed, U-Slot microstrip patch anten-
nas on substrate permittivities εr = 1.0, 4.0, and 6.15
has been extensively studied for a comparative as-
sessment of their performances. The analysis of the
results from the three algorithms suggest that two
of the methods (I and III), generate initial designs
that exhibit superior wideband behavior. In contrast,
method II was found to be limited to electrically thin
and low εr substrates. Consequently, initial designs
via method II have smaller bandwidths compared to
other two techniques. Interestingly, the initial designs
via methods I and III had lower peak cross-polar
levels, when compared to method II by a factor of
10 dB. This was attributed to the fact that overall U-
Slot patch dimension W

L ≈ 2.0 (via method II). In
comparison, W

L ≈ 1.385 for U-Slot designs via I and
III, which is close to the optimum value of W

L ≈ 1.5
for a retangular patch. Therefore, methods I and III
generate initial U-Slot patch designs that have good
return loss bandwidths, and cross-polar performances
when compared to method II.

Parametric, and global (Genetic and Powell) opti-
mization methods were employed for further band-

width enhancements of the three designs. The results
showed that intital designs via methods I and III were
rapidly optimized when compared to method II. Since
method II design worked well when restricted to sub-
strates with low h

√
εr

λ , its optimization for bandwidth
enhancement was feasible with more (input) variables
and allowing wide range parametric variations, result-
ing in increased computational resource requirements.
The optimization process(es) did not affect the far-
field (gain, radiation) behavior for all the cases studied
here.
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BROADBAND ANTENNA RESPONSE USING HYBRID TECHNIQUE 
COMBINING FREQUENCY DOMAIN MoM AND FDTD 

  

 Abstract— A hybrid technique is proposed for 
computation of broadband characteristics of an antenna 
in the presence of a dielectric scatterer. The technique 
links the frequency domain Method of Moments 
(MoM) and the Finite Difference Time Domain 
(FDTD) method. The coupling of these methods is 
achieved by using the Equivalence Principle, applied 
over the intervening surface. A great reduction in 
computation time is achieved in the MoM domain by 
using an impedance interpolation technique. The 
Gaussian pulse (GP) and Derivative Gaussian pulse 
(DGP) are investigated as the excitation sources for the 
MoM. Examples are given and the results found to be 
in good agreement with alternative methods. 
 

Index Terms—Method of Moments (MoM, Finite 
Difference Time domain (FDTD, Hybrid 
computational, Equivalence surface.  

I. INTRODUCTION 

Hybrid techniques linking the frequency-domain 
Method of Moments (MoM, i.e. as applied to an 
integral equation formulation) and the Finite 

Difference Time Domain (FDTD) method provide a 
powerful and flexible approach to the numerical 
solution of a complex antenna structure in the presence 
of a relatively large lossy dielectric volume [1-4]. If 
broadband analysis is required, such as the transient 
response for sub-surface radar, this can be accurately 
investigated by computing the field propagation over 
the two different domains and on the equivalence-
principle surface (the surface that couples the two 
domains), over the entire bandwidth.  

Previous work in the literature includes Bretones et 
al’s [5] use of a time-domain integral equation (TDIE) 
method in a hybrid approach for studying the transient 
excitation of a thin wire antenna located in the 
proximity of an inhomogeneous dielectric scatterer and 
above a PEC ground plane. Cerri et al. [6] also used a 
TDIE method in developing a hybrid technique. This 
method has the advantage of generating information 
over a wide frequency band: it does not require an 
iterative procedure to couple with FDTD, but it requires 
very large run-times when treating a junction with more  
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than two wires [7], unlike the frequency-domain 
version, in which the complex metallic structures may 
be modelled accurately in shorter run-times and with 
more flexibility for modelling complex geometries. 
Huang et al. [8] employed a hybrid technique for 
modelling the interaction of ground-penetrating radar 
(GPR) with complex ground using a combination of 
frequency domain MoM, Fourier transformation and 
iterations; however, the reaction of the back-scattered 
field and the source is not discussed in detail and the 
run time for the MoM part is time-consuming for large 
source regions. Another hybrid MoM/FDTD method 
[9] was applied for the specific case of numerical 
simulations of SAR and the magnetic field of shielded 
RF coils loaded with a human head for a biomedical 
application. In another case [10] the source antenna is 
modelled as a stack of Hertzian dipoles. However, in 
both [9] and [10] the authors neglect the effect of the 
back-scattered field on the source. The same 
approximation is used in [11], which is oriented 
towards two-dimensional UHF/VHF propagation 
problems: the FDTD domain is excited just by a 
vertical slice near the problem area. 
   Research is still proceeding and more groups have 
become interested in the hybrid method. Bretones et al 
have recently published a method to combine the NEC 
with FDTD [12]. Unfortunately, the back-scattered 
field on the wire is calculated in a non-optimal way, as 
the algorithm entails running the FDTD code Ns times 
(where Ns is the number of the basis functions on the 
wire antenna). This requires extensive computational 
time, which could be prohibitive in the case of complex 
mobile phone handsets with (for example) helical 
antennas using hundreds of basis functions. Some 
interesting comparisons between the MoM and FDTD 
numerical methods are published in [13] for modelling 
electrically small antennas and in [14] for radiation and 
scattering involving dielectric objects. The advantages 
of each technique are discussed: this shows how a 
hybrid method combining the advantages of the two is 
a powerful and effective technique. 
   In this paper, the fields are computed over a wide 
bandwidth using the method of interpolation of 
impedance/admittance matrices on the antenna side, 
applied to frequency-domain MoM [15-17]. This saves 
execution time and memory requirements for the MoM, 
while retaining the power and maturity of FDMoM (or 
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FDIE). Basically, the Inverse Discrete Fourier 
Transform (IDFT) is performed on the equivalence-
principle surface within the FDTD domain and, on the 
other hand, the Discrete Fourier Transform (DFT) is 
used to account for the back-scattered fields for the 
MoM domain. The number of frequency samples 
required to predict the coupling fields between the two 
domains over the entire bandwidth was investigated. 
The positions of these samples over the selected 
bandwidth were also studied in relation to their effect 
on recovery of the time-domain fields for different 
resonant structures. If the conducting structure is of a 
modest electrical size, such that it obviously cannot 
support more than one resonant mode, at a frequency 
that can be approximately estimated, as few as three 
interpolation points can be sufficient to cover the 
required mode bandwidth.  

 
Fig. 1. Basic geometry of the hybrid combination of 
frequency domain MoM and FDTD. 

II. SUMMARY OF THE METHOD 
Consider Fig. 1, which shows two different regions. 
One contains a source and the other a scatterer. The 
coupling domains between the two regions have been 
addressed fully in refs. [1-3]. Usually, the coupling is 
implemented using a single excitation frequency with 
iteration across the equivalence-principle surface. The 
forward fields from the source to the scatterer (E(jω), 
H(jω)) are computed using the frequency domain 
MoM. The induced surface currents Jsi(jω) and Msi(jω) 
that represent the FDTD excitation over the closed 
surface Sci can be given by: 
 

n̂)E(j)(jMsi ×= ωω                                 (1) 
)H(jn̂)(jJsi ωω ×=                             (2) 

 
where  is the normal vector directed outward from 
the closed surface S

n̂
ci.  

   The back-scattered fields (Eb(t), Hb(t)) on the 
enclosing surface are derived from the FDTD 
computation. Then the reaction of these fields on the 
source region can be stated as: 
 

B ts ib ts ib

ts ib ts ib

R E ,J H ,M

(E J H M )
cb

cb
S

ds

=< > − < >

= • − •∫
                      (3) 

where Ets and Hts are the test electric and magnetic 
fields from the source. Mib and Jsb are the induced 
magnetic and electric surface currents on the closed 
surface Scb. “<>” and “•” represent the inner product 
and the vector dot product respectively. 
    The procedure is repeated until a steady state 
solution for this single frequency is reached. In general, 
if broadband antenna analysis is required, many 
frequency samples are required to cover the entire 
bandwidth on the FDMoM side to predict the required 
time variations of the induced surface current on the 
enclosed equivalent surface (for use by the FDTD side). 
Using IDFT, these samples can be combined as the 
excitation of the FDTD domain. The main problem is 
the computational time required to evaluate these 
samples on the MoM side of the problem because the 
MoM has to be executed once for each sample. 
    Thus, an impedance/admittance interpolation method 
on the MoM side was developed to predict these fields 
on the equivalence-principle surface. The method 
requires storage of impedance matrices for a few 
different frequencies over the specified bandwidth. 
Then, using the quadratic interpolation method 
(requiring three selected points), the impedance can be 
found at any frequency between these points, as 
follows.  
   The interaction [Z] matrices for the three selected 
frequencies are directly computed by FDMoM [1-3]. 
The elements of [Z] for the intermediate frequencies are 
approximated by a quadratic function: 
 

mnmnmnmn CfBfAfZ ++= 2)(                     (4) 
 
where f denotes frequency and Amn, Bmn, and Cmn are 
the mnth elements of the complex coefficient matrices 
[A], [B], and [C]. Equation (4) can be cast into a system 
of three equations and three unknowns. These 
equations, together with the elements of the directly 
computed [Z] matrices that are calculated at three 
selected frequencies, are used to determine the 
coefficient matrices. If the frequency band of interest is 
especially wide, it may be necessary to divide the band 
into several interpolation frequency ranges and 
implement a process of stepping through them. 
   The frequency characteristics of the [Z] matrix 
elements can be determined by the Electric Field 
Integral Equation (EFIE) and the form of the basis and 
test functions used [15]. These equations reveal that the 
term e-jkR dominates the frequency behaviour of the [Z] 
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elements. For matrix element Zmn, R equals rmn = |rm-
rn|, where rm is the observation location and rn is the 
source location. When the observation and source 
points are close to each other, rmn is small and  
varies slowly with frequency. When they are far from 
each other, r

mnjkre−

mn is large and  fluctuates rapidly 
with frequency and thus dominates the frequency 
variations of the [Z] matrix elements. An improved 
method for computation of [Z] elements in this case can 
be implemented by direct interpolation of the [Z] 
elements divided by the factor  and then the 
resultant interpolation value is multiplied by the same 
factor [15,16].  

mnjkre−

e − mnjkr

   The interpolation function can also be cast in a form 
that accurately models the behaviour of the large-
amplitude terms in [Z], i.e. the self-terms and those 
quantifying the coupling between very close segments. 
This has been implemented for thin wire antennas [16]. 
However, this was done to increase the accuracy in 
evaluating the terms of [Z] at the intermediate 
frequencies or to allow larger interpolation frequency 
ranges.  
   Thus, the currents for a particular frequency, resulting 
from a wideband excitation (e.g. a Gaussian Pulse) can 
be found once the impedance matrix at that frequency 
can be predicted. Therefore, the scattered fields on the 
equivalence-principle surface due to the predicted 
currents can be computed. Once these fields are 
computed, the finite difference equations at the 
equivalent surface can be stated as follows: 
 

)2///())(( σεω +∆×+= tjIDFTFDTD HnEE        (5) 
)//())(( µω tjIDFTFDTD ∆×−= nEHH               (6) 

where EFDTD and HFDTD are the normal electric and 
magnetic field finite-difference updating equations. ∆t 
is the time step, ε, µ and σ are the absolute permittivity, 
permeability and conductivity of the surrounding 
medium, respectively. The above equations are 
executed for each FDTD iteration and hence 
simultaneously cover all of the frequency samples, 
taking into the account the frequency spectrum of the 
pulse applied, obtained from MoM and interpolation by 
performing the IFDT on the transferred excitation data. 
Using the above technique and the theory presented in 
[2] it can be deduced that the computation time 
required for the hybrid method depends predominantly 
on the execution time of FDTD method.  

III. RESPONSES AND NUMBER OF SAMPLES 
   Consider Fig. 2, which shows the frequency 
responses of two different forms of the real part of the 
antenna input impedance. Usually the selected points 
shown in both of them can be used for interpolation, to 
predict the entire response. This response will be used 
to obtain the time-domain performance of the antenna 
using the inverse Fourier transform. For the case shown 

in Figure 2a, uniform frequency sampling can be used 
since the rate of change of the curve at resonance is 
slow. However, for the case shown in Figure 2b, a very 
large number of frequency samples would be required 
to resolve the detail in the resonance peaks. Since the 
location of the resonances cannot normally be known 
beforehand, there is no convenient way to quickly 
determine the order of the samples required for 
interpolation. For a limited known bandwidth the 
resonances can usually be predicted with sufficient 
accuracy for some extended set of interpolation points 
by applying approximated analytical approaches: 
confidence in the choices can be strengthened by 
repeating the simulation two or three times with 
differing choices to test for stability. 
   To save time, and use the same number of frequency 
samples to predict the frequency response, the non-
uniform inverse Fourier transform was used: 

∑ ∆=
=

n

i

tj
ii iejXtx

1
))(Re(2)( ωωω                            (7) 

where ωi (for i=1,2,…,n) is the ith frequency sample. 

 
Fig. 2. Frequency response of the real part of input 
impedance. (a) wide resonance,  (b) sharp resonance. 
 

∆ωi is the frequency width from the preceding 
sample to the frequency sample ωi. A substantially 
higher density of frequencies ωi (for i=1,2,…,n) is 
chosen around the sharp resonance regions of the 
frequency response. This method must be used when a 
strong resonance is present, either inherently in one part 
of the system (e.g. a helical antenna) or as a result of 
strong coupling between the source and a scattering 
element. Since the time-domain behaviour of the 
antenna can be found, the scattered fields in the time 
domain can be found easily, subject to the proper 
selection of frequency samples that adequately predict 
the approximated antenna response. Therefore, these 
fields can be used to replace the actual source (the 
antenna) by a chosen equivalent surface. This surface 
can then be coupled to any time-domain method, such 
as FDTD, in a hybrid technique.  
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IV. EXCITATION SOURCE 
The input voltage source considered was either a 
Gaussian pulse (GP) or a derivative Gaussian pulse 
(DGP). The temporal behaviour of this impressed 
voltage source can be given as follows. For GP 
excitation: 

22 )()( dttgAetv −−=                               (8) 
where A is the amplitude of the pulse, g is the inverse 
of the rise time, and td is the time delay. 
The frequency domain version of this source can be 
found using Fourier transformation, thus: 

2))2/(()( gjt ee
g

jv d ωωπω −−= .                  (9) 

A pulse with parameters A=1V, g=1.5×109 s-1 and td = 
2.5ns was chosen as an example having a 3dB 
bandwidth somewhat less than 1 GHz. This provides 
excitation across the operating band for antennas with a 
bandwidth of 1 GHz. The time-recovered GP, 
reconstituted from the frequency domain using 128 
selected frequency samples uniformly distributed over 
the frequency spectrum, was found to be close to the 
shape of the original pulse. The working bandwidth of 
this pulse was taken to be 1.5 GHz. 

Fig. 3. Example of a differential Gaussian pulse for 
g=1.5×109s-1 and td=2.5ns. (a) vs. scaled time. (b) 
Spectrum magnitude vs. frequency. (c) Phase vs. 
frequency. (d) Recovered pulse for 128 frequency 
samples, vs. scaled time. 
 
The second excitation source was represented by a 
DGP. Originally, this pulse was used because there is 
no DC component in its frequency spectrum. It is given 
by: 

22 )(2 )()( dttg
d ettAgtv −−−−=                  (10) 

 

where A is the amplitude. The frequency domain 
version of the above pulse can be found, using a 
Fourier transform, as: 

)4/( 22
)( gjt ee

g
Ajjv d ωωπωω −−−=  .          (11) 

The time-domain version of the DGP, its spectrum and 
phase are shown in Fig. 3. The time reconstruction of 
this pulse over 128 frequency samples, uniformly 
distributed over 1.5 GHz, is presented in Fig. 3d. This 
was obtained using the inverse discrete Fourier 
transform. 

 

V. SIMULATION AND RESULTS 
Several examples are given to highlight the features of 
the method. The results are compared with those from 
some homogeneous time-domain methods such as pure 
FDTD and TDIE [18]. In all cases, the dielectric 
volume was considered to be free space. This is 
adequate to test the stability of the method and its 
agreement with the results of other methods (which 
may not be able to handle dielectrics). 
 
Example 1. A straight wire antenna of length 0.5m and 
radius 1mm was analysed when driven by a DGP with 
g=1.5×109 s-1 and td=2.5 ns. The number of frequency 
samples for the Z-matrix interpolation used here was 9. 
The proposed method was executed over the entire 
bandwidth of 1.5 GHz. The numbers of frequency 
samples over the bandwidth were chosen to be 64 and 
128, in order to match the inverse discrete Fourier 
transforms: a uniform discretisation technique was used 
in this case. The source current versus time is shown in 
Fig. 4 and the results are compared with those from 
standard packages implementing the FDTD and TDIE 
methods. The results of the proposed method are in 
good overall agreement with those obtained from 
FDTD and TDIE. 

Fig. 4. The input source current versus scaled time for a 
dipole excited by a DGP. 
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Example 2. The same wire antenna geometry of 
example 1 was used, but excited by a GP having 
g=1.5×109 s-1 and td=2.5 ns. The number of frequency 
samples used for Z-matrix interpolation was 14. The 
lowest frequency sample was chosen at 25Hz to 
exclude DC effects, which would require a different 
treatment. The proposed method was run over the rest 
of the entire bandwidth of 1.5 GHz. The number of 
frequency samples used to cover the bandwidth was 
chosen to be 128, uniform discretisation again being 
used. The source current versus time is shown in Fig. 5. 
The results are in good agreement with those obtained 
from FDTD alone and TDIE. 
 

Fig. 5. The input source current versus scaled time 
for a dipole excited by a GP. 
 

 
Fig. 6. The input source current versus the scaled 
time for a helix excited by a DGP. 
 
Example 3. A source consisting of a helical wire 
antenna was analysed, using the same excitation 
voltage as in Example 1. The helix had the following 
geometry: pitch distance 0.01m; helix radius 0.015m; 
wire radius 0.5mm; no. of turns 6. The excitation was 
located at the centre of the helix. Fifteen points were 
used for Z-matrix interpolation to cover the entire 1.5 
GHz bandwidth. 256 frequency samples were 

predicted, applying the non-uniform discretisation 
technique. The source current is presented in Fig. 6: 
compared to the results obtained from TDIE, the 
proposed method is quite acceptably accurate for such a 
complex geometry as the helix. The FDTD results are 
not presented in Figure 6 since no real model for the 
exact geometry of the antenna can be developed using 
this method, due to its curved wire nature. 
 
Example 4. A near field due to a dipole, having similar 
configuration and voltage excitation as in Example 1, 
was investigated using the proposed technique. The 
dipole was replaced by the closed equivalence-principle 
surface inside the FDTD region that represents the 
scattered fields, as shown in Fig. 7. The size of the 
closed surface was 4×4×61 cells (cell size = 1cm). A 
suitable number of frequency samples used inside the 
FDTD zone, as predicted from the selected frequency 
points, was 256. The memory required for field 
transformation was around 4Mbyte. The interval time 
considered in this example was double the time taken 
by the previous examples, to illustrate the stability of 
the method. The near fields at 0.05m from the antenna 
are shown in Fig. 8. The results show a good agreement 
of the present method with that computed from the pure 
FDTD and the TDIE methods, both in the decay of the 
amplitude and the periods of the following pulses, for 
interval times of most interest. A maximum of less than 
5% difference was detected between these field 
amplitudes. The computation time was two hours on a 
Sun Sparc 10 workstation.  

Example 5. A two-arm square-spiral wire antenna with 
a scatterer formed of two crossed wire dipoles (Fig. 8) 
were investigated. The square spiral was selected here 
simply to compare the results with FDTD, as its shape 
is conformal to the rectangular grid. The radius of all of 

Fig. 7. The antenna geometry of example 4 inside the 
hybrid method domains. 
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the wires was chosen to be 1mm. The spiral was 
located 3cm above the cross point (origin point) of the 
crossed dipoles. The source excitation was placed at the 
centre of the spiral using the same DGP as in Example 
1. The spiral antenna was then replaced by the closed 
equivalence-principle surface inside the FDTD region 
that represents the scattered fields, as shown in Fig. 8. 
The size of the closed surface was 16×18×4 cells (cell 
size = 1cm). The number of frequency samples 
predicted from the selected frequency points was 256 
and the memory required to store the fields on the 
equivalent surface was 2Mbyte. The near electric field 
was recorded at x = 0.0m, y = 0.08m, z = 0.03m, as 
shown in Fig. 9. There is good agreement between the 
two methods although the peak values differ by 
approximately 3%. The total simulation time was two 
hours on a Sun Sparc 10 workstation. 

Fig. 8. The electric field component Ez versus the 
scaled time at 0.05m from a source dipole excited 
by a DGP. 

Fig. 9. The antenna geometry of example 5 inside 
the hybrid method domains. 
 
 
 
 
 

VI. CONCLUSIONS 
   A method to obtain broadband antenna responses 
from the hybrid technique using the frequency-domain 
Method of Moments (IE Method) and the Finite 
Difference Time Domain method has been presented. 
This has the advantages that complex arbitrarily-shaped 
metallic antenna structures can be simulated with the 
mature FDMoM method, in combination with large 
complex penetrable dielectric bodies that can be 
efficiently modelled with the FDTD method. A [Z]-
matrix interpolation methodology on the MoM side was 
used in order to significantly reduce the computational 
time required for wide-band performance evaluation of 
antennas. Quadratic interpolation was found sufficient 
to predict the time-limited responses. The use of non-
uniform frequency samples on sharp resonances has 
been shown to be a viable technique for minimisation 
of computational and memory requirements. The results 
were in reasonable agreement with available data from 
relevant (but less flexible) single-algorithm methods: it 
is likely that the disagreement in amplitude (of less than 
5%) with the FDTD method could be due to 
deficiencies in the representation of wires in the latter: 
this does not invalidate the fundamental merits of the 
hybrid method. Particularly, the computation time for 
the present method depends mostly on the running time 
of the FDTD method.  
   An enhancement to the technique can be achieved by 
implementation of the method in Ref. [2]. In a single-
frequency example, this showed how current crossing 
the boundary between the two domains can be 
represented: this has great advantages for the present 
work because it can reduce the memory requirements 
and the computation time since only the most complex 
part of the antenna need to be modeled. 
 
 
 

 
(a) 
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(b) 

Fig. 10. The electric field component versus the scaled 
time at position x = 0.0m, y = 0.08m, z = 0.03m of Fig. 
8; (a) Ex component, (b) Ey component. 
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Abstract: In this paper an optimized high-order 
implicit finite difference time domain (FDTD) 
solver with one-sided total-field/scattered-field 
(TF/SF) excitation is developed for numerical 
simulation of integrated optical components. The 
optimized FDTD algorithm reduces the number of 
operations and the storage requirements to perform 
the matrix inversion using LU decomposition. It is 
shown that the one-sided TF/SF formulation is 
more accurate in launching the exact power into 
the simulation domain as well as decreasing the 
load on the PML-ABCs. The implementation of 
this tool was done in the Prometheus program, a 
software package of Kymata Netherlands. 
 
Keywords: FDTD, TF/SF, Photonic devices 
 

1. Introduction 
 

There are different wave modeling 
techniques that are successfully used in modeling 
integrated optical structures. Finite difference time 
domain (FDTD), Fourier transform-beam 
propagation method (FT-BPM), finite difference-
beam propagation method (FD-BPM), and finite 
element beam propagation method (FE-BPM) are 
the most popular and useful techniques for the 
simulation of integrated optics structures. FT-
BPM, FD-BPM, and FE-BPM were developed for 
the case of weakly guiding structures where the 
use of the paraxial approximation and the 
neglection of any back reflections offer solutions 
in the frequency-domain. These characteristics 
limited the use of these methods when these 
assumptions are no longer valid.  

The FDTD method overcomes the 
disadvantages of the previous methods. In 
simulating guided-wave optics the method became 
increasingly popular due to its attractive features 
such as ease of implementation and full-wave 
simulation including multiple reflections and 
radiation. The first FDTD algorithm proposed by 
Yee [1] provides a simple and a direct solution to 
the Maxwell’s equations. However, the Yee FDTD 

scheme that is second order in both space and 
time, we refer to it as Yee(2,2), is dispersive, less 
accurate, and computational expensive. Higher-
order FDTD schemes [2] overcome these 
problems but come at a higher computational cost. 
In this paper we implemented an implicit fourth 
order scheme in space and second order in time 
[3], we refer to it as Implicit(2,4). The 
Implicit(2,4) scheme introduces substantial 
accuracy and improvement over Yee(2,2) and 
because it is unconditional stable arbitrary time 
steps can be chosen. Detail analysis of the 
dispersion and accuracy of the Yee(2,2) and 
Implicit(2,4) schemes were performed in 1D and 
the results in [4]. The Implicit(2,4) algorithm 
requires the inversion of a tridiagonal matrix, 
which can be replaced by decomposing the matrix 
using the LU decomposition. We derive a simple 
algorithm to perform the LU decomposition. The 
new algorithm reduces the number of operations 
and the storage requirements to perform the LU 
decomposition.  

It is known that implementation of sources 
in FDTD simulations requires more complicated 
procedures. The complications come from the 
requirements to terminate waveguides that are 
extended beyond the grid boundaries. All 
excitation techniques intend to couple the exact 
incident power to the FDTD grid, allow back 
reflected waves to pass through the excitation 
position, to avoid the interaction between 
simulated sources and the absorbing boundary 
conditions (ABCs), and, finally, to decrease the 
load on the ABCs. A popular method is the use of 
the total-field/scattered-field (TF/SF) method [5]. 
By introducing the TF/SF formulation, the 
simulation domain will be divided into three 
domains: the total-field domain, the scattered field 
domain, and the ABCs domain (we use the 
perfectly matching layer PML ABCs in all our 
simulations). The SF domain offers information 
about any scattered field meanwhile decreasing the 
load on ABCs.  
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In most of the structures of interest to our 
work the amount of scattering on the right side of 
the simulation domain is much less compared to 
the left side and therefore no scattered field region 
is added on the right side of the simulation 
domain. We refer to such formulation the one-
sided TF/SF formulation. Implementation as well 
as illustrative example of the one-sided TF/SF 
formulation is described in detail in Section 3.  

Finally the developed simulation tool was 
used to analyze a number of structures that are 
excited by waveguides. The accuracy of the results 
was compared to the accuracy of the Prometheus 
program (a beam propagation based solver). 

This paper is organized into four sections 
as follow. Following this Introduction Section, 
Section 2 introduces the optimized LU 
decomposition of the Implicit(2,4) FDTD scheme. 
Section 3 introduces the one-sided TF/SF 
formulation and some simulation results obtained 
using this formulation together with the 
Implicit(2,4) FDTD scheme and the PML-ABCs. 
Finally, Section 4 presents conclusions about the 
work we presented. 
 

2. Differential Equations and Difference 
Notations in 1D 

 
In a 2D setting, assuming that both the 

fields and the dielectric structure are constant 
along the direction, Maxwell equations 
decouple into two sets (we introduce the 
normalized fields and  as 

y −

E H 0 0/ε µ= ,EE  

, with the speed of light in free space =H H
0 1/c 0 0ε µ

yH

=

xE , zE ,

, and we drop the hat above the 
normalized fields) One set is constituted by 
electromagnetic fields with vanishing components 

    .
 

( )0r t y z x x zE c H Hε ∂ = ∂ − ∂ ,

,

.

              (1) 

0t x z yH c E∂ = ∂                           (2) 

0t z x yH c E∂ = − ∂                          (3) 
 
These fields are called the TE fields. The second 
set has vanishing    components.  yE , xH , zH
 

( )0t y z x x zH c E E∂ = − ∂ −∂ ,               (4) 

0r t x z yE c Hε ∂ = − ∂ ,                     (5) 

0r t z x yE c Hε ∂ = ∂ .                      (6) 

These fields are called TM fields. The two sets are 
completely decoupled; there is no common field 
vector component. Therefore TE and TM fields 
constitute two possible classes of solutions for 
two-dimensional electromagnetic problems. If the 
medium is inhomogeneous along the x -direction, 
then boundary conditions at material interfaces 
imply that , yE

yE
x

∂
∂ , and  are continuous for 

TE fields. For TM fields  and  are 

continuous while 

zH

yH zE
yH
x

∂
∂  is not.  

We introduce and derive some notations 
for the finite differences that will be used for the 
FDTD schemes under consideration. For 
simplicity we consider a one dimensional finite 
difference notation. We apply and analyze 
different FDTD schemes in 1  and then extend 
the implementation of the most appropriate 
scheme to . The TE field equations in 1  are  

D

2D D
 

0r t y z xE c Hε ∂ = ∂ ,                       (7) 

0t x z yH c E .∂ = ∂                         (8) 
 
As shown in Figure 1 and as proposed by Yee [1], 
the discretization points for and  are 
interleaved in space and time. We present 
notations for approximating the first and second 
derivatives in space or time at certain position 
using the neighboring points. We denote by 

yE yH

ζ  
either  or . We assume equidistant 
discretization with the step size ∆  in the -
direction and the time step size  and define 

yE

n t

xH

)

z
t∆

z

(n
i i zζ ζ= ∆ , ∆ .  zδ  and 2

zδ  are the 
approximations to the first and second derivative 
with respect to , respectively. z

 
Fig. 1. Position of discretization points in a 1D 
grid, circles. 
 
We differentiate between two grids. The first grid 
is the staggered grid in which  and  are 
located in space as in Fig. 1, the second grid is the 

yE xH
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non-staggered grid in which  and  are 
located at the same space and time positions.  

yE Hy

(O z+

∆

(O t+

(O t .∆

1
n
i+ ∆

1 2
n
iζ + /= + )z

(O z+

(O+

)+
n
iζ

For the staggered grid we define the following 
finite difference expressions  
 

21
1 2 )

n n
n i i

z i z
ζ ζδ ζ +

+ /

−
=

∆
              (9) ∆

1 1
2 21

2 21 2 1 2 ( )
n n

n i i
z i O z

z
ζ ζδ ζ

+ +
+ + / − /−
= +

∆
          (10) 

1
2

1
2)

n n
n i i

t i t
ζ ζδ ζ

+
+ −
=

∆
∆

1 1
2 2

1 1
2 2

1
2

2)
n n
i in

t i t

ζ ζ
δ ζ

+ −
+ +

+

−
= +

∆
           (12) 

 
For higher order FDTD schemes we use also the 
following non-symmetric stencils, for the second 
order spatial derivatives  
 

2 21
1 2 2

2 ( )
( )

n n
n i i

z i  O z
z

ζ ζ ζδ ζ −
+ /

− +
= +

∆         (13) 
1 1 1
2 2 21

22 3 2  1 2
2

2 (
( )

n n
n i i

z i  O
z

ζ ζδ ζ
+ + +

+ − / − /− +
∆ 

.  (14) 2∆

 
and for non-staggered grid  
 

21 1 )
2

n n
n i i

z i z
ζ ζδ ζ + −−

=
∆

             (15) ∆

1 1
2)

n n
n i i

t i  t
t

ζ ζδ ζ
+ −−

=
∆

             (16) ∆

2 21 1
2

2 (
( )

n n
n i i

z i  O z
z

ζ ζδ ζ − +− +
=

∆      (17) 
∆ .

 
The minor problem or disadvantage when 

using staggered grids is the need to perform post-
processing calculation/interpolation to evaluate 
field values at the same spatial and temporal 
positions. These requirements complicate the 
simplicity of the FDTD scheme and require 
additional computation time and programming 
effort. 
 

2.1 Yee Scheme 
 

Yee formulated the first FDTD scheme [1] 
on a staggered grid using a second order accurate 
approximation to the spatial and time derivatives. 
We will refer to it as Yee(2,2), where (2,2) refers 
to the order of accuracy in time and space, 

respectively. For the 1  TE fields given by 
equations (7) and (8), the Yee(2,2) scheme will 
have the form  

D

 
1 1
2 2

0
ii

n n
r t y z xi
E c Hε δ δ

+ += ,                (18) 
1
2

1 1
2 2

0
i i

nn
t x z yH c Eδ δ

+ +

+
= .                  (19) 

 
Equations (18) and (19) are rewritten to yield 
explicit expressions for  given 1n

yE
+ 1

2n
xH
+  and  

and for 

n
yE

1
2n

xH
+ given  and n

yE
1
2n

xH
− .

xH

 Thus, from 

initial field distribution , the algorithm can 

advance alternatingly  and  in time. The 
Yee(2,2) algorithm is a conditionally stable 
algorithm which means that the time and space 
steps must satisfy certain criteria. In 1  the 

stability criteria is 

0
yE

yE

D

0

z
c

t ∆
∆ ≤  . 

2.2 A Fourth Order Implicit Scheme with 
Optimized LU Decomposition 

In this paper we considered an implicit 
fourth order scheme in space and second order in 
time [3]. We refer to it as Implicit(2,4). The 
derivation of the Implicit(2,4) scheme starts with 
calculating the truncation error to the fourth order 
when approximating the first derivatives. This 
leads to  
 

1 1
2 2

2
2 4

1 2 1 21 2

( )(1 ) ( )
24

n n
z i z z ii

z O zδ ζ ζ+ +
+ / + /+ /

∆
= + ∂ ∂ + ∆  (20) 

 
and by introducing a discrete approximation to the 
operator 2

1 2z i+ /
∂  by 2

1 2i
δ

+ /
, we obtain  

 
1
2

1
2

2
2 4

1 2
1 2

( )(1 ) ( )
24

n
n

z i
i

z O z
z
ζδ ζ δ

+
+
+ /

+ /

∆ ∂
= + +

∂
∆ .  (21) 

 
Demonstrated here for 1D problems, the 

field values at the grind points are calculated in 
two steps. In the first step the values of the first 
order derivatives are calculated directly from the 
difference equation and in the second step these 
derivatives are expressed explicitly in terms of the 
field values of the neighboring grid points. The 
second step involves the inversion of a matrix, 
which is tridiagonal except at the first and last 
rows (this because of the need to use one sided 
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          (13) 

          (17) 

mjinman
.



fourth order accurate implicit approximations to 
the derivatives at the first and last points at the 
boundary).  In 2D and 3D the spatial derivatives 
are approximated in the same way and the 
matrices that relate the fields with their derivatives 
will be the same. 
  The inversion of the tridiagonal matrix can 
be replaced by decomposing the matrix using the 
LU decomposition. Performing the LU 
decomposition requires 5N operations and L and 
U will be bidiagonal matrices, except at a few 
rows, with one of them containing ones on the 
diagonal [3]. Therefore it is possible to store the 
results of the LU decomposition using only 3 
vectors each of size N.  

We derive a simple and optimized 
algorithm that can be used to perform the LU 
decomposition specifically for the discretized 
matrix from the Implicit(2,4) scheme. The 
discretized matrix of the system in (21) will have 
the form, dropping the time dependence notation 
for the moment  
 

1 01 2

2 13 2

3 25 2

1 23 2

11 2

26 5 4 1 0 0
1 22 1 0 0 0
0 1 22 1 0 0 24

0 0 1 22 1
0 1 4 5 26

z

z

z

z N NN

z N NN

z

ζ ζ ζ
ζ ζ ζ
ζ ζ ζ

ζ ζ ζ
ζ ζ ζ

 
 /
 
 
 /
 
 

/  
 
 
 
 
 − −− /  
 
  − − /

 ∂  −− − . 
   ∂ −.   
   ∂ −.

=   . .. . . . . . . ∆  
   ∂ −. .
  
∂ −. . − −      

 . (22) 

 
Performing one time Gauss elimination to the first 
and last rows only results in  
 

11 2

2 13 2

3 25 2

1 23 2

1 2

0 1 0 0 0 0
1 22 1 0 0 0
0 1 22 1 0 0 24

0 0 1 22 1
0 0 0 1 0

z

z

z

z N NN

z NN

b

z

b

ζ
ζ ζ ζ
ζ ζ ζ

ζ ζ ζ
ζ

 
 /
 
 
 /
 
 

/  
 
 
 
 
 − −− /  
 
   − /

 ∂ . 
   ∂ −.   
   ∂ −.

=   . .. . . . . . . ∆  
   ∂ −. .
  
∂. .      

  (23) 

with  

1 2 1 32

1 (27( ) ( ))
(24)

b 0ζ ζ ζ ζ= − − −     (24) 

and  

2 1 32

1 (27( ) ( ))
(24)N N N Nb ζ ζ ζ ζ− − −= − − N− .(25) 

 
When simulating TE fields, the process of 

solving the linear system will be repeated twice for 
 problems, four times for 2  with PML-

ABCs. For a large number of time steps, the 
computation time of the Implicit(2,4) scheme may 
limit the use of the scheme for simulating large 
structures. Hence, any optimization to the LU 
decomposition process will effectively reduce the 

total computation time. Rather than performing the 
LU decomposition on the systems in (22) or (23) 
as proposed in [3], we eliminate 

1D D

3 2zζ /
∂  and 

3 2z N
ζ

− /
∂  from (23) and perform the LU 
decomposition. The resulting system has the form  
 

 
11 2

25 2

37 2

49 2

9 2

7 2

5 2

1 2

1 1 0 0 0 0
0 22 1 0 0 0
0 1 22 1 0 0
0 0 1 22 1 0

24

0 1 22 1 0 0
0 0 1 22 1 0
0 0 0 1 22 0
0 0 0 0 1 1

z

z

z

z

z N

z N

z N

z N

b
b
b

z

ζ
ζ
ζ
ζ ζ

ζ
ζ
ζ
ζ

/

/

/

/

− /

− /

− /

− /

 ∂ . 
   ∂.   
   ∂.
   ∂ −.   
   . =. . . . . . .
  ∆ 
∂.   
   ∂.   
∂.   
   ∂.      

3

4 5

2

1

N N

N

N

N

b
b
b

ζ

ζ ζ

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 − −
 
 

− 
 
 

− 
 
    

.
−

 

(26) 
 
with  
 

2 2 1( ) 2b b12ζ ζ= − −                   (27) 

3 3 2( )b 1bζ ζ= − −                      (28) 

2 3 2( )N N Nb bNζ ζ− − −= − −              (29) 

1 2 1( )N N Nb b22 Nζ ζ− − −= − −            (30) 
 
The LU decomposition of the matrix in 20 will 
result in two matrices L and U of the following 
form  
 

1

1 2

2 3

1

1 0 0 0 0 0 1 1 0 0 0 0
0 1 0 0 0 0 0 1 1 0 0 0
0 1 0 0 0 0 0 1 1 0 0
0 0 1 0 0 0 0 0 1 0 0

0 0 0 1 0 0 0 0 1
0 0 0 0 1 0 0 0 0 0 1

p p

p

a
a a

aL U a

a a
a

−

. .   
   . / .   
 .  / .
   .∗ = / .   
   . . . . . . . . . . . . . .
   

. . . / .   
   . .    

 

(31) 
where p equals to N-2. The values of a  can be 
calculated using the simple expression  

i

 

1
1

1 1 2 3 4 .
22 22i

i

a a i
a −

p= , = , = , , ,...,
−

  (32) 

 
Due to the round off error and the 

precision accuracy, we found that 6ia a≈  for 

 with error less than 10 . This suggests 
storing only the values   This not 
only reduces the number of operations and the 
storage requirements to perform the LU 
decomposition but also reduces the number of 
operations to solve the linear system using the 

6i 15−

1 2i = .ia , 6.,...,
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above LU formulation. The algorithm used to 
solve the linear system  will be carried 
out by solving  with Y U  For the first 
system the algorithm will have the form 

LUX b=
=

2 2Y b=
3 4 5i = , , ,....,

X

1p

LY b=

1 1Y b= ,

2 1iY− −∗

=

2 2p p

X

pY X + =

i i p, = −

1 1 2

Y
,

a
2

+ += ,

1 1( )iX + −∗
X Y X= −

mµ

ω,
D

yE

.

p

 

2i i iY b a p= − +     (33) 
 
and for solving Y U  
 

1X + ∗  

1 2i iX Y a p= − − ,....,  
.                       (34) 

 
 

2.3 Accuracy of Different FDTD Schemes 
 

We confirm the second and fourth order of 
accuracy with respect to the spatial discretization 
of the previously presented FDTD schemes in one 
dimension, similarly the extension in two 
dimensions. The results shown in Figure 2 are 
obtained for a sinusoidal wave with wavelength 
1 0 mµ.
z −

 propagating in free space in the positive 
direction over a distance of 10 , where N is 

the number of discretization points. For 1rε = , 
angular frequency  and wavenumber k,  an 
exact solution of the 1  TE field equations can be 
found. 
 
 

 
Fig. 2.  norm of the difference between the 

numerical and exact values for  field at the last 
time step using the Yee(2,2), Explicit(2,4), and 
Implicit(2,4) scheme at different points per 
wavelength. 

2L

 
 
 

3. One-Sided Total-Field/Scattered-Field 
Formulation 

 
The total-field/scattered-field (TF/SF) 

technique [5] is an efficient way to increase the 
quality of simulations through reducing the load 
on the ABCs and by offering information about 
scattered fields. The TF/SF was originally 
proposed for free space problems and for 
modeling point sources, which are not of great 
practical interest in integrated optics problems.  

The simulation domain is divided into 
three domains: the total-field domain, the scattered 
field domain, and the PML domain, as in Figure 3. 
The formulation is based on the linearity of the 
Maxwell equations and on decomposing the 
electric and magnetic fields as sum of two 
components, one in the total field region and 
another in the scattered field region  
 

t iE E Es= + ,

s

                         (35) 

t iH H H= + ,                         (36) 
 
where iξ  is the incident field value, sξ  is the 
scattered field value, and tξ  is the total field 
value, { }E Hξ = , . 
 

 
             Fig. 3. The FDTD regions for 1D TF/SF grid. 

 
Consider the 1D mesh as shown in Fig. 3 

where two scattered-field regions are defined on 
both ends of the simulation domain. We call this 
formulation two-sided TF/SF formulation. In most 
of the structures of interest to our work the amount 
of scattering on the right side of the simulation 
domain is much less compared to the left side and 
therefore no scattered field region is added on the 
right side of the simulation domain. We refer to 
such formulation the one-sided TF/SF formulation.  

The black dots in Fig. 4 are the positions 
of the electric field yE , and the gray dots are the 

positions of the magnetic field . In the total-
field region, the FDTD algorithm is applied to the 
total field, while in the scattered-field region it is 
applied to scattered field only. On the interface 
between these two regions the incident field is 

xH
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taken into account. Details of these formulation in 
 , and 3  are well documented in [5]. For 

the  TE Yee(2,2) scheme, only two FDTD 
update equations need modification. The first for 
the  field update equation at the TF-SF 

interface and the second for the  field update 
equation at the first point to the left to the TF-SF 
interface [5].  

1 ,D 2D
1D

yE

D

xH

The discretization equations of the FDTD 
scheme with one-sided TF/SF formulation for 2D 
structures are similar to those introduced in [5] 
with one difference that is simply having no 
scattered field region at the right side of the 
simulation domain, see Fig. 4(a).  As described in 
[5] the incident fields at all time steps need to be 
known for regions around the total-field – 
scattered-field interfaces. These fields are obtained 
from a separate simulation and are used as incident 
fields in the same regions. If the same incident 
fields are used to excite different structures then 
these fields can be stored and used in these 
simulations. Otherwise two simulations are run 
simultaneously, one for calculating the incident 
fields and are used as the incident fields in the 
same regions in the second simulation. Running 
two simulations approximately doubles both the 
memory and computational time requirements 
compared to running a single simulation and using 
stored values of the incident fields in the incident 
field regions. For our work the two simulation 
approach was selected and implemented for 
arbitrarily choosing the incident structures, the 
incident propagating mode, the simulation window 
etc. 

Figs. 4(a) and 4(b) show the domains of 
the two FDTD simulations that run 
simultaneously. In the first simulation, the 
waveguide that is used to excite the structure in 
4(a) is extended to the right hand side of the 
FDTD domain, see Fig. 4 (b). The waveguide is 
excited by incident modal field using the hard 
source excitation (the modal profile of the 
propagating mode of interest is obtained from a 
separate mode solver program, the width and 
refractive indices of both the exciting waveguide 
and background are inputs to this mode solver). 
Hard source excitation has the advantage of 
coupling the exact power into the FDTD grid 
compared to other excitations [2], [4].  

In the second simulation with the 
configuration shown in Fig. 4 (a), at each time step 
fields obtained from the first simulation at the 
incident field regions are used to introduce the 
incident field in the same regions. For most of our 

simulations the size, number of cells, of the 
scattered-field region was equal to those of the 
PML region. 

 

 
(a) 

 

 
(b) 

Fig. 4. (a) 2D one sided-TF/SF problem geometry, 
(b) 2D-problem domain for simulation of the 
incident field in the absence of any structures 
inside the TF region. 
 
   The following example demonstrates how 
the developed FDTD scheme with the one-sided 
TF/SF formulation works. Fig. 5 (b) shows the 
intensity plot of the  field for TE polarization 
for the cos-bend waveguide sketched in Fig. 5 (a), 
with width 0 5

yE

.  mµ , length 10  mµ , offset  2
mµ , and dα  0 1.  mµ . At the plane in and plane 

out positions the cos-bend is connected to a 
waveguide with the same width of the cos-bend 
and a length  2 mµ . The refractive index of the 
background is 1 0.  and a refractive index of 3 0.  in 
the guiding regions. No special treatment was 
applied to dielectric interfaces and structures with 
magnetic material were not considered in this 
work. 

The computational window is 5 15×  mµ  
in the x - and -directions, and the wavelength is z
1 5.  mµ , z∆  and x∆  were chosen to be 0 05.  
mµ  and simulation is performed for 300  fs  

with  equal to dt 0 05.  fs . The values for the 
PML parameters are 8, 3, 10 for the number of 
PMLs cells, the polynomial degree of the 
conductivity profile, and the reflectivity, 
respectively, in both the z- and x-directions. Fig. 5 
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(c) shows the intensity of the incident field 
propagating in the extended waveguide. 
 

 
(a) 

 
(b) 

 
(c) 

Fig. 5. (a) cos-bend waveguide, (b) the intensity of 
the  field in the SF region, (c) The intensity 

plot of TE-  field propagating in an extended 

waveguide used in the TF/SF excitation. 

yE

yE

 
The developed simulation tool was 

integrated into the Prometheus program, a 
software package of Kymata Netherlands 
company (currently C2V) [6]. Prometheus is a 
design, simulation and mask layout platform for 
integrated optics devices.  

Two examples are presented here to 
validate the accuracy of the developed simulation 
tool. In the first example a straight waveguide is 
excited by the modal filed of the fundamental 

mode and the overlap coefficient between the 
input field and the output field at the end of the 
waveguide is calculated. All the temporal field 
values of the  component for both the input and 

output field are stored. Then they are Fourier 
transformed and the overlap is calculated. The 
overlap coefficient for a waveguide with 
parameters 

yE

1 55 mµ. ,  3 mµ ,  1 mµ ,  5 mµ ,  5 mµ  
for the wavelength, the refractive index of the 
waveguide, the background refractive index, the 
x -section and -section of the computational 
window, respectively, is found to be 0.996.  Figure 
6 shows the plot of the normalized amplitude of 
the input and output field of the waveguide. 

z

 
Fig. 6. Start and end field of a waveguide 
simulation. 
 

The second example that validates the 
accuracy of the developed simulation tool is a 
directional coupler was modeled using the 
Prometheus program and the developed simulation 
tool. Figure 7 (a) shows the intensity plot of 
the field for a directional coupler of length 75  yE

mµ , this is also the length of the computational 

window, widths of the waveguides are 1 mµ  and 

core separation is 1 mµ .  Figure 7(b) shows the 

intensity plot of  field calculated using 

Prometheus program of Kymata software. 
yE

The wavelength was  5 mµ ,  smaller 
wavelengths require long waveguides which 
means a huge number of grid points, and the width 
of the computational window in the x -direction 
was  10 mµ .  The step size was 0 1  and 0 2. 5.  

mµ  in the x - and -directions, respectively. The 
coupling length calculated using the Prometheus 
program 

z

20 6303. mµ  while the one calculated 
using the developed simulation tool is 
20 62143. mµ . 
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(a) 

 
(b) 

Fig. 7. The intensity plot of the  field 
component for a directional coupler, (a) calculated 
using the FDTD method, (b) calculated using the 
Prometheus software program of Kymata 
Netherlands. 

yE

 
The results presented in the previous two 
examples show that the accuracy of the developed 
simulation tool is in good agreement with the 
accuracy of the Prometheus program, a widely 
accepted software package in the integrated optics 
community. 
 

4. Conclusions 
 

An optimized implicit high-order finite difference 
time domain (FDTD) solver with one-sided total-
field/scattered field formulation for time 
dependent numerical simulation of integrated 
optical components is developed and its accuracy 
was verified versus results calculated by the 
Prometheus program. A reduced LU 
decomposition was developed for inverting 
matrices that arise from the implicit FDTD 
scheme. Although implicit high -order FDTD 
schemes are unconditional stable, implementing 
them seem to be feasible only for 1D or 2D 
problems due to the increasing computational cost 
compared to explicit schemes. 
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Multiresolution Time Domain Based Different Wavelet Basis Studies of 
Scattering of Planar Stratified Medium and Rectangular Dielectric Cylinder 
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Abstract – In this paper, several wavelet bases, 
namely, the Daubechies, the biorthogonal Coiflet, 
the Deslauriers-Dubuc interpolating functions, and 
the cubic spline Battle-Lemarie, are applied to the 
multiresolution time domain (MRTD) technique 
for planar stratified media and electromagnetic 
scattering.  These MRTD schemes are studied via 
field expansions of the scaling functions in one-
dimensional (1D) and two-dimensional (2D) cases. 
A rigorous treatment method for inhomogeneous 
media structures is given. We have focused here 
on the study of reflected and transmission 
coefficients for an electromagnetic wave 
propagation on a stratified slab media and the 
scattering width (SW) of a rectangular dielectric 
cylinder. The 1D propagation characteristics of 
single and periodical stratified media and the 2D 
scattering width of the MRTD schemes are 
compared with the results of the FDTD method. 
Finally, we describe the computational accuracy of 
the relative peaks and shifting position errors, via 
a comparison of the results of the MRTD scheme 
based on the different basis with those of the 
FDTD method. 

 
Key words: Multiresolution Time Domain 
(MRTD) scheme; orthogonal and the biorthogonal 
wavelet bases; reflected and transmission 
coefficients and scattering width. 
 

I.    INTRODUCTION 
In recent years, the multiresolution time-

domain (MRTD) method [1]-[6] has been applied 
successfully to various electromagnetic field 
analyses.  The fields of the MRTD scheme are first 
expanded as a summation of scaling functions and 
wavelet in space and rectangular pulse in time. 
Although many different orthogonal and bi-
orthogonal families of wavelets in theory are 
available, there are a few fundamental 
requirements that restrict us to use the wavelet 
families: (i) Smoothness and differentiability, (ii) 
orthogonality, (iii) compact support, (iv) symmetry 

or asymmetry, and (v) explicit analytic expression 
[7] in the choice of the scaling functions and 
wavelet in the Multiresolution Analysis (MRA) 
used in the MRTD scheme. 

In application of the MRTD method, we can 
frequently choose and use different families of 
scaling functions and wavelets.  The cubic spline 
Battle-Lemarié (BL) orthogonal wavelet family 
[8]-[9] is very desirable in the applications of the 
multiresolution time domain analysis.  The Battle-
Lemarié family of wavelets has good regularity 
and symmetry, the basis functions are orthogonal, 
and although the scaling functions and wavelet of 
BL don’t have compact support, the functions 
decay exponentially. The Battel-Lemarié wavelet 
family was first introduced into the time-domain 
analysis for electromagnetic field applications [1], 
which is based on Galerkin’s procedure of the 
method of moments (MOM) [10]; and later it 
progressed towards the introduction of the MRTD 
scheme in 1996 [1].  Another basis family used in 
the MRTD scheme is the Daubechies’s compact 
support orthogonal wavelets [3], [7], and the 
family is with compact support and orthogonality, 
but they are far from being symmetric. The 
Daubechies’s family is characterized as the one 
with an external phase and with the shortest 
support length for the given number of vanishing 
moments [7].  As a typical biorthogonal wavelet 
family, namely, the Cohen-Daubechies-Feauveau 
(CDF) wavelet family [5] used in the MRTD 
method, the CDF can be thought as a product of 
the marriage between the spline family and 
Daubechies’ construction.  The CDF spline family 
is therefore indexed by the pair  and denoted 
by CDF , n is order of B-spline function and 

 is the vanishing moments of the wavelet.  Yet 
another wavelet basis used in the MRTD scheme, 
the spline biorthogonal Coiflet wavelets family, a 
variation of the Daubechies family [6], is with 
almost symmetric properties, orthonormal and 
compactly supported on limited intervals.  The 
MRTD schemes also adopt the Deslauies-Dubue 

)ˆ,( nn
)ˆ,( nn

n̂
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interpolating wavelets family [4], and the Haar 
wavelet family [6] as field expansion basis.  The 
MRTD schemes based on these different wavelet 
bases have shown a good potential to approximate 
the exact solutions.  For example, the cubic spline 
Battle-Lemarie scaling and wavelet basis, which is 
the first wavelet basis used in the MRTD scheme, 
can even obtained near Nyquist sampling limit in 
using the Galerkin’s sampling procedure with high 
computing accuracy [1].  In the MRTD scheme a 
reduction of grid density is inherent in the 
computations; however, there is a need to ensure 
adequate computing accuracy compared with the 
traditional finite difference time domain (FDTD) 
method.  We note that different wavelet basis used 
in the MRTD schemes, because of the different 
wavelet bases; they have different properties of the 
compact support, and decay exponentially with 
symmetry.  Therefore, there exist varied indexes 
of summation in the field expansions and for 
convergence for the different basis, which leads to 
some differences in computing accuracy for 
practical structures. 
 

In this paper, we present exact algorithms of 
the MRTD scheme based on different wavelet 
basis, and the functions of field expansion are 
chosen as the scaling functions of the various 
wavelet bases in one-dimension (1D) and two-
dimensions (2D), respectively.  We provide the 
expansion functions of a different wavelet family, 
and give the exact formulations of the dielectric 
regions of the MRTD for an inhomogeneous 
lossless media.  Finally, we calculate the wave 
reflected and transmission coefficients in the 1D, 
and the scattered width (SW) of a rectangular 
dielectric cylinder in the 2D case, respectively. We 
also compare the computing accuracies of the 
MRTD scheme based on the different wavelet 
bases with those of the FDTD method, and discuss 
the implementation aspects and approximations 
that are employed in providing simplification of 
the formulations. 
 

II.  FORMULATION AND WAVELET 
BASES CHOSEN 

Firstly, we consider a 2D scattering analysis of 
an inhomogeneous lossless medium with the 
permittivity εr.  For the MRTD scheme, we adopt 
a pure scattered-field formulation employed in the 

FDTD technique [11], in which the incident field 
incE  is added only to the targets to describe time-

domain electromagnetic fields.  The Maxwell’s 
equations for 2D TMZ mode can be written as 
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where scatE  indicates the scattered E-field.  The 
relative permittivity rε  is given as 
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(κ = 0, 1, 2,…, N)                                         (4) 
where N is the total number of participating media, 

 and  are the x (y)-coordinates of 
lower and upper limits of the κ-th dielectric 
medium. Next, the field values are expanded as 
separable combination for the orthogonal scaling 
functions 

)( 11
κκ yx )( 22

κκ yx

)(ξφ , )y,( x=ξ  in space, and the Haar 
functions (rectangular pulse)  in time, 
respectively.  For example, the scattering fields are 
expanded as 
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where ( )ξφi  denotes dual scaling shifted by i 
units.  Similarly, the expansion forms of the 
incident field are similar with that of the scattering 
field.  The functions  and  or )(thn )(ξφi )(~

ξφi  
are generated from the basic functions by dilation 
and translation as 
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and 
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If the scaling function )()( ξφ=ξφ ii

)(ξφ

, then the 
expansion is called an orthogonal expansion, 
otherwise it is called a biorthogonal expansion.  In 
this paper, we have considered a variety of 
different scaling functions  and its shifted 

functions  (or shifted dual functions )(ξφi )(~
ξφi ), 

that is, the cubic spline Battle-Lemarie scaling 
function, the compact support Daubechies scaling 
function D4  [12], the compact support 
spline biorthogonal (Coiflet wavelet) scaling 
function 

( 2=

(

)p

)2~  ,2 p ==p  [13], the compact 
support spline biorthogonal (Coiflet wavelet) 
scaling function ( 4)~  ,4 =p

)(

=p

)(

 [13], and the 
Deslauriers-Dubuc interpolating functions [14] as 
a scaling function, respectively. As examples, 
Figs. 1 give the distributions of the cubic spline 
Battle-Lemarie scaling function and Daubechies 
scaling function D4, and their corresponding shift 
functions. In particular, the Deslauriers-Dubuc 
scaling function has its dual scaling function, 
where the dual function can be chosen as the Dirac 
delta function: 

~
ξδ=ξφ  [14]-[16], and the 

interpolating scaling function constructed as the 
autocorrelation function of the Daubechins’ 
orthogonal scaling function with N=2 [14]-[16]. 
 
 
 

 
 
 

 
 (b)  

 
 
 
 
 
 
 

Fig. 1. The scaling function  and its
shifted functions  (or dual

shifted functions 

)(xφ
)(x

)
iφ

(~ xiφ ).  (a) The
cubic spline Battle-Lemarie basis,
and (b) the Daubechies D4 basis. 

 
Substitution of the field expansions into the 

Maxwell equations (1)-(3), and then sampled 
using the basis function as the test function by the 
standard a Galerkin’s procedure leads to the 
following two update equations of the H-fields: 
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( ) ( )( )1−να−=ν−α  

Table I.  Connection coefficients ( )να , 

 
ν Daubechies Coiflet 

( )2~,2 == pp
 

Coiflet  
( )4~,4 == pp

 
0 1.22953239 1.23464519 1.31103170 
1 -0.09358996 -0.09715386 -0.15600966 
2 0.01025133 0.01162914 0.04199606 
3 0.00003558 -0.00019002 -0.00865439 
4   0.00083094 

 

 (a) 
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The coefficients α  connecting the scaling and 
their derivative functions are obtained by a 
numerical integral method in the Fourier domain 
[1] and Table I lists the coefficients 

( )ν

( )να  of the 
Daubechies D4 and biorthogonal Coiflet scaling 
functions. 
 

The derivation of the update equation for the E 
fields is quite involved, since all orthogonal 
relations of the bases functions are not valid due to 
the introduction of the inhomogeneous region.  
Staring from the time domain equation (3), we 
derive the following update equation for the E 
field: 
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and the coefficients  and β are defined as: κα ',ii
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where ( ) and ( ) are the lower and 
upper limits of the κ-th dielectric medium along 
the x- and y-directions, respectively.  N is the 
number of dielectric media in the computational 
domain, and Λ  is an adjustable constant, which is 
determined by the size of stencil effect, the 
computing accuracy requirement and the 
localization property of the scaling functions.  
Usually the constant  is chosen as 6 to 9 for the 
cubic spline Battle-Lemarie wavelet basis, and 4 to 
6 for the Daubechies D

κκ
21 , xx κκ

21 , yy

Λ

4 and Biorthogonal Coiflet 
basis.  Equation (11) indicates that for the κ-th 

scattering target, the distribution of E-field has 
relation with that of the fields within an extended 
r gion, which is covered by the region: e
( ) ( ) ( ) ( )[ ]Λ−−Λ+Λ−−Λ+ kkkk jjii 1212  ,
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In the derivation process we have used the 

main diagonal approximation in the evaluation, 
i.e., we replace α  by .  This 
approximation is justified because of the compact 
support of the bases functions and the fact that the 
main diagonal coefficients are larger than those of 
the non-diagonal coefficients [17]. 

', j

 
Equation (12) involves the scaling and its dual 

functions and the products of them.  From these 
multiplicative products of functions )(~

' xiφ  of 
the different wavelet bases we can obtain roughly 
the extended dielectric region for different wavelet 
bases, that is, we can estimate an adjustable value 

 according to different accuracy requirements. 
 

Now we consider one-dimensional wave 
propagation TEM mode. Considering the 
constitutive relation for the E-field, yEε  we 
derive the update equation of the E-field in the 
dielectric region, that is, 
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Employing an inverse matrix technique, equation 
(14) can be re-written as a typical update equation 
as given by 
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Numerically, for the MRTD solver we can pre-
calculate the coefficients α ,  and dielectric 

matrix 

k
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[ ]χ , and can pre-store them at the start of 
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the MRTD code. Due to the requirement of a 
square matrix, the dimensions of the connected 
dielectric matrix [  in (16) are ]χ
( ) ( )Λ+ 2

t =∆
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−×Λ+− 2 2222
kkkk iiii
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 for each dielectric 
region.  As an approximation, we can only 
consider the main diagonal element in (16) as 
explained previously; and as a further 
approximation we can reduce the dielectric region 
to a real dielectric region, and make the dielectric 
width equal to the slab width by decreasing 

. 

170
90
45
36

 
III.  NUMERICAL RESULTS 

As a first example, we consider a TEM plane 
transient pulse with a maximum frequency 

, generated by an exciting Ey field 
that is incident on a dielectric slab characterized 
with a relative permittivity , and the width 

is  and . The 
computational domain and the grid configuration 
are listed in Table II, in which NX is the total 
computing dimension, i

4=
25. × s1210−

1, i2 are the slab positions, 
and ir1, ir2 are the record positions for the reflected 
and transmission wave, respectively.  

ir1 
(cell) 

ir2 
(cell) 

 

300 140  120 200 
150 70  60 100 
75 35  30 50 
60 28  24 40 
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Fig. 2. Magnitudes of reflection coefficient
11S  and transmission coefficient 

versus frequency in a single-laye
21S
r

dielectric slab system.  (a) the cubic
spline Battle-Lemarie basis, and (b)
the Daubechies D4 basis. 

 
Figures 2 show the results of the reflected and 

transmission coefficients for one dielectric slab for 
the cubic spline Battle-Lemarie wavelet basis and 
the Daubechies wavelet basis, respectively.  In 
order to compare the computing accuracy for 
different wavelet bases, we have to define two 
relative errors. One is the relative peak error 

)(
)()(

nR
nRnR

analysis

MRTDanalysis
p

−
=Σ , which is involved 

with the value change of the reflected coefficient 
curve at a specified peak position, where  is 
the corresponding value of the reflected coefficient 
at the n-th peak in the reflected coefficient curves.  
The other one is the relative shifting error 

)(nR

0

0

f
ff MRTD

s
−

=Σ

0f

, which is involved the 

frequency position shifting changes along the 
horizontal axis in the coefficients curves, where 

 is a corresponding frequency value of the 
analytical solution along the horizontal axis. 

Table II.  Configuration of dielectric slab

 
In Table III are given the relative peak errors 

pΣ  corresponding to the third peak, and the 

relative shifting error sΣ  corresponds to the 
frequency value along the horizontal position  (a) 
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GHzf 98.90 =

GHzf 98.90 =

 for the different MRTD wavelet 
basis compared with the analytical solution with 
increasing cell unit .  From Figs. 2 and Table 
III, it is found that the reflected and transmission 
coefficients of the MRTD scheme based on the 
cubic spline Battle-Lemarie wavelet are of 
reasonable accuracy and within the limits of the 
computational relative peak error and the relative 
shifting error.   

x∆

x

Daubechies
(%) 

Battle-
Lemarie 

(%) 
 sΣ  
7 -0.1

Figures 3(a) and 3(b) show the enlarged local 
peak portion of the reflected coefficient curve and 
the enlarged local horizontal portion that 
correspond to the third peak and the frequency 
value along the horizontal position with the 
frequency value of the analytical solution 

 with 5
minλ=∆ , respectively. 

 

 Coifelt 
( )2~,2 == pp

(%) 

Coifelt 
( )4~,4 == pp

(%) 

 
 
x∆  

(mm) 
fΣ  sΣ  fΣ fΣ  sΣ  fΣ  sΣ  

 

0.75 -0.37 -0.29 -0.1 8 0.02 -0.18 0.02 -0.18
1.50 -0.33 -0.12 0.02 -0.29 0.17 -0.29 -0.02 -0.18
3.00 0.32 -0.42 0.48 -1.14 2.75 -1.40 0.70 -0.98
3.75 0.35 -0.72 0.57 -1.70 6.47 -2.18 2.30 -2.25
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Fig. 3. Enlarged magnitudes of the reflection

coefficients versus frequency in
a single-layer dielectric slab system.
(a) at the third peak position, (b) a

11S

t
the 10GHz frequency position with
cell size 5

minλ=∆x . 

 
 
 
 
 Table III.  Relative peak error at the third

peak and shifting position error of the
reflected coefficients at  GHzf 98.9=

 
 
 

For the reflected coefficients obtained with 
only the main diagonal elements in the dielectric 
matrix, that is, the matrix elements that only 
correspond to the same units as , the 
Daubechies D

k
iiα

4 scaling basis, the reflected 
coefficients show a smaller computational relative 
peak error and smaller relative shifting position 
error than that of the other bases for the ‘coarse’ 
cell size.  Therefore, as a simplification of the 
main diagonal approximation, the Daubechies D4 
scaling basis can be chosen as a basic basis to be 
used in the MRTD expansion. 

8.4 8.5 8.6 8.7 8.8 8.9 9 9.1
0.57

0.575

0.58

0.585

0.59

0.595

0.6

Frequency (GHz)

|S
11
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 MRTD BL
 MRTD Daubechies
 MRTD Coifelt 22
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 Analysis Solution

 
Figure 4 give the reflected coefficients of a 

periodical dielectric stratified 10 layer media using 
the MRTD scheme based on the Battle-Lemarie 
scaling functions; the width of the slab is 

, the width between slabs is 
, and the values are compared 

with the analytic solution. It can be seen that the 
MRTD scheme exhibits high computing accuracy 
and larger savings in computing memory, and 
nearly the same computing time compared with 
the FDTD method for a complicated periodic 
structure.  The total lengths of the periodic slabs 
are 

mw 2
1 103 −×=

mw 2
2 103 −×=

1020=NX  for the FDTD and 204=NX  for 

 (a) 
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the MRTD.  The CPU time is about 92.5 seconds 

for the FDTD with 20
minλ=∆x , about 107.2 

seconds for the MRTD based on Battle-Lemarie 

scaling functions with 4
minλ=∆x , and about 

110 seconds for the MRTD based on the 
Daubechines D4 scaling functions with 

4
minλ=∆x

sσ

GHzf 5max =

. A total of 40,000 time steps were 

used for the same 500 MHz Pentium III (Katmai) 
computations. 

yx ∆×∆ 6060

x×∆ 160160

Next, we investigate the scattering width 
(SW), , for a square dielectric cylinder with a 
plane wave incident with a maximum frequency of 

. The dimension of the target is 
0.18×0.18m2 with the relative permittivity 4=εr

s1210−

, 
and the discretization employs , 
and the total number of steps is 4000 for the 
MRTD scheme and the FDTD method. Ten layers 
of the APML boundary are used. In Fig. 5 is 
plotted the SW of the MRTD scheme based on 
different wavelet bases with that of the FDTD 
method for the TM

t 5.2 ×=∆

z mode. The results of the 
MRTD scheme are in good agreement with that of 
the FDTD for a specified frequency at a specified 
incident and scattering angle. However, the 
computational space for the MRTD scheme is 

, and is only about 14.1% of that 
employed in the FDTD, which is given by 

. y∆

 
 Fig. 4. Magnitudes of the reflection

coefficients are for a periodical
dielectric stratified ten layer medi

11S
a

by the cubic spline Battle-Lemarie
wavelet basis. 

 
 

In order to compare the accuracies of scattered 
width of the MRTD scheme based on different 
wavelet basis, we again employ the concept of the 

relative peak error 
)(

)()(
n

nn

FDTD

MRTDFDTD
p σ

σ−σ
=Σ , 

where )(nσ  is the value of SW at the specified n-
th peak in the scatter width curve, and the relative 

shifting position error 
0

0

f
ff MRTD

s
−

=Σ , where 

 and are corresponding frequency values 
of the FDTD method and the MRTD scheme in 
the horizontal axis for the n-th peak in the SW 
curve, respectively.   

0f MRTDf

 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Magnitudes of the scattering widths
as a function of frequency ( =30iφ

0,

sφ =300) for the different wavelet
bases and FDTD method are for a
TMz wave incident on a square
dielectric cylinder, where  and iφ sφ
are the incident and scattering angles
of the wave, respectively. 

 
Table IV lists the two relative errors, in which 

the relative peak errors are for the third curve peak 
and shifting position errors are for the specified 
frequency value along the horizontal position. For 
example, for the FDTD method the value of 
frequency along the horizontal position is about 

GHzf 646.40 = . 

 

92 ACES JOURNAL, VOL. 20, NO. 1, MARCH 2005



Battle-
Lemarie 

(%) 

Daubechies  
(%) 

Coifelt  
( 2~,2 == pp

(%) 

Coifelt  
( )4~,4 == pp

(%) 

Deslauriers
-Dubuc 

(%) 

 
 

x∆  
(mm) 

fΣ  sΣ  fΣ  sΣ  fΣ  sΣ  fΣ  sΣ  fΣ  sΣ  

1.00 -1.88 0.78 13.11 1.92 3.28 1.02 3.69 -3.22 5.98 -0.26. 
0.75 -1.00 0.73 10.49 2.90 2.05 1.01 -0.33 -0.30 4.92 -0.74 
0.50 -0.57 0.39 9.18 -1.02 0.41 0.17 -1.97 0.56 3.44 -0.04  

 
  A careful study of the SW with varied cell 

sizes of different MRTD wavelet bases and from 
Table IV, we find that the scattering widths of the 
cubic spline Battle-Lemarie wavelet basis have 
reasonable accuracy within the limits of the 
computational relative error, and higher accuracy 
than that of other wavelet bases relative to the 
results of the FDTD method with different cell 
sizes.  Figs. 6(a) and (b) are the enlarged scattered 
width curves corresponding to different wavelet 

bases with the cell size 6
maxλ=∆l . From Figs. 

6(a)-(b) and Table IV, the results of the 
Daubechies D4 basis show a larger peak and 
shifting position errors than that of the other 
wavelet bases. 

 
 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

IV.  CONCLUSIONS 
In this paper, a multiresolution time domain 

scheme based on different wavelet bases have 
been explored, and have been applied to 
electromagnetic analysis of a 1D wave with 
reflected and transmission, and a 2D scattering 
problem in an inhomogeneous dielectric region.  
The formulations of the update equations of the E-
field were derived.  We have calculated the 
reflected, transmitting coefficients, and the 
scattered width in 1D and 2D for the MRTD 
schemes, respectively, corresponding to different 
wavelet bases.  The computed results have been 
compared with those derived from the FDTD and 
analytical solutions. We have also estimated the 
values of the relative peak errors and the shifting 
position errors at a specified horizontal frequency 
for the different MRTD schemes.  The different 
MRTD wavelet schemes show the comparative 
accuracies of the different wavelet bases at 
specified frequency and peak positions. 
 

 (b) 
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Table IV.  Relative peak and shifting
position errors of the scattered width for
the third peak curve 

Fig. 6. Enlarged scattering widths as a
function of frequency (φ =30i

s

0,
φ =300) for different cell sizes are
for a TMz wave incident on a square
dielectric cylinder.  (a) at the third
peak position (b) at the 5.0GHz
frequency position with cellsize

. 41075.0 max2 λ=×=∆ − m
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