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Abstract─ The iterative physical optics (IPO) 
method is applied to compute the radar cross 
section of electrically large and realistically 
complex targets. The method is based on iterative 
refinement of the first-order physical optics 
currents to include multiple interactions up to a 
specified order. Unlike other high-frequency 
asymptotic methods, no ray tracing is required, 
and spurious diffraction effects from non-physical 
shadow boundaries are avoided. Numerical results 
are presented to demonstrate convergence, 
accuracy, efficiency and robustness.  
  
Index Terms─ Physical optics, radar cross section, 
iterative methods, integral equations, high-
frequency methods. 
 

I. INTRODUCTION 
The prediction of the radar cross section 

(RCS) of realistic targets remains a computational 
challenge due to the large size and complexity of 
aircraft, ships and ground vehicles. It is of 
considerable interest to develop efficient, robust 
and accurate computational electromagnetic (EM) 
methods to address this problem. In this article, the 
iterative physical optics (IPO) technique, 
previously developed for jet inlet scattering, is 
adapted to more general computer-aided design 
(CAD) geometries [1-3]. 

In the past, both numerical and ray tracing 
methods have been applied to RCS prediction. 
Numerical methods such as the method of 
moments (MoM) and the finite element-boundary 
integral (FE-BI) method are very accurate and 

reasonably robust for analyzing faceted CAD 
geometries [4,5]. However, the computational cost 
becomes extremely high for the electrically large 
problems that are typically of interest for radar 
scattering. For example, a fighter-size aircraft is 
on the order of a thousand wavelengths in length 
at X-band frequencies.  A surface mesh of such a 
target requires upwards of 10 million unknowns. 
This size of problem has been solved by using the 
multi-level fast multi-pole algorithm, but requires 
massive parallel computing resources and a highly 
sophisticated software implementation [6]. 
Similarly, a volume mesh for finite element based 
methods typically requires hundreds of millions of 
unknowns. While domain decomposition methods 
for the FEM have come a long way in providing 
sparser matrices [7] and some very large problems 
have been solved [8], such solutions are still far 
from routine for most RCS engineers. 

Physical optics (PO) based methods have 
provided engineers with a useful alternative to 
numerical methods for generating fast results, but 
at the cost of decreased accuracy. First-order PO 
includes the direct reflection and diffraction by the 
target from the PO approximation of the induced 
surface currents, as illustrated in Fig. 1(a). Only 
the optically lit part of the geometry has non-zero 
currents. It is noticed from Fig. 1(a) that this 
introduces abrupt shadow boundaries that, when 
integrated, give rise to false edge diffraction 
effects. It is also noticed that the strong double-
bounce from the dihedral corner reflector is not 
included in the first-order PO.  
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(a)  

 

 
(b) 

Fig. 1. GO/PO illumination of a multi-bounce RCS 
target: (a) First-order PO ray paths due to plane wave 
illumination on an RCS target. (b) Double-bounce ray 
paths associated with an RCS target. 

 
To add multi-bounce effects, geometrical 

optics (GO) has been combined with PO in the 
shooting and bouncing ray (SBR) method [9], or 
GO/PO [10-12]. It is interesting to note that the 
SBR method was also originally developed for 
cavity scattering, similar to IPO. The incident field 
is represented as a set of GO rays which are 
launched at the target and traced through multiple 
reflections. At each bounce point, the ray footprint 
is integrated via PO [13]. This is the method used 
in the popular Xpatch suite of codes [14]. Figure 
1(b) illustrates the strong double-bounce 
mechanism associated with the target which would 
be included by using SBR. However, it is noticed 
that the first GO bounce gives rise to another 

abrupt shadow boundary on the second surface 
which also gives rise to a false diffraction. In 
reality, these shadow boundaries are smoothed out 
by the continuous nature of the EM field as 
explained by the uniform geometrical theory of 
diffraction (UTD) [15]. The false diffractions in 
the SBR method can be misinterpreted as real 
scattering centers by target recognition algorithms 
[16]. 

IPO provides a way to include multi-bounce 
while not introducing false shadow boundaries. It 
does not use ray tracing and can be applied to 
general faceted CAD geometries. It is not quite as 
efficient as ray based methods since it requires 
integration, but it is far more efficient than 
numerical methods because the mesh density is 
coarser, only a certain percentage of the total 
surface area will be excited and simultaneous 
solution of matrix equations is not required. The 
basic approach is to start with first-order PO 
currents ignoring shadowing effects, and 
iteratively integrating the currents by using a 
simple facet visibility check. The iteration is 
halted after a prescribed number of bounces is 
reached or the IPO currents converge. The 
algorithm is described in Section II and 
implementation techniques are discussed in 
Section III. The convergence and accuracy of the 
method are demonstrated in the numerical results 
of Section IV. 

 
II. THE IPO ALGORITHM 

As its name implies, IPO iteratively refines the 
PO currents to account for multiple reflections and 
diffractions within the high-frequency asymptotic 
assumptions of PO. It is assumed that the target is 
a perfect electric conductor (PEC), but the 
formulation can be easily modified for 
impenetrable material surfaces [3,17]. In the 
following, an tje ω  harmonic time convention is 
assumed and suppressed where ω is the radian 
frequency of the incident EM wave. The ambient 
medium is free space with EM wave number, 

ck /ω= , where c is the speed of light in free 
space. 

Consider the plane wave scattering problem 
shown in Fig. 2(a). The PO approximation is based 
on the magnetic field integral equation [4]. The 
equivalent current at a point r on the surface S of 
the target is found by solving the following MFIE, 
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)(ˆ2)(ˆ2)( JHnrHnrJ ×+×= i ,    (1) 
 

where )(rH i  is the incident magnetic field and n̂  
is the outward-pointing unit normal vector. H(J) is 
the principal value magnetic field radiation 
integral given by, 
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where '' rrR −= , |'|' R=R  and '/''ˆ RRR = . The 
primed quantities represent variables of 
integration. Figure 2(b) shows the equivalent 
current representation of the scattering problem. 
The currents radiate the scattered fields 

),( ss HE in free space. 
 

 
 

(a) Plane wave scattering problem. 
 

 
 

(b) Equivalent currents radiating in free space. 
 

Fig. 2. Equivalent current representation of the plane 
wave scattering from a simple concave geometry. 

 
The first-order PO approximation used here is, 
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where ik̂  is the unit propagation vector of the 
incident plane wave. It is noted that the first-order 
currents are non-zero only where the unit normal 
vector is facing towards the incident plane wave, 

regardless of any intervening geometry. In the 
classical PO method, shadowing by other portions 
of the surface must be taken into account as shown 
in Figure 1(a). In IPO, only the facing direction of 
each facet is checked relative to the direction of 
incidence. This obviously puts first-order currents 
inside the incident shadow region where they do 
not belong, as shown in Figure 3(a) on surface, S2. 
However, this is only the initial set of currents for 
the IPO algorithm. 
 

 
 

(a) Initial IPO currents. 

 
 

(b) IPO currents after the first iteration. 
 

Fig. 3. IPO currents on a concave structure. 
 
The IPO algorithm solves the modified PO 

equivalent of the MFIE of (1) as, 
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where the IPO definition of the magnetic field 
radiation integral is given by, 

 

'
'

1
'4

'ˆ)'(P)(
0'ˆˆ

'

dS
R

jk
R

e jkR

IPO ⎟
⎠
⎞

⎜
⎝
⎛ +×= ∫

<⋅

−

Rn

RrJJH
π

.   

(5) 
 

It is noticed that this is the same as (2), but the 
integration is only over the portion of the surface 
where 0'ˆˆ <⋅Rn , which is the IPO shadowing 
rule. This rule is applied only to test points on the 
surface. By definition the equivalent currents 
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radiate in free space regardless of which way they 
are facing. The IPO shadowing rule is one 
property that makes IPO much more efficient than 
the conventional MoM, because only a small 
fraction of the whole surface radiates to a given 
test point on the surface. 

Classical Jacobi iteration may be used to solve 
(4) [18]. At the qth iteration the currents are given 
by 

)(ˆ2)()( )1()0()( −×+= q
IPO

q JHnrJrJ .      (6) 
 

Accordingly, the currents for the first iteration 
shown in Figure 3(b) are given by, 

 
)(ˆ2)()( )0()0()1( JHnrJrJ IPO×+= .          (7) 

 
As the radiation arrows show, the first-order 

currents on the lit outer surface of the target 
radiate to the concave part on S1, S2 and S3. This 
radiation tends to cancel the incident field on S2, 
thus filling in the shadow region with a continuous 
field. The original currents on S2 and S3 also 
radiate into the concave region. However, these 
currents do not radiate to the outer surface because 
of the IPO shadowing rule. 

As the iteration is continued, the currents in 
the concave region will eventually converge. The 
iteration may be halted after a prescribed number 
of interactions are included, or a convergence 
criterion is reached. A useful error convergence 
definition is, 
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assuming 0)0( >J . Alternatively, the 

convergence of the scattered field may be 
monitored. 

Each iteration of the IPO algorithm essentially 
adds another multi-bounce term. Thus, IPO 
intrinsically includes an arbitrary number of 
interactions, and shadow regions are filled in 
without abrupt shadow boundaries. If the 
algorithm diverges for some cases, a relaxed 
Jacobi version of (7) may be used as, 
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In fact, there are many forms of classical 
iterative algorithms that have been found to work 
well with IPO, such as Gauss-Seidel and 
successive over-relaxation [18]. A forward-
backward version of IPO (FBIPO) was presented 
for inlet cavity scattering in [3]. That version was 
found to have the best convergence for geometries 
with a very high degree of multi-bounce. FBIPO is 
technically the same as the method of symmetric 
successive over-relaxation. Krylov subspace 
methods based on minimizing the residual error of 
the matrix equation have also been investigated 
[2]. However, these methods have not been 
successful with IPO because the IPO operator of 
(5) is not analytic due to the IPO shadowing rule. 
Also, the simple physical interpretation of IPO is 
lost on such methods. 

 
III. IMPLEMENTATION 

PO currents by nature do not have the strong 
singularities that may be present in MoM 
solutions, and hence, the radiation integral of (5) 
may be evaluated numerically by point sampling. 
This makes the IPO method easy to implement on 
faceted CAD geometries if the surface mesh is 
made on the order of the required numerical 
sampling density. Then, only one point per facet is 
needed. Because of the smoothness of the PO 
currents, it has been found that a sampling density 
of 9 to 16 points per square wavelength yields 
very good accuracy [1]. This is in contrast to MoM 
and FEM discretization which typically requires a 
minimum sampling density of 64 to 100 points per 
square wavelength. 

With point sampling of the currents and point-
wise numerical integration, it is easy to evaluate 
(6) as 
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where An is the area of the nth facet, rn is the vector 
to the center of the nth facet and nmmn rrR −= . It 
is possible to rewrite (10) in matrix format in order 
to store a system matrix. However, since there 
may be a very large number of facets and the 
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expression in the summation does not require 
numerical integration of a basis function, it has 
been found to be more practical to recompute the 
terms on the fly for each iteration. The extra cost 
of this operation is ameliorated by performing the 
iterative solution for multiple excitations 
simultaneously. Then, only the currents 
themselves need to be stored. Therefore, the 
memory requirement is O(N). 
 
Fast Far-Field Approximation 

The computational cost of the operation of 
(10) is still O(N 2), even though only a fraction of 
the facets contribute to any given test point. To 
reduce the cost to O(N 3/2), the fast far-field 
approximation (FaFFA) [19] may be applied as 
described in [2]. Similar to the fast multi-pole 
method [20], the geometry is broken up into small 
groups of facets. Contributions from receiving 
groups that are in the far-field of the transmitting 
group are computed by using the far-field 
approximation which naturally factorizes the 
Green’s function in the radiation kernel. The 
interactions between near-field groups are 
computed in the usual fashion. FaFFA has been 
found to reduce the computation time by an order 
of magnitude in practical applications. 

 
Model Based Parameter Estimation 

The efficiency of IPO for RCS pattern 
computations has been further improved by using 
it in conjunction with adaptive Model Based 
Parameter Estimation (MBPE) for fast angle or 
frequency sweeps [21]. MBPE has been used to 
accelerate the RCS computation when only an 
angle or frequency is swept. When MBPE is used, 
the coefficients of the surface currents are 
approximated by a ratio of Mth and Nth order 
polynomials as 
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where α  is the angle or frequency that is swept, 
)(αc  is a surface current coefficient, and ma  and 

nb  are unknowns to be determined. Since there are 
1++= NML  unknowns, values of each surface 

current coefficient are evaluated at L  sample 

points uniformly distributed within the range of α  
to solve for these unknowns. After the unknowns 
are determined, RCS values computed by using 
(11) and those obtained without MBPE are 
compared at midpoints between sample points to 
check the accuracy of the MBPE implementation. 
If the MBPE implementation is not sufficiently 
accurate in magnitude and phase at all the 
midpoints, the range of α  is divided into two 
equal subintervals, and MBPE is applied in each 
subinterval again. This procedure of dividing each 
interval into two equal subintervals, applying 
MBPE in each subinterval and checking the 
accuracy at midpoints of all MBPE subintervals is 
adaptively repeated until the desired accuracy is 
achieved at all the midpoints. The adaptive MBPE 
algorithm is illustrated in Fig. 4. 
 

 
 
Fig. 4.  Adaptive MBPE algorithm. 
 

An RCS prediction code named rcsASET was 
developed based on IPO. The rcsASET code was 
parallelized with Message Passing Interface (MPI) 
and ported to SGI, IBM and Linux platforms at the 
Major Shared Resource Center (MSRC) of the 
U.S. Army Research Laboratory (ARL). The code 
was validated, and its efficiency and accuracy in 
RCS computation were demonstrated by 
computing the RCS of several benchmark targets 
for various frequencies and scattering angles, and 
comparing the results with those generated by 
using other software or measured data. In 
summary, the IPO method gets its efficiency from 
the following factors: 
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1. Memory requirement is O(N), 
2. IPO shadowing rule greatly reduces the 

number of facet-to-facet interactions, 
3. Numerical sampling density is only 9 to 16 

points per square wavelength, 
4. Number of iterations is related to the number 

of significant multi-bounce terms, 
5. Fast far-field approximation accelerates 

summations, 
6. Model based parameter estimation minimizes 

the number of RCS pattern points, 
7. Parallelization helps reduce the computation 

time. 
 

These properties allow the IPO method to 
routinely handle RCS problems involving 
electrically large and realistically complex 
structures. 

 
IV. NUMERICAL RESULTS 

The results of this section demonstrate the 
efficiency, accuracy and convergence of the IPO 
algorithm for several practical examples. 
Following that, the MBPE technique is applied to 
reduce the number of RCS data points necessary to 
generate a continuous pattern. 

 
Trihedrals 

The first case demonstrates convergence in 
terms of the number of iterations. Figure 5 shows 
the mono-static RCS vs. azimuth patterns of a 1 m 
square trihedral for an elevation angle of 45° at a 
frequency of 1 GHz comparing IPO with a method 
of moments (MoM) reference solution. The 
incident polarization is vertical. The levels are in 
very good agreement, even in angular regions 
where the concave side of the trihedral is partially 
shadowed, such as in the range 90° and 180°. The 
agreement in cross-polarization is also very good. 

Figure 6 shows the RCS patterns for the same 
trihedral for different iterations. The solid curve is 
the converged IPO result which took 5 iterations. 
The dashed curve is for zero iterations, which is 
simply the first-order PO result. First-order PO 
only predicts the direct scattering and not the 
multi-bounce, so it agrees well with the converged 
solution only in angular regions where the multi-
bounce is not significant. Note that first-order PO 
predicts a zero cross-polarization component, so it 
is not included in the cross-polarization plot. The 
dot-dash curves are for 1 iteration, which includes 

the second-order terms corresponding to double-
reflection, double-diffraction, reflection-
diffraction and diffraction-reflection (in addition 
to the first-order terms). The 1 iteration curves 
agree well with the converged solution where the 
dihedral reflection is dominant, such as around 0° 
and 90° azimuth. Also note the region between 90° 
and 180° where the concave side of the trihedral is 
partially shadowed. IPO with 1 iteration predicts 
this well, whereas the first-order PO solution does 
not. The dotted curves are for 2 iterations, which 
includes the third-order terms (in addition to the 
first and second-order terms). The triple-bounce 
off the trihedral is dominant in the angular 0° to 
90°, which is predicted very well with 2 iterations 
of IPO. These results demonstrate how each 
iteration of IPO adds the next higher-order 
interaction terms. 

 
 

Fig. 5. Mono-static RCS patterns of a 1 m square PEC 
trihedral computed with IPO and MoM. Frequency is 1 
GHz, elevation is 45° and the incident polarization is 
vertical. 
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Fig. 6. Convergence of RCS patterns of a 1 m square 
PEC trihedral computed with IPO. Frequency is 1 GHz, 
45° elevation, and the incident polarization is vertical. 
Cross-polarization for 0 iterations is not plotted because 
it is identically zero. 
 

First, the mono-static RCS of a tilted trihedral, 
which is 142.24 x 60.96 x 20.32 cm in size as 
shown in Fig. 7, was computed by using IPO at 3 
and 9 GHz for 0-90° azimuth, 10° elevation, and 
co-polarized fields. CAD models for this target 
consist of 1,169 and 10,078 triangular facets at 3 
and 9 GHz, respectively, corresponding to about 
10 facets per square wavelength. There is a good 
agreement between IPO results and the results 
obtained by using MLFMM available from 
electromagnetic simulation software, FEKO, as 
shown in Fig. 8 at 3 GHz. The mesh for the 
MLFMM results required 14,357 triangular facets 
corresponding to about 123 facets per square 
wavelength at 3 GHz, which is typical of purely 
numerical methods. The IPO results also compare 
well with measured data as shown in Fig. 9 at 9 
GHz. It is noted that the measured data is averaged  

 
Fig. 7. CAD model for the tilted trihedral. 

 
(a) Vertical polarization. 

 
(b) Horizontal polarization. 

 
Fig. 8. IPO results for co-polarized mono-static RCS of 
the tilted trihedral compared to the MLFMM results 
obtained by using FEKO for 0-90° azimuth and 10° 
elevation at 3 GHz. 
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(a) Vertical polarization. 

 
(b) Horizontal polarization. 

 
Fig. 9. IPO results for co-polarized mono-static RCS of 
the tilted trihedral compared to measured data for 0-90° 
azimuth and 10° elevation at 9 GHz. Measured data is 
averaged over a 1 GHz bandwidth. 
 
over a 1 GHz bandwidth [22]. Since IPO takes 
multi-bounce into consideration, it can capture the 
null in Fig. 9(a) which cannot be captured properly 
by using only PO. First-order PO and converged 
IPO current distributions at 94 GHz for 45° 
azimuth and 10° elevation are shown in Fig. 10. 
IPO currents exhibit a standing wave behavior due 
to multi-bounce as expected, whereas PO currents 
do not show such behavior.  

A smooth corner trihedral shown in Fig. 11 
was considered next. Unlike the tilted trihedral, 
plates forming the smooth corner trihedral are 
perpendicular to each other and have finite 
thicknesses. Mono-static RCS of this target, which 
is 62.00 x 62.00 x 31.40 cm in size, was computed  

 

 
(a) First-order PO currents. 

 
(b) Converged IPO currents. 

 
Fig. 10. Surface current distributions over the tilted 
trihedral for 45° azimuth, 10° elevation and vertical 
polarization at 94 GHz. 
 
by using IPO at 9 GHz for co-polarized fields. The 
CAD model for the target consists of 7,064 
triangular facets at this frequency, corresponding 
to about 10 facets per square wavelength. IPO 
results compare well with measured data as shown 
in Figure 12 for 0-90° azimuth and 10° elevation. 
It is noted that the measured data was obtained in 
the near-field of the trihedral, which explains the 
shift in the peak near 90° [23]. Moreover, first-
order PO and converged IPO current distributions 
at 94 GHz for 45° azimuth and 10° elevation are 
shown in Fig. 13, which respectively behave 
similar to the PO and IPO currents over the tilted 
trihedral shown in Fig. 9. 
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Fig. 11. CAD model for the smooth corner trihedral. 
 

 
(a) Vertical polarization. 

 
(b) Horizontal polarization. 

 
Fig. 12. IPO results for co-polarized mono-static RCS 
of the smooth corner trihedral compared to measured 
data for 0-90° azimuth and 10° elevation at 9 GHz. 
Measured data was obtained in the near-field of the 
trihedral. 

 
(a) First-order PO currents. 

 
(b) Converged IPO currents. 

 
Fig. 13. Surface current distributions over the smooth 
corner trihedral for 45° azimuth, 10°elevation and 
vertical polarization at 94 GHz. 
 
SLICY 

The mono-static RCS of another target shown 
in Fig. 14 was also computed. This target is 
historically known as DICY since it consists of 
canonical shapes such as dihedrals and cylinders. 
It was later used by Sandia National Laboratories 
where it was renamed SLICY. The mono-static 
RCS of this target, which is 244.49 x 275.05 x 
167.96 cm in size, was computed by using IPO at 
9 GHz for co-polarized fields. The CAD model for 
the target consists of 322,468 triangular facets at 
this frequency, corresponding to more than 12 
facets per square wavelength. IPO results are 
shown in comparison with the results obtained by 
using electromagnetic simulation software, 
XPatch, in Fig. 15 for 0-360° azimuth while 
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elevation is 10° and 30° for vertical and horizontal 
polarizations, respectively. It is noted that the 
XPatch results are averaged over a 1 GHz 
bandwidth. The IPO results were found to be close 
to the measured data (not shown) whereas Xpatch 
underestimates the RCS by 2-3 dB in the 90-270° 
azimuth range since it can not account for the third 
bounce properly. First-order PO and converged 
IPO current distributions at 9 GHz for 225° 
azimuth and 10° elevation are also shown in Fig. 
16. 

 
 
Fig. 14. CAD model for SLICY. 
 
ZSU-23-4 Anti-Aircraft Tank 
     The mono-static RCS of an anti-aircraft tank, 
ZSU-23-4, shown in Fig. 17 was also studied. The 
mono-static RCS of this target, which is 598.5 x 
308.7 x 364.3 cm in size, was computed by using 
IPO at 2 and 9 GHz for 0-360° azimuth, 30° 
elevation and co-polarized fields. The CAD model 
for IPO consists of 118,712 triangular facets at 2 
GHz, corresponding to about 10 facets per square 
wavelength. The IPO results compare well with 
the results obtained by using electromagnetic 
simulation software, Maxwell Solver Physical 
Optics (MSPO), as shown in Fig. 18 at 2 GHz. 
The IPO results are also consistent with measured 
data as shown in Fig. 19 at 9 GHz. It should be 
noted that the IPO results are angle averaged 
whereas the measured data are frequency averaged 
over a 2 GHz bandwidth. Also, the measurements 
were performed with the target on an absorber-
covered in-ground turntable [24], whereas the IPO 
results for this case are in free space. This explains 
the discrepancies in the details of the patterns, 

whereas the envelope levels are in good 
agreement. A coarse CAD model with 1,027,796 
triangular facets, corresponding to less than 10 
facets per square wavelength, has been used at 9 
GHz to reduce computation time. It has been 
observed that good accuracy can be achieved with 
IPO if a minimum of 4-9 facets per square 
wavelength are used. First-order PO and 
converged IPO current distributions at 9 GHz for 
0° azimuth and 15° elevation are also shown in 
Figure 20. 

 

 
(a) Vertical polarization for 10° elevation. 

 

 
(b) Horizontal polarization for 30° elevation. 

 
Fig. 15. IPO results for co-polarized mono-static RCS 
of SLICY compared to the results obtained by using 
XPatch for 0-360° azimuth at 9 GHz. Xpatch results are 
frequency averaged over a 1 GHz bandwidth. 
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(a) First-order PO currents. 

 
(b) Converged IPO currents. 

 
Fig. 16. Surface current distributions over SLICY for 
225° azimuth, 10° elevation and vertical polarization at 
9 GHz.  
 

 
Fig. 17. CAD model for ZSU-23-4. 

 
 

 
 

(a) Vertical polarization. 
 

 
(b) Horizontal polarization. 

 
Fig. 18. IPO results for co-polarized mono-static RCS 
of ZSU-23-4 compared to the results obtained by using 
MSPO for 0°-360° azimuth and 30° elevation at 2 GHz. 
 
Generic Tank Model 

A generic tank shown in Figure 21 was 
considered last. The mono-static RCS of this 
target, which is 609.60 x 325.12 x 218.44 cm in 
size, was computed by using IPO at 10 GHz for 
co-polarized fields. CAD model for the target 
consists of 521,932 triangular facets at this 
frequency, corresponding to about 10 facets per 
square wavelength. IPO results are shown in 
comparison with the results obtained by using 
XPatch and measured data in Fig. 22 for 0-360° 
azimuth and 10° elevation. Overall, the IPO results  
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(a) Vertical polarization. 
 

 
 

(b) Horizontal polarization. 
 
Fig. 19. IPO results for co-polarized mono-static RCS 
of ZSU-23-4 compared to measured data for 0-360° 
azimuth and 30° elevation at 9 GHz. The IPO results 
are angle averaged whereas the measured data is 
frequency averaged over a 2 GHz bandwidth, and the 
measurements were performed with the target on an 
absorber-covered in-ground metal turntable whereas the 
IPO results are in free space. 

 
are closer to the measured data than the results 
generated by using Xpatch. It should be noted that 
the IPO results are angle averaged whereas the 
others are frequency averaged over a 0.66 GHz 
bandwidth [25]. First-order PO and converged IPO 
current distributions at 10 GHz for 0° azimuth and 
30° elevation are also shown in Fig. 23. 

 

 

 
 

(a) First-order PO currents. 

 
 

(b) Converged IPO currents. 
 

Fig. 20. Surface current distributions over ZSU-23-4 for 
0° azimuth, 15° elevation and vertical polarization at 9 
GHz. 

 
Fig. 21. CAD model for the generic tank. 
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(a) Vertical polarization. 

 
(b) Horizontal polarization. 

 
Fig. 22. IPO results for co-polarized mono-static RCS 
of the generic tank compared to the results obtained by 
using XPatch and measured data for 0-360° azimuth 
and 10° elevation at 10 GHz. Xpatch and measured data 
are frequency averaged over a 0.66 GHz bandwidth. 

 
Parallelization of the rcsASET code helped 

reduce the computation time significantly. The 
mono-static RCS is computed for vertical and 
horizontal polarizations at each scattering angle in 
the code. Because of the low memory requirement 
of IPO, parallelization of the code makes it 
possible to allocate the RCS computation for each 
polarization and small ranges of scattering angles 
to a different processor. The efficiency of the code 
is greatly improved by computing the IPO currents 
for multiple angular excitations simultaneously 
(typically 10 to 20) so that the terms in (10) do not 
have be recomputed for every angle. The mono-
static RCS patterns of the tilted trihedral, smooth 

corner trihedral, SLICY, ZSU-23-4 and generic 
tank were computed at high frequencies by using  

 

 
 

(a) First-order PO currents. 
 

 
 

(b) Converged IPO currents. 
 
Fig. 23. Surface current distributions over the generic 
tank for 0° azimuth, 30° elevation and vertical 
polarization at 10 GHz. 
 
the parallel version of the rcsASET code to 
demonstrate the reduction in computation time. 
Results were obtained in a few days with the 
parallel version of the code on multiple processors, 
which would otherwise take a few years to get the 
same results with its serial version on a single 
processor. The computation time with the parallel 
version of the code are shown in Table 1 for the 
benchmark targets considered. 

 
 

253BURKHOLDER, TOKGÖZ, REDDY, COBURN: INTERATIVE PHYSICAL OPTICS FOR RCS



Table 1: Savings in computation time with the parallel version of the rcsASET code. 
 

Target Freq. 
(GHz) 

Number of 
facets 

Number 
of angles 

Number of 
processors 

Max. time per 
proc. (hours) 

Tilted trihedral 94 1,092,548 362 91 84
Smooth corner trihedral 94 764,224 362 91 69
SLICY 34 3,960,290 360 180 116
ZSU-23-4 9 1,027,796 720 360 91
Generic tank 10 2,267,544 360 360 70

 
The rcsASET code for RCS pattern 

computations has been further improved by using 
it in conjunction with MBPE for fast angle or 
frequency sweeps. When MBPE is employed 
adaptively, the reduction in computation time 
changes with M  and N . Different targets may 
also have different optimum values for M  and 
N . Variations in computation time with the 
values of M  and N  are shown in Fig. 24 for 
frequency and azimuth sweeps in computing the 
RCS of the tilted trihedral and smooth corner 
trihedral, respectively. Approximately 19 and 14 
times speed-up can be achieved respectively in the 
frequency and azimuth sweeps shown in Fig. 24 
with optimum values of M  and N . 

Accuracy is not much compromised with 
MBPE, even though substantial speed-up is 
achieved with MBPE as was shown in Fig. 24. 
RCS results with and without MBPE, and MBPE 
points are shown in Figs. 25, 26 and 27 
respectively for the tilted trihedral, smooth corner 
trihedral and SLICY where MBPE points are not 
always uniformly distributed due to adaptive 
implementation of MBPE. It is shown in Figs. 25-
27 that MBPE can accurately capture the nulls in 
the RCS even when there are no MBPE points at 
these nulls. Thus, MBPE is much more than a 
regular interpolation method. Although optimum 
values of M  and N  giving the lowest 
computation time are not investigated for SLICY, 
the values of M  and N  that are used in MBPE 
yield 9 times speed-up for 1 MHz frequency 
increment as shown in Fig. 27. 

 
V. CONCLUSIONS 

The IPO method has been shown to be very 
efficient, robust and accurate for handling RCS 
problems involving electrically large and 
realistically complex structures. It is physically 
insightful for capturing multiple interactions up to  

 

 
(a) Frequency sweep for tilted trihedral with 45° 
azimuth and 10° elevation at 2-3 GHz where the lowest 
time is obtained with M=3 and N=3 resulting in 19 
times speed-up for 1 MHz frequency increment. Time 
for full sweep is 1,235 seconds. 

 
(b) Azimuth sweep for smooth corner trihedral with 0-
90° azimuth and 10° elevation at 3 GHz where the 
lowest time is obtained with M=3 and N=5 resulting in 
14 times speed-up for 0.1° azimuth increment. Time for 
full sweep is 994 seconds. 
 
Fig. 24. Variation of mono-static RCS computation 
time with values of M and N.  
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a specified order via the number of iterations. It 
tends to be more efficient but less accurate than 
rigorous numerical methods, and more accurate 
but less efficient than ray tracing methods. As 
such, it bridges the gap between these two 
extremes with a viable solution for practical 
engineering problems. Typically, an order of 
magnitude reduction in the number of unknowns 
with respect to purely numerical methods is 
possible, while the memory requirement is O(N). 
Another order of magnitude reduction is possible 
by combining the MPBE method with IPO for 
generating swept frequency and angle patterns. 
The IPO solution has also been applied to the 
performance analysis of antennas installed on 
realistic platforms such as aircraft and ships [26]. 

 
(a) Vertical polarization. 

 
(b) Horizontal polarization. 

 
Fig. 25. IPO frequency sweep results for co-polarized 
mono-static RCS of tilted trihedral with (M=3 and N=3 
as optimum values) and without MBPE, and 25 MBPE 
points for 45° azimuth and 10° elevation at 2-3 GHz. 
 

 

 
(a) Vertical polarization. 

 
(b) Horizontal polarization. 

 
Fig. 26. IPO azimuth sweep results for co-polarized 
mono-static RCS of smooth corner trihedral with (M=3 
and N=5 as optimum values) and without MBPE, and 
33 MBPE points for 0-90° azimuth and 10° elevation at 
3 GHz. 

 

 
(a) Vertical polarization. 
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(b) Horizontal polarization. 

 
Fig. 27. IPO frequency sweep results for co-polarized 
mono-static RCS of SLICY with (M=2, N=1) and 
without MBPE, and 28 MBPE points for 0° azimuth 
and 30° elevation at 0.5-1 GHz. Although the M and N 
values used may not be optimum, 9 times speed-up is 
achieved for 1 MHz frequency increment. 
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